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§ 1. Summary.

The compounded Poisson distribution in bivariate case is discussed in
Kocherlakota [1], the method of introduction is compounding bivariate Poisson
distribution P(τλ) with a randomized parameter τ. The author claimed that
many distributions such as Poisson distribution itself, negative binomial and
Hermite distribution etc are derived from the distribution.

The purpose of this paper is to generalize the method to trivariate case so
as to get a uniform treatment of trivariate distributions, to get the structure
of the distribution in detail and to get a clue of a generalization to multivariate
distribution.

The compounded Poisson distribution is a family of distributions and it
includes Poisson distribution itself. We could say the distribution is one kind
of generalized Poisson. See, another generalization, Kawamura [2]. Also we
will represent a differential formula of p. g. f. of the distribution and recurrence
relations of p. d..

§ 2. Notations and Definitions.

τ: compounding random variable, — cx)<r<oo.
g(τ): probability density function (p. d. f.) of τ or probability distribution

(p.d.) of τ.
M(θ): moment generating function (m. g. f.) of τ

M(θ)=E(eθτ)=\.g(τ)eθτdτ

or =ΣgMeθ\
τ

λ=(λu λ2, λz> λ4> λb, λβ, λΊ): a parameter vector of trivariate Poisson distri-

bution, Λ^O (/=1, 2, - , 7 ) .
P(λ): trivariate Poisson distribution with parameter λ.
Πτ{Zlf Z 2, Z 3 ) : probability generating function (p. g.f.) of trivariate Poisson

distribution P(τX).
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Π(Zίf Z2, Z 3 ) : p.g.f. of compounded trivariate Poisson distribution.
fr,s>t=:P(X=r, Y=s, Z—t) where r, s, ΐ^O integers

: probability distribution of compound trivariate Poisson distribution.

§ 3. The structure of compounded trivariate Poisson distribution.

Consider a trivariate Poisson distribution P(τλ) for fixed nonnegative value
τ. Then P(τλ) has a p. g. f.

Πτ(Zlf Z2, Z3)=t

Let us define τ a random variable with a p. d. f. g(τ) or p. d. g(τt)
0 = 1, 2, •••). And consider a mixed distribution of trivariate Poisson distribution

\P(τZ)g(τ)dτ or Σ P(τiλ)g{τι). We call this "a trivariate compounded Poisson

distribution". P.g.f. of the distribution becomes

Π(ZU Z2, Z3)=^Πτ(Z1} Z 2, Z3)g{τ)dτ.

That is, the p. g. f. of an expected p. g. f. concerning trivariate Poisson dis-
tribution P(τλ). The distribution is the theme of this paper. In the later
section it will be shown the compounded Poisson distribution consists many
distributions such as Poisson distribution itself, negative binomial, Hermite and
Neyman Type A etc.

Using the moment generating function (m. g. f.) of τ : M(0) = E{eθτ)~

\g(τ)eθτdτ, we can derive the p.g.f. of the compounded Poisson distribution

as following theorem.

THEOREM 1. The p.g.f. of compounded Poisson distribution is given by the
m.g.f. M(θ) of τ replacing θ by u=λ1(Z1-l)+λ2(Z2-l)+λ3(Z3-l)+λ4(Z1Z2-l)
+λ5(Z1Z3-l)+λQ(Z2Z3-l)+λ7(Z1Z2Z3-l).

Proof. Π(ZU Z2, Z,)=^g(τ)ΠT(Zίt Z2, Zz)dτ

=M(u). m

Furthermore we have a differential formula for the p.g.f. of the distri-
bution. The formula helps us considerably many as deriving the probability
density and analysis of the structure of the distribution.



32 WEN-GI LIANG

Let us use the notations Tt, TtJ for abbreviation as the differential operator
of trivariate function u with respect to Zu Z2, Z 3 as following

THEOREM 2. Let Π(ZU Z2, Z3) be the p.g.f. of the compounded Poisson dis-

tribution. Then we have a differential formula of the distribution \P(τλ)g(τ)dτ

fir+s+t

dzidzidziΠ{Zu z" Zs)

γ\ c! /! ( Σ αΛ
= Σ fllV...fll

M \u>TfiTi*TS*TfίTϊfT%iλV. (3-2-1)

Where r> s and t are non-negative integers and [c] means the set of vectors
(fli, a2, ••• , a7) satisfying aί-\-ai+a5-\-a1—rf a2-{-a4 + a6+a7—s, a2 + a5^raG+a1=t
and at is non-negative integer for i—l, 2, ••• , 7.

Proof. Let us proceed to prove by the induction for r, s and t. In the
first step we should check the validity of the formula for r—s—t^l and
assuming that validity of it for some r, s, ί ^ l and if we could check the
validity of it for r + 1 , s, t or r, $+1, t or r, s, t+1 then the induction will
be completed as followings.

( I ) In the case of r—s—t—l. Left side of formula (3-2-1) becomes

and it consists with right side of the formula. This is the first step of the
induction.

(Π) Differentiate both sides of the formula by Zx, we get

r\ s! ί! ((t;

i,l — σ,! "

r\s\t\

1, ^1, ^ )

•* 3 •* 1 2 •* 1 3 •* 2 3 ^ 7

(/=!, 3, 4, •••, 7) non-negative integers

^ ^/-u=iat/ T aiT a2T a3~ 1T a4T
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03 + 05+06+07 = ̂
03^1, 0 ^ 0 ( / = ! , 2, 4, •••, 7) non-negative integers

+Σ
rlsltl Σ at)

01! 0 5 ! ( 0 6 - 1 ) ! 0 7 !

ί 6 ^l, 0*^0 (& = 1, 2, ••• , 5, 7) non-negative integers.

Let us denote four terms of the right side (1)~(4), then we have

Put 0i+l=^4i then we have

(1) — J] r.Slt. ^C^1+α2+..+α7) γAxγaz

l λ. .
i—1)1 α 8 !

03 + 05+06+07 = ̂
^4i^l, 0ι^O (/=2, 3, ••• , 7) (non-negative integers.

Put Ai—di then we have

. w , 1 •* 2 •* 3 i 12 i 13 •» 23 Λ 7

5+07 =
02+04+06 + 07=5

0t^O (/=1, 2, ••• , 7) non-negative integers

01+04+05+07 = ̂
02+04 + 06 + 07=5

(3-2-2)

(Γ)

d")

α 1 = θ , 0 t^O (/=2, 3, ••• , 7) non-negative integers.

Let us put two terms of the right side as above (1)=(1')—(1*), we can
easily check (l*)=0 and we have
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aj.-aj.—

0ι^O (2=1, 2, •••, 7) non-negative integers.

Put α 2—1=^2, aA+l=A4 then we have

(2) =
! 03! ( Λ - l ) ! 05! 06! 07!

02+04

0i, A2, 03, 05, 06, 07^0, A4}>1 non-negative integers.

Put ^2=02, A = 0 4 then we have

a4r\ s\t\ ( Σ
 aι)

(2) ^

lc'1

β l ! fl7!

01 + 04 + 05+07 =
02+04 + 06 + 07=5

(/=!, 2, •••, 7) non-negative integers

1 CLΆ'V
3 •« 1

(20

02+04 + 06 + 07=5

03 + 05 + 06 + 07 = *
β 4 =0, α t ^ 0 ( ί = l , 2, 3, 5, 6, 7) non-negative integers.

Let us put similarly as (1), (2)=(2')—(2//), we can easily check (2r/)=0 as
(Γ')=0 and we have

(2) =
x! ••• α7!

In the same way we have

^ — V 05^ 5. Γ. w\ t = 1

α V
2 -» 3 ^ 12

and
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(4) =

Then we have

= Σ
ί ' 3

)

(3-2-3)

at>0 O'=l, 2, ••• , 7) non-negative integers.

In the same way by differentiation of the equation (3-2-3) with respect to
Z2 and Z3, we can get following equation

dZ\+1dZs

2

+1dZί+1

aί-\-a4-\-aδ-\-a7=r+l

(3-2-4)

Ot^O (2=1, 2, ••• , 7) non-negative integers.

We can conclude that the validity of differential formula by the induction
for r, s and t just completed. •

We can calculate the probability distribution of the compounded Poisson
distribution by the formula in theorem 2.

THEOREM 3. Let f(r} s, t) be a probability distribution of the compounded
Poisson distribution. Then we can represent

fir+s+t

f(r's> ί ) = " Zz)

1

α j α,!'

for every non-negative integers r, s and t where u—— 2 λ%.
t = l



36 WEN-GI LIANG

§ 4. Examples of the compounded Poisson distribution.

EX A. If compounding value satisfies τ—k (constant) then we have

p.d.f. of τ : g(T)=g(k)=l,

m.g.f. of τ: Af(0)= Σ g(τ)eθτ=ekθ,

p.g.f. of compounded trivariate Poisson distribution:

Π{ZU Z2, Zz)=eku=M(u).

Put b= Σ CLx then we have Mib\u)=kbeku and

/(r, s, ί)=
a i ! ••• β 7 !

This is a trivariate Poisson distribution with parameter kλ where
Λ = (/i, Λ2, '" t Λ7).

EX. 2. If compounding value r has a %2 distribution of freedom 2α then
we have

p. d. f. of r :

r < 0 ,

m.g.f. of r :

= f 1 . - . ( J L V e x p T - ^ -
J i (α) \ m / L \ m

(a)

p. g. f. of compounded Poisson distribution:

mzu Zt, Z 3)-(l-

7 7

Put Σ β ι

Γ=^, — Σ λt=v then we have
l 1

M<-b\u)=(-— )\-a)(-a-
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_/m\"ΓXa+b)/ m \-<
~ W Γ(α) V1"^"/

and
m \bΓ(a+b)/Λ m \-c«+«

It is called trivariate Negative Binomial distribution.

EX.3. If compounding value τ has a Gaussian distribution, then we have

p.d.f. o f r : g ( r ) = - - ^

m.g. f .« f r :

p.g.f. of compounded Poisson distribution becomes:

Π{ZU Z2, Zs)=e

Put Σ at=b, - Σ Λ = v then we have Mib\u)=M(u)Pb(u) where P6(w) is a

polynomial of degree b. Then we have

/(r, s, 0= Σ fll! .1. a i M(v)P>Wi*2i* - Λtt7

It is called a trivariate Hermite distribution, see KOCHERLAKOTA [1].

EX A. If compounding value τ has a Poisson distribution, then we have

p.d.f. of τ : g(τ)=-^re-λ

τ!

m .g.f. of T: M(θ)=^e"λ-eβrdτ

—-g (e - i ^^.
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p.g.f. of compounded Poisson distribution:

Π(ZU Z2, Z,)=e

Put Σ>at=b, - 2 i , = v then we have Mcδ)(M)=exp[Λ(ew-l)] ra&(w) where
1 = 1 1 = 1

mb(u) is the degree b moment of Poisson distribution P(λeu) then we have

1
fir, s, ί)= Σ — Γexplλ(ev—l)]mb(v)λf1λξ2 ••• X?7

where mb(v) is the power b moment of Poisson distribution P{λev). It is called
a trivariate Neyman Type A distribution.

EX. 5. If compounding value τ has a Inverse-Gaussian distribution, then
we have

p.d.f. of r :

m. g. f. of τ:

r > 0 ,

-ί
1/2

exp

dil-

p. g. f. of compounded Poisson distribution:

u Z2f Z 3 )-exp—[l-( l-

Put Σ dι=b, — Σ h—y then we have
1=1 t=l
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where C* is a constant value. Then we have

2 \-bl2-kl2

)fir, s, t)= r τ { v ) μ Σ
x! ••• <2 7 ! * = o

It is called a trivariate Poisson Inverse-Gaussian distribution.

§ 5. Discussion.

We can derive recurrence relations of the probability distribution as
following theorem. It will help us to calculate the probability distribution.

THEOREM 4. Let's assume r^>l, s^ l , ί^l , then we have

2) rVr 1 ι , ί =

3) «i/r...ί =

4) rVr,l,ί=

5) ίVr . . .£=

6) Si,/r,ι,t =

The author will represent a paper concerning the relations of the com-
pounded Poisson distribution in near future. The proof of this theorem will be
included in the next paper.
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