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ON SOLUTIONS OF A HOMOGENEOUS LINEAR MATRIX
EQUATION WITH VARIABLE COMPONENTS

BY YOSHIKAZU HIRASAWA

1. We denote the totality of real numbers by R and the totality of complex
numbers by C.

Let / be a closed interval [_a, βl={t\a^t^β, ί e R } . We denote by Cμ(I, R)
the totality of real-valued functions defined and of class C^ on / (μ=0, 1, •••, oo),
and hereafter we fix some μ.

A complex-valued function fit) defined on / is called a function of class Cμ

on / if Re/COeC^J, R) and Im/(ί)eC^(/, R). We denote by C''(J, C) the
totality of complex-valued functions defined and of class O on /.

A if-dimensional row vector x with components xp^C (ρ = l, 2, ~- , d) will
be denoted by

X —(Xl , X2, '" , Xd)

and a d'-dimensional column vector y with components J / . G C (σ — 1, 2, •••, df) by

Ί , y 2 , •••, y d . ) .

Now, let B(t) be a square matrix of degree n:

bn(t) /?i2(0 ' " bιn(t)

621U) M O - W O

bnl(t) ftn8(0-ftnή(0J

where bjk(t)^Cμ(I, C) (7, &—1, 2, •••, 72), and let us assume, throughout this
paper, that for a positive integer s: l^s^n — 1, a condition

(1) rank 5 ( 0 = n — s (=r)

is satisfied on the interval /, and further let us consider a homogeneous linear
matrix equation

(2)
where Pif) is an n X s matrix:
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P(t) =

( Pn(t) pί2(t) -"pls(t) )

p2i(t) p22{t) ~'pi8(t)

Pnl(t) Pns(t))

The purpose of this paper is to establish the existence of solutions P(t) of
the equation (2) on /, such that every component pJk(t) of P(t) belongs to
σ(I, C) and

on /.
Y. Sibuya treated such a problem in a paper [1], provided that B{t) was

periodic on — oo<t<+oo. But as a certain part of the proof was omitted in
his paper, we will, in this paper, give a detailed proof of this part to clarify
the matter.

2. Let Ix and I2 be two open intervals (alf βι) and (a2, β2) contained in the
interval /, such that a1<a2<β1<β2, and but let us consider Iχ = [_aly βx) if aλ=a
and I2=(a2, βj if β2=β.

I Jl jz"' Jr\
Put r—n—s and let B\ denote a minor of degree r of B(t) such

that \kik*- kr)
~bJlkr(t)

B
Jl J2 '- J.,

k, k •" b
*v 1 rt 2 »v' bJrk2(t)>-b3rkr(t)

Let us now assume that the condition (1) is satisfied on I^JI2 and further
that a condition

(3) B\HH-hU
Ίi k2 ••• έ r /

is satisfied on /i and a condition

(4)
\niχ m2 ••• mrj

is satisfied on /2.
Under these assumptions, it is clear that there exist two nXs matrices P(f)

and Q(t) having the following properties:
(I) P(t) and Q(f) satisfy matrix equations

(5) B(t)P(t)=O on
and
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B(t)Q(t)=O on I2

respectively, and every component pjk(t) of P(t) belongs to Cμ(Iu C) and
every component qjk(t) of Q(f) belongs to Cμ(I2, C);

(II) rankP(ί)=s on 7Ί and rankQ(ί)=s on 72.
However, we here wish to look over the structure of these matrices P(t)

and Q(f).
L e t u s d e f i n e s - t u p l e (j'r+i> Jr+2, ••• , Λ ) f o r 1 ^ 7 i < / 2 < ••• <jr^n i n s u c h a

m a n n e r t h a t 1 ^ 7 r + i < / r + 2 < ••• <jn^n a n d {7^ ••• , j r , j ' r + u ••• , / ; } = {1, 2, ••• , w}.

T h a t is, ji<j2< ••• < 7 r a n d j'r+i<j'r+2< ••• < / « f o r m a c o m p l e t e s y s t e m of

i n d i c e s {1, 2, •••, n } . s - t u p l e s (k'r+1, kf

r+2, •••, k'n), {l'r+u l'r+2, ~m, In) a n d

( m ί + i , 77ir+2, ••*, m i ) a r e d e f i n e d f o r l ^ ^ i < ^ 2 < ••• <kr^n, l ^ / i < / 2 < ••• <lr^n

a n d I ^ m i < m 2 < ••• <mr^n i n t h e s a m e m a n n e r .

By virtue of Cramer's rule, we see the following fact.
We can take arbitrarily all components pk'σg(t) of s row vectors

Pk'σ(f)={pk'σi(t)9pk^{t), ••• ,pk'σs{t)) ( σ = r + l , r + 2 , - , n ) ,

or s column vectors

pg{t)^zo\{pkWig{t), pκ+2g{t), ~ ,pk.nB{t)) {g=l,2, - , 5 )

under restrictions that pk. g(t)^Cμ(Iu C) and

(7) det ΦO on

We can further express other r row vectors

by linear combinations of pk (t) (σ=r+l, r + 2 , •••, n):

) — 2J ξpσ
O—τΛ-1

whose coefficients f^αίO belong to Cμ(I1} C).
More exactly,

ϊ = l,2, - , r ) ,

B pσ

h H- Jr\ \σ=r+l, r + 2 , •••, n

where
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Jl J2'~ Jr

kλ k2 '•' kr

p-th. column

Jlkl(ΐ) bJlk2(t)-bJlk.σ(t)-'bJlkr(t)

φ) bJrki(t) 'bJrk,σ(t)-bJrkr(t)

Of course, we see rankP(f)=s on Ilm

The matrix Q(f):

ί quit) fe(0 quit)

Q(t)=

qns(t) /

also has a structure similar to P(t).
We can choose arbitrarily all components qm»σg{t) of s row vectors

ί m ; W = ( ^ i ( 0 , qm>σϊ{t), ••• , qm>σ9(t)) (σ=r+l, r + 2 , ••• , n)

or s column vectors

g , ( f ) = c o l ( q m , r + i g(t), q n , r + 2 g(t), ••• , q m . n 8 ( t ) ) ( g = l , 2 , ••• , s )

under restrictions that qm> g(t)<=Cμ(I2, C) and

(8) det (ffiCf), ff»(f), - , ff,(ί))=det on L.

Other r row vectors

dm/0 = (9mpi(0, ^m,2(0, - , qnp,(f)) {p = l, 2, ••> , v)

c a n b e e x p r e s s e d b y l i n e a r c o m b i n a t i o n s o f q m ' σ ( t ) ( σ = r + l , r + 2 , ••• , n ) :

4mp(t)= σj:+iVpa(t)4n>σ(t) (p = l, 2, .» , r ) ,

whose coefficients ^^^(ί) belong to Cμ{I2, C).
Of course, we have rankζ)(/)=s on I2.

3. We use the same notations as in Nos. 1-2, and will prove the following:

LEMMA 1. Assume that the condition (1) is satisfied on I^JI2 and the con-
ditions (3) and (4) are satisfied on iΊ and on I2 respectively. Then we have
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(9)

(10)
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Ih h- lτ\

\kxkt-krl

\772I m2 mr

Proof. The lemma shall be principally proved for (9). If we put

ΐ>ιp{t)={blpmi{t), blpm2(t), - , blpmr(t)) = l, 2, •••, r ) ,

then, by virtue of the conditions (1) and (4), other vectors

bi'σ(t) = Ψ ι > σ m i ( t ) , brσπl2(t), ••• , bιynr(f)) (σ=r+l, r+2, ••• , n )

can be expressed by linear combinations of btp(t) (p = l, 2, •••, r) with coefficients

φpσ(t) belonging to Cμ(I2, C). That is,

where

ϊ ; ^ ( ί ) = Σ ψPΛt)hlp{t) (σ = r+ί, r+2, •••, n),

Bpi

?n2 •-• m T ι

B\
m2 •-•

and

Bpσ
h / , - /;

mi m2 - mr

p = l, 2, ••• , r ;

σ = r+l, r + 2 , •••, n

••• bιim,r(t)

ιrmi(t) blrn2(t)-blrnr{t)

p-th row .

In this case, any component bι>σm>υ(t) (σ, u—r+1, r + 2 , •••, n) which does not

lie on the mΓ-th column ( τ = l , 2, •••, r) of B(t) also can be expressed by a linear

combination with the common coefficients φpσ(t) as follows:

bι>σK(t)= Σ φPa(t)blpn.u(t) (σ, υ=r+l, r + 2 , ••• , n),

otherwise it contradicts the fact that the condition (1) holds on 72.

Next if we put

bkr(t)=co\(bJlkr(t), bJ2kβ), ••• , b3rkχt)) ( τ = l , 2, •••, r ) ,
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then, by virtue of the conditions (1) and (3), other vectors

b k u ( t ) = c o \ ( b J l k ' u { t ) , b J t k ' u ( t ) 9 ••• , b J γ k ' β ) ) ( ϋ = r + l , r + 2 , ••• , n)

can be expressed by linear combinations of Ί)kβ) (τ=l} 2, •••, r) with coeffici-
ents belonging to Cμ(Jl9 C). That is,

where

72

B
i k 2 '-• k r

and

J2'~ J

k2 '" kr

(υ=r + l, r + 2 , ••• , n),

r = l , 2, •••, r ;

υ=r+l, r + 2 , ••• , n

p-th column

blίKi.t) -bHkr{t)

bJttl{t) -b}2k'u(t) -bHkr(t)

bJr'H{t)-blrK{t)-bJr'kβ)

In this case, any component by k' (ί) (σ, υ=r+l, r + 2 , ••• , n) which does not

lie on the j p-th row {p~l, 2, •••, r) of B(t) also can be expressed by a linear
combination with the common coefficients φτυ(t) as follows:

r

bj'σk'υ(t)— Σ φ-JJ)bj'σkτ(t) (σ> υ = r+l, r + 2 , ••• , n ) ,

otherwise it contradicts the fact that the condition (1) holds on Ilm

Under these circumstances, we arrive at the following conclusion.
Multiplying an adequate function which belongs to Cμ(I2, C), to each lp-th

row vector (p=l, 2, ••• , r) of B{t) and adding these row vectors to each Γσ-th
row vector (σ=r+l, r + 2 , •••, n) of B{t), we can make each l'σ-ύϊ row vector
be the zero vector. And further, multiplying an adequate function which belongs
to Cμ(Ilt C), to each kτ-Xh column vector ( τ = l , 2, ••• , r) of B(t) and adding
these column vectors to each &£-th column vector (ι>=r+l, r + 2 , ••• , n) of B(t),
we can make each ^ί-th column vector be the zero vector. After all, there
remain only the components bipkτ{t) (p, τ—\, 2, ••• , r) in B{t), and hence the
condition (1) implies

B\ UtO on

We also can prove, on the same lines, that



76 Y. HIRASAWA

m1 m2 ••• mj
on IχΓ\h.

4. We use the same notations as in Nos. 1-2, and for the solutions P(f)
and Qit) obtained in No. 2, we will prove the following:

LEMMA 2. Suppose that the condition (1) holds on Iχ\JI2 and the condition
(3) holds on I± and the condition (4) holds on I2. Let Pif) and Q(t) be the solutions
of the equations (5) and (6) respectively, obtained in No. 2. Then there exists a
square matrix C(t) of degree s such that

( I ) Every component cJk{t) of C(t) belongs to Cμ(I1Γ\h, C);
( I I ) rank C(t)=s on IχΓ\h\
(III) P(t) = Q(t)C(t) on hrλh.

Proof. By rearranging the row vectors of P(t) and Q(t), we put

us*)

and (5(0=

* r(0

Then, by virtue of the condition (9) proved in Lemma 1, we can express the

v e c t o r s pklit), pkβ)y •••, pkr{t) by l inear c o m b i n a t i o n s of pk'r+ί (t), Pk'r+2(t), •••,

Pk'β) and the vectors qklit), qk2(t), •--, qkr(t) by linear combinations of

Qk'r+1 (t), qk'r+2(t), •••, Qίk'n{t) with the same coefficients belonging to Cμ{Iλr\I2, C).

That is,

= l , 2, - , r ) ;

(Π)

•- Σ I.

where ζpσ(t)(^Cμ(I1Γ\h, C) and more exactly

/ l / 2 **• lγ

ζpσ(t)— , j
X k2 •'•

B
/ i / » -

= l , 2, — , r ;

σ=r+l, r+2, • , n

and
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B pa
\kχ k2 '" kr.

Now, we shall verify

(12) det

jO-th column

btlφ) bhu2(t) —bιlk'σ(t) - blχkr(t)

h U~ ίr\ bl2kl(t) bliki(t) •• bl2k'σ(t) -bl2kr(t)

bιrkl(t) blrk2(t)-blrk'σ(t)-blrkr(ί)

Qk'r+ι(t))

it)
on

If the above determinant vanishes at some tQ^Iir\h, then there exists a set

of s complex numbers: (cu c2, •••, cs)Φ(Q, 0, ••• , 0) such that

This fact and the fact that Qkp(t) (p = l, 2, -•- , r) can be expressed by linear

combinations of qk'σ{t) ( σ = r + l , r + 2 , ••• , n), imply

rank
Qkr(t0)

Qk'r+ι(t0)
<s

P

P

P

kr+2

k'β)

(0
(q

q

q Φ

which contradicts that rankζ)(/)=s on 72.

Thus there exists a square matrix C(t) of degree s such that

C(t) on IlΓ\h

and every component of C(t) belongs to Cμ(IiΓ\I2, C). It follows furthermore

from (7) that detCGO^O on hr\h, and hence rank C(t)=s on hr\h.

By rearranging the row vectors of P(t) and Q(t), and by observing the

relations (11), we have

P(t)=Q(t)C(t) on IlΓ\h.

Thus, the lemma has been completely proved.

5. Now we will prove the following:
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THEOREM. Let I be a closed interval [α, β~] of a real variable t and let
B(t) — (bjk(t)) be a square matrix of degree n whose components bjk(t) belong to
Cμ(I, C) and further assume that the condition (1) is satisfied on I. Then there
exists an nXs matrix P(t) = (pjk(t)) such that P(t) satisfies the equation (2) on I
and all components pjk(t) of P(i) belong to Cμ(I, C) and rank P(t) = s on I.

Proof. Let us put r=n — s. Then, for any point to^[_α, /3], there exists,
by assumption, a nonzero minor of degree r of B(t0). Furthermore, there exists,
by virtue of the continuity of functions, a neighborhood U(t0) of t0 such that the
above-mentioned minor does not vanish on Ir\U(t0).

Since we can find such neighborhoods U(t) for all points ί e / and since we
see IC\JttEiU(t), this open covering {U(t)}tei has, by the Heine-Borel theorem,
a finite subcovering {ί/(fj} JίLi. By use of this subcovering, we can form, with-
out loss of generality, a set {Iκ}

κ

κli of intervals possessing the following
properties:

(i) I=ΈL;
K = l

(ii) / i = [ α i , β i ) , IKQ=(<xKQ, βKQ], α!=α, βκo=β,

/«=(«*, β*) 0c=2, 3, ~,ιco-l);

(iii) IκnIκ+1Φ0 (κ=l, 2, ••-, A: 0—1),

IκΓ\Iκ' = 0 U + K Λ : ' , Λ = 1 , 2, ••• , Λ O - 2 ) ,

that is, α i < α 2 < i 8 i < <α i C < i θ i C -i<α: i C +i<]8 i C

<~ <β*o-*<α*o<βΌ-i<βΌ ( t = 2 , 3 , •», Λo—1);

(iv) For each /Λ, there exists a minor of degree r of B(t) which does not
vanish on Iκ.

We consider first the intervals JΊ and /2, and we choose two minors

I Jl J2 ••• 7r\ / h U '" lr\
B\ and B\ of degree r of B(t) such that

\ ^ i k2 ••• /2r/ \ m i ?7t2 ••• m r /

/7l 72 ••• Jr\ I h h— lr\
B\ \Φ0 on Iλ and B\ h^O on /2.

As seen in No. 2, there exist, in this case, the matrices P(t) and Q(t)
satisfying the equations (5) and (6) respectively, such that all components pjk(t)
of P(t) belong to Cμ(Ilf C) and all components qjk{t) of Q{t) belong to Cμ{h, C)
and further

rankP(ί) = s on Ix and rank Q(t)=s on 7 2.

Now it follows from Lemma 2 that there exists a square matrix C(t) of
degree s possessing the properties (I), (II), (III) stated in Lemma 2.

We next use a method adopted in the paper of Y. Sibuya [1]. Since the
matrix C(t) is non-singular on IιΓ\Iz, if we choose an arbitrary point ίi



ON SOLUTIONS OF A HOMOGENEOUS LINEAR MATRIX EQUATION 79

and if we choose a sufficiently small positive number ε, then any square matrix
C of degree 5 satisfying ||C—C(ίi)||<ε, is non-singular, where || || denotes the
Euclidean norm of a matrix.

There exists, by virtue of the continuity of functions, a positive number δ
such that \\C(t)-C(t1)\\<ε whenever |ί—ίi | <δ and t^hnh

Let t[ be a point belonging to hrλh such that 0<t[—U<δ and let γ be a
small positive number fulfilling the inequality tί+γKtΊ—γ. Further let X(t) be a
real-valued function defined and of class C°° on — oo<f<+°°, such that
O^X{t)^l for all t, X(t)=l for t^U+T and X(ί)=0 for t^t[-γ.

And we make a square matrix C(t) of degree s in the following manner:

ί C(t) for a2<t^tlf

C(ί)=- «0(C(0-C(ίί))+C(ίί) for

. C(*ί) for tί^t
Since

for t^t^tί, we see that C(ί) is non-singular on
Further we can easily verify that all components of COO are of class

C on a2<t<+(χ>.
We now put P(1)(t)=P(t) on Λ and we define P (2)00 on I^JI2 as follows:

Pω(t) for α^ί^

Q(t)C(t) for

Then P ( 2 ) (0 is a solution of the equation (2) on 7iW/2 and all components
of P(2)00 belong to C^I^h, C) and further

r a n k P ( 2 ) ( 0 = s on I^JI2.

By repeating the above-mentioned process for the intervals Iκ (tc=l, 2, ••• ,
/Co) successively, we can construct the desired solution P(t) of the equation (2)
on /.
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