
Special values of the Riemann zeta function
via arcsine random variables

Takahiko Fujita

Abstract In this paper, using arcsine variables, we get a new elementary proof of ζ(2) =

π2/6, known as the Basel problem, and the Euler formula. Using exponential variables,

we get an Euler-like formula. We can also solve the Basel problem by using Wigner’s

semicircle law and the Legendre generating function.

1. Introduction

Let ζ(s) =
∑∞

j=1 1/j
s be the Riemann zeta function for Res > 1. Many authors

have written elementary proofs of ζ(2) = π2/6 (see [3], [6]–[9]). The problem of

finding this value is known as the Basel problem (see [2]). In our previous papers

[1] and [4], using two independent Cauchy variables, we gave a probabilistic

solution of this problem, and obtained the Euler formula of the Riemann zeta

function (cf. Theorem 1.1 below).

Let us review these in the new manner of this paper. We start with the

following lemma. This is a fundamental lemma, and the proof is easy.

LEMMA 1.1

Consider two independent random variables X, Y such that P (X > 0) =

P (Y > 0) = 1 and with density functions fX(x), fY (x). Then the density function

fY/X(x) of Y/X is given by

fY/X(x) =

∫ ∞

0

fX(u)fY (ux)udu.

Proof

For x > 0,

P
(Y

X
< x

)
=

∫ ∫
v/u<x

fY (v)fX(u)dudv

=

∫ ∞

0

fX(u)du

∫ ux

0

fY (v)dv.

Then differentiating both sides with respect to x gives the result. �
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REMARK 1.1

The lemma in [1] was on the density function of the product of two independent

random variables. In this paper, we consider the ratio of them.

Let C1 and C2 be independent Cauchy variables; that is, C1 and C2 are inde-

pendent random variables with fC1(x) = fC2(x) = (1/π)(1/(1 + x2)). Applying

Lemma 1.1 for X = |C1| and Y = |C2|, where f|C1|(x) = f|C2|(x) = (2/π)(1/(1 +

x2))1x>0, we get that for x > 0,

f|C2|/|C1|(x) =
4

π2

∫ ∞

0

1

(1 + u2)

1

(1 + (ux)2)
udu

=
2

π2

∫ ∞

0

1

(1 + u)

1

(1 + ux2)
du

=
2

π2

∫ ∞

0

( 1

1 + u
− x2

1 + ux2

) du

1− x2

= lim
A→∞

2

π2

∫ A

0

( 1

1 + u
− x2

1 + ux2

) du

1− x2

=
4

π2

logx

x2 − 1
.

Since
∫ ∞
0

f|C2|/|C1|(x)dx= 1, we have that

π2

4
=

∫ ∞

0

logx

x2 − 1
dx.

Here, the right-hand side (RHS) is computed as∫ 1

0

logx

x2 − 1
dx+

∫ ∞

1

logx

x2 − 1
dx

= 2

∫ 1

0

− logx

1− x2
dx= 2

∫ 1

0

(− logx)

∞∑
k=0

x2k dx

= 2
∞∑
k=0

∫ 1

0

(− logx)x2k dx= 2
∞∑
k=0

∫ ∞

0

ue−2kue−u du

= 2

∞∑
k=0

∫ ∞

0

y

2k+ 1
e−y dy

2k+ 1
= 2Γ(2)

∞∑
k=0

1

(2k+ 1)2
.

Thus
∑∞

k=0 1/(2k+ 1)2 = π2/8. Noting that ζ(2) =
∑∞

k=1 1/k
2 =

∑∞
k=0 1/(2k +

1)2 + (1/22)ζ(2), we obtain the desired result, that is,

ζ(2) =
4

3

∞∑
k=0

1

(2k+ 1)2
=

4

3

π2

8
=

π2

6
.

This is a probabilistic solution of the Basel problem.

Considering moments of even order of log |C2|/|C1|, we can prove the Euler

formula of the Riemann zeta function.
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LEMMA 1.2

We have that

E
[(

log
|C2|
|C1|

)2n]
=

8

π2
Γ(2n+ 2)

(
1− 1

22n+2

)
ζ(2n+ 2), n= 0,1,2, . . . .

Proof

We have that the left-hand side (LHS) is given as

LHS =

∫ ∞

0

(logx)2nf|C2|/|C1|(x)dx

=
4

π2

∫ ∞

0

(logx)2n+1

x2 − 1
dx

=
8

π2

∫ 1

0

(logx)2n+1

x2 − 1
dx

=
8

π2

∫ 1

0

(− logx)2n+1
∞∑
k=0

x2k dx=
8

π2

∞∑
k=0

∫ 1

0

(− logx)2n+1x2k dx

=
8

π2

∞∑
k=0

∫ ∞

0

u2n+1e−2kue−u du

=
8

π2

∞∑
k=0

∫ ∞

0

( u

2k+ 1

)2n+1

e−u du

2k+ 1

=
8

π2
Γ(2n+ 2)

∞∑
k=0

1

(2k+ 1)2n+2

=RHS. �

From this lemma, the Euler formula follows.

THEOREM 1.1 (EULER FORMULA)

We have that

ζ(2n+ 2) =
1

2

(π

2

)2n+2 1

1− 1
22n+2

An

Γ(2n+ 2)
, n= 0,1,2, . . . ,

where the numbers An are determined by the series development

1

cos2 θ
=

∞∑
n=0

An

(2n)!
θ2n

(
|θ|< π

2

)
.(1.1)

Proof

We only have to prove that E[|C1|α] = 1/(cos π
2α) (|α| < 1), because by this,

we can easily see that E[eα log(|C2|/|C1|)] = 1/(cos2 π
2α), which is equivalent to

E[(log |C2|/|C1|)2n] = (π2 )
2nAn.
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Noting that C1 ∼ N/N ′, that is, the distribution of C1 agrees with that

of N/N ′, where N and N ′ are two independent standard normal random vari-

ables, we get that (C1)
2 ∼ N2/(N ′)2 ∼ γ1/2/γ

′
1/2, where γ1/2 and γ′

1/2 are two

independent gamma variables with parameter 1/2, that is, its density fγ1/2
(x) =

(x−1/2/
√
π)e−x (x > 0). Then we have that

E
[
|C1|α

]
=E

[
(γ1/2)

α/2
]
E

[
(γ1/2)

−α/2
]

=
Γ( 12 + α

2 )

Γ( 12 )

Γ( 12 − α
2 )

Γ( 12 )

=
1

π

π

sinπ( 12 + α
2 )

=
1

cos π
2α

(
|α|< 1

)
,

where we used the fact that Γ(s)Γ(1 − s) = π/(sinπs) and fγa(x) = (xa−1/

Γ(a))e−x (x > 0), E[(γa)
b] = Γ(a+ b)/Γ(a). �

REMARK 1.2

Since 1/|C1| ∼ |C1|, the calculation above is indeed the same as that of [1].

REMARK 1.3

The number An is called the tangent number. This name “tangent” comes from

(3.1) below. It is known that, for n≥ 0, An is a positive integer and

An = (−1)nB2n+2
22n+2(22n+2 − 1)

2n+ 2
.

Here Bn, n≥ 0, are the Bernoulli numbers, which are determined by the series

development

x

ex − 1
=

∞∑
n=0

Bn

n!
xn

(
|x|< 2π

)
.

Substituting the expression of An into the RHS of the Euler formula in Theo-

rem 1.1, we have

ζ(2n) =
(−1)n−1

2

(2π)2n

(2n)!
B2n, n= 1,2, . . . .(1.2)

As the Euler formula of ζ(2n), this form is more familiar than ours.

The above is a review of our previous papers [1] and [4].

In this paper, instead of Cauchy, we use arcsine random variables, that is,

random variables with density function 2/(π
√
1− x2) (0< x< 1). Then the Basel

problem is solved in Section 2, and the Euler formula is derived in Section 3.

In Section 4, by using exponential random variables, an Euler-like formula is

obtained. The Basel problem is also solved by using Wigner’s semicircle random
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variables in Section 5 and the Legendre generating function in Section 6. We note

that, in [5], related results about the Hurwitz zeta function are discussed.

2. Basel problem via arcsine

Let X1 and X2 be independent arcsine random variables. For 0< x< 1,

fX2/X1
(x) =

∫ 1

0

1√
1− u2

√
1− u2x2

4

π2
udu=

2

π2

∫ 1

0

du√
(1− u)(1− ux2)

=
2

π2

∫ 1

0

1√
x2((u− 1+x2

2x2 )2 − (x
2−1
2x2 )2)

du

=
2

π2x

∫ x2−1

2x2

− 1+x2

2x2

du√
u2 − (x

2−1
2x2 )2

=
2

π2x

∫ 1+x2

2x2

1−x2

2x2

du√
u2 − (x

2−1
2x2 )2

=
2

π2x

[
log

(
u+

√
u2 −

(x2 − 1

2x2

)2)] 1+x2

2x2

1−x2

2x2

=
2

π2x
log

1 + x

1− x
.

Noting that, for x > 1, P (X2/X1 ≤ x) = 1− P (X1/X2 ≤ 1
x ), we get that

fX2/X1
(x) =−fX2/X1

( 1

x

)( 1

x

)′
= fX2/X1

( 1

x

) 1

x2
=

2

π2x
log

x+ 1

x− 1
(x > 1).

Putting these together, we have the following proposition.

PROPOSITION 2.1

We have that

fX2/X1
(x) =

{
2

π2x log
1+x
1−x (0< x< 1),

2
π2x log

x+1
x−1 (1< x<+∞).

Since ∫ ∞

0

fX2/X1
(x)dx= 1

=

2

∫ 1

0

fX2/X1
(x)dx=

4

π2

∫ 1

0

1

x
log

1 + x

1− x
dx,

it follows that

π2

4
=

∫ 1

0

1

x

(
x− x2

2
+

x3

3
− x4

4
+ · · · −

(
−x− x2

2
− x3

3
− x4

4
− · · ·

))
dx

= 2

∫ 1

0

(
1 +

x2

3
+

x4

5
+ · · ·

)
dx

= 2

∞∑
j=0

1

(2j + 1)2
.
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Therefore
∑∞

j=0 1/(2j + 1)2 = π2/8 gives that ζ(2) = π2/6.

REMARK 2.1

For p, q > 0, we denote by βp,q a random variable with density (1/B(p, q))xp−1(1−
x)q−1 (0< x< 1). This is called a beta random variable with parameters p and q.

Then
√
β1/2,1/2 is arcsine distributed.

3. Euler formula via arcsine

In this section, we derive the Euler formula for ζ(2n) by using arcsine variables.

Let X1 and X2 be independent arcsine random variables. Then, for α >−1,

E[Xα
1 ] =

2

π

∫ 1

0

xα

√
1− x2

dx

=
2

π

∫ 1

0

u
α
2

√
1− u

1

2
u− 1

2 du

=
1

π

∫ 1

0

u
α−1

2 (1− u)−
1
2 du

=
1

π
B

(1 + α

2
,
1

2

)
.

For |α|< 1,

E
[(X2

X1

)α]
=E[Xα

2 ]E[X−α
1 ]

=
1

π
B

(1 + α

2
,
1

2

) 1

π
B

(1− α

2
,
1

2

)

=
1

π2

Γ( 1+α
2 )Γ( 12 )

Γ(α2 + 1)

Γ( 1−α
2 )Γ( 12 )

Γ(1− α
2 )

=
1

π

π

sinπ( 1+α
2 )

1
α
2Γ(

α
2 )Γ(1−

α
2 )

=
1

cos π
2α

1
α
2

sin π
2α

π
=

tan πα
2

πα
2

.

Here we note that

tanx

x
=

∞∑
n=0

An

(2n+ 1)!
x2n

(
|x|< π

2

)
(3.1)

by integrating (1.1) from 0 to x.

LEMMA 3.1

We have that

E
[
(logX2 − logX1)

2n
]

=
8

π2
Γ(2n+ 1)

(
1− 1

22n+2

)
ζ(2n+ 2), n= 0,1,2, . . . .
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Proof

We have that

LHS =E
[(

log
X2

X1

)2n]

=

∫ ∞

0

(logx)2nfX2/X1
(x)dx= 2

∫ 1

0

(logx)2n
2

π2x
log

1 + x

1− x
dx

=
4

π2

∫ 1

0

2

∞∑
k=0

x2k

2k+ 1
(logx)2n dx=

8

π2

∞∑
k=0

1

2k+ 1

∫ 1

0

x2k(logx)2n dx

=
8

π2

∞∑
k=0

1

2k+ 1

∫ ∞

0

e−2kuu2ne−u du

=
8

π2

∞∑
k=0

∫ ∞

0

e−u
( u

2k+ 1

)2n du

(2k+ 1)2

=
8

π2
Γ(2n+ 1)

∞∑
k=0

1

(2k+ 1)2n+2

=RHS. �

Comparing (3.1) for x= πα/2 with

E
[(X2

X1

)α]
=E[eα(logX2−logX1)]

=

∞∑
n=0

α2n

(2n)!
E

[
(logX2 − logX1)

2n
]

[
because E

[
(logX2 − logX1)

odd
]
= 0

]
,

we get that

8

π2
Γ(2n+ 1)

(
1− 1

22n+2

)
ζ(2n+ 2) =

An

2n+ 1

(π

2

)2n

.

Thus, the Euler formula is again derived by using arcsine variables.

4. Euler-like formula via exponential random variables

In this section, using exponential random variables, we can get an Euler-like

formula for special values of the Riemann zeta function.

Let e1 and e2 be independent exponential random variables, that is, e1 and

e2 are independent random variables with fe1(x) = fe2(x) = e−x (x > 0). Then,

for α>−1, E[eα1 ] =
∫ ∞
0

xαe−x dx=Γ(α+ 1). For |α|< 1,

E
[(

e2

e1

)α]
=Γ(α+ 1)Γ(−α+ 1) = αΓ(α)Γ(1− α) =

πα

sinπα
.
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Here we put

x

sinx
=

∞∑
n=0

Cn

(2n)!
x2n

(
|x|< π

)
.(4.1)

LEMMA 4.1

We have that

E
[
(log e2 − log e1)

2n
]
= 2Γ(2n+ 1)

(
1− 1

22n−1

)
ζ(2n), n= 1,2, . . . .

Proof

Noting that fe2/e1(x) = (1/(1 + x)2)1x>0 (the density of the Pareto distribution),

we have that, for n≥ 1,

LHS =E
[(

log
e2

e1

)2n]

=

∫ ∞

0

(logx)2nfe2/e1(x)dx

=

∫ ∞

0

(logx)2n
1

(1 + x)2
dx

= 2

∫ 1

0

(logx)2n
1

(1 + x)2
dx

= 2

∫ 1

0

∞∑
k=1

k(−x)k−1(logx)2n dx

= 2

∞∑
k=1

k

∫ 1

0

(−x)k−1(logx)2n dx

= 2

∞∑
k=1

k(−1)k−1

∫ ∞

0

e−(k−1)uu2ne−u du

= 2

∞∑
k=1

k(−1)k−1

∫ ∞

0

(u

k

)2n

e−u du

k

= 2

∞∑
k=1

(−1)k−1

k2n
Γ(2n+ 1)

= 2Γ(2n+ 1)
( ∞∑
k=1

−1

(2k)2n
+

∞∑
k=0

1

(2k+ 1)2n

)

= 2Γ(2n+ 1)
(−1

22n
ζ(2n) +

(
1− 1

22n

)
ζ(2n)

)
=RHS. �
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Comparing (4.1) for x= πα with

E
[(

e2

e1

)α]
=E[eα(log e2−log e1)]

=

∞∑
n=0

α2n

(2n)!
E

[
(log e2 − log e1)

2n
]

[
because E

[
(log e2 − log e1)

odd
]
= 0

]
,

we get that

2Γ(2n+ 1)
(
1− 1

22n−1

)
ζ(2n) =Cnπ

2n, n≥ 1.

Thus an Euler-like formula is obtained.

THEOREM 4.1

We have that

ζ(2n) =
Cnπ

2n

2Γ(2n+ 1)(1− 1/22n−1)
, n= 1,2, . . . .

REMARK 4.1

We remark that Cn = (−1)n−1B2n(2
2n − 2), n≥ 0. Hence, the formula above is

the same as (1.2), so this formula is indeed not ‘Euler-like’ but ‘Euler’.

REMARK 4.2

A decomposition

1

cosθ
=

tanθ

θ
· θ

sinθ

(
|θ|< π

2

)
is interesting for our discussion. From tan θ/θ, we have the Euler formula. From

θ/sinθ, we also have the Euler formula. From 1/cosθ, we can get special values

Lχ4(2n+ 1) of Lχ4(s), where Lχ4(s) =
∑∞

j=0 (−1)j/(2j + 1)s (Res > 0) is an L-

function associated with the quadratic character χ4. This was already discussed

in [1].

REMARK 4.3

Let X1, X2, e1, and e2 be independent random variables such that Xi is arcsine

distributed and ej is exponential distributed. Then X2e
1/2
2 /(X1e

1/2
1 )∼ |C1|, and

E[e
iλ log

X2e
1/2
2

X1e
1/2
1 ] =E[eiλ log |C1|] =

1

cosh π
2λ

,

E[eiλ log
X2
X1 ] =

tanh π
2λ

π
2λ

, E[eiλ log(
e2
e1

)1/2 ] =
π
2λ

sinh π
2λ

for −∞< λ<∞. This tells us that a decomposition

1

cosh π
2λ

=
tanh π

2λ
π
2λ

·
π
2λ

sinh π
2λ

(−∞< λ<∞)
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follows from that of log(X2e
1/2
2 /(X1e

1/2
1 )) in two independent random variables:

log(X2e
1/2
2 /(X1e

1/2
1 )) = log(X2/X1) + log(e2/e1)

1/2.

We also have a similar interpretation by means of Brownian motion. Let

Bt be 1-dimensional Brownian motion, let gt = sup{s≤ t;Bs = 0}, and let T ∗
a =

inf{t; |Bt|= a} (a > 0). Then gT∗
a
and T ∗

a − gT∗
a
are independent, and

E[e−λT∗
a ] =

1

cosh
√
2λa

, E[e−λgT∗
a ] =

tanh
√
2λa√

2λa
,

E[e−λ(T∗
a−gT∗

a
)] =

√
2λa

sinh
√
2λa

(λ > 0).

Thus a decomposition

1

cosh
√
2λa

=
tanh

√
2λa√

2λa
·

√
2λa

sinh
√
2λa

(λ > 0)

comes from that of T ∗
a in two independent random variables: T ∗

a = gT∗
a
+ (T ∗

a −
gT∗

a
).

5. Basel problem via Wigner’s semicircle law

A random variable with density function (4/π)
√
1− x2 (0 < x < 1) is called a

Wigner’s semicircle random variable. Let W1 and W2 be independent Wigner’s

semicircle random variables. For 0≤ x≤ 1,

fW2/W1
(x) =

∫ 1

0

16

π2

√
1− u2

√
1− x2u2udu=

8

π2

∫ 1

0

√
(1− u)(1− x2u)du.

Then

P (W2 ≤W1) =
1

2

=

P
(W2

W1
≤ 1

)
=

8

π2

∫ ∫
0≤u,x≤1

√
(1− u)(1− x2u)dudx,

and thus

π2

16
=

∫ ∫
0≤u,x≤1

√
1− u

(
1− (1−

√
1− ux2)

)
dudx

=
2

3
−

∫ ∫
0≤u,x≤1

√
1− u(1−

√
1− ux2)dudx

=
2

3
−

∫ ∫
0≤u,x≤1

√
1− u

∞∑
k=1

1

22k(2k− 1)

(
2k

k

)
x2kuk dudx

=
2

3
−

∞∑
k=1

1

22k(2k− 1)

(
2k

k

)
1

2k+ 1
B

(
k+ 1,

3

2

)



Special values of the Riemann zeta function 683

=
2

3
−

∞∑
k=1

1

22k(2k− 1)

(
2k

k

)
1

2k+ 1

Γ(k+ 1)Γ( 32 )

Γ(k+ 5
2 )

=
2

3
−

∞∑
k=1

1

22k(2k− 1)

(2k)!

k!k!

1

2k+ 1

22k+2k!(k+ 1)!

(2k+ 3)!

=
2

3
− 2

∞∑
k=1

1

(2k− 1)(2k+ 1)2(2k+ 3)

=
2

3
− 1

2

∞∑
k=1

( 1

2k− 1
− 1

2k+ 1

)( 1

2k+ 1
− 1

2k+ 3

)

=
2

3
− 1

2

(
−

∞∑
k=1

1

(2k+ 1)2
+

1

2

∞∑
k=1

( 1

2k− 1
− 1

2k+ 1

)

− 1

4

∞∑
k=1

( 1

2k− 1
− 1

2k+ 3

)
+

1

2

∞∑
k=1

( 1

2k+ 1
− 1

2k− 3

))

=
2

3
− 1

2

(
−

∞∑
k=0

1

(2k+ 1)2
+ 1+

1

2
− 1

3
+

1

6

)

=
1

2

∞∑
k=0

1

(2k+ 1)2
,

where we used that 1 −
√
1− x =

∑∞
k=1(1/(2

2k(2k− 1)))
(
2k
k

)
xk (|x| < 1). This

solves the Basel problem.

REMARK 5.1

We remark that E[Wα
1 ] = (2/π)B((α+ 1)/2,3/2) (α>−1). From this, it follows

that

E
[(W2

W1

)α]
=

1

1− α2

4

tan πα
2

πα
2

(
|α|< 1

)

and

W1 ∼
√
β1/2,3/2 and W1 ∼ U1/2X,

where β1/2,3/2 is a beta random variable with parameters 1
2 and 3

2 (cf. Remark

2.1), and U and X are independent random variables such that U is uniformly

distributed on (0,1) and X is arcsine distributed.

6. Two simple derivations of the Basel problem

In this section, using some double integrals, the first of which is related to the

Legendre polynomials, we get other ways to the Basel problem.



684 Takahiko Fujita

THEOREM 6.1

We have that∫ 1

−1

dt

∫ 1

−1

1

1− 2xt+ t2
dx=

∫ 1

−1

dx

∫ 1

−1

1

1− 2xt+ t2
dt

makes

ζ(2) =
π2

6
.

Proof

For −1< t < 1,∫ 1

−1

1

1− 2xt+ t2
dx=

[ 1

−2t
log |1− 2xt+ t2|

]1
−1

=
1

−2t

(
log(1− t)2 − log(1 + t)2

)
(6.1)

=
1

t

(
log(1 + t)− log(1− t)

)

= 2
∞∑
j=0

t2j

2j + 1
.

Then I =
∫ 1

−1
dt

∫ 1

−1
1/(1− 2xt+ t2)dx= 4

∑∞
k=0 1/(2k+ 1)2. Because each term

is positive, the interchange of sum and integral is clear. By the Fubini theorem,

I =

∫ 1

−1

dx

∫ 1

−1

1

1− 2xt+ t2
dt=

∫ 1

−1

dx

∫ 1

−1

1

(t− x)2 + 1− x2
dt

=

∫ 1

−1

dx
[ 1√

1− x2
arctan

t− x√
1− x2

]1
−1

=

∫ 1

−1

1√
1− x2

(
arctan

√
1− x

1 + x
+ arctan

√
1 + x

1− x

)
dx

=
π

2

∫ 1

−1

1√
1− x2

dx=
π

2
[arcsinx]1−1 =

π2

2
,

where we used the fact that 0 < α < π
2 , 0 < β < π

2 , and tanα tanβ = 1 give

α + β = π
2 , because 0 < α + β < π and cos(α + β) = cosα cosβ − sinα sinβ =

cosα cosβ(1− tanα tanβ) = 0 imply that α+ β = π
2 . Thus,

∑∞
k=0 1/(2k+ 1)2 =

π2/8. This solves the Basel problem. �

REMARK 6.1

We can interpret (6.1) the Parseval formula for the Legendre generating func-

tion g(t, x) = 1/
√
1− 2xt+ t2 =

∑∞
n=0Pn(x)t

n, where Pn(x) = (1/2nn!) dn

dxn (x
2−

1)n are the Legendre polynomials, because
√

n+ 1/2Pn(x) (n = 0,1,2, . . .) are

C.O.N.S. in L2[−1,1].
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THEOREM 6.2

We have that∫ 1

−1

dt

∫ ∞

0

1

(1 + x2) + t(1− x2)
dx=

∫ ∞

0

dx

∫ 1

−1

1

(1 + x2) + t(1− x2)
dt

makes

ζ(2) =
π2

6
.

Proof

For −1< t < 1,∫ ∞

0

1

(1 + t) + x2(1− t)
dx=

1

1− t

1√
1+t
1−t

[
arctan

x√
1+t
1−t

]∞
0

=
π

2

1√
1− t2

.

Then LHS =
∫ 1

−1
(π/2)(1/

√
1− t2)dt= π2/2. For x > 0, x �= 1,∫ 1

−1

1

(1 + t) + x2(1− t)
dt=

[ 1

1− x2
log

∣∣(1− x2)t+ (x2 + 1)
∣∣]1

−1
=

logx2

x2 − 1
.

So RHS =
∫ ∞
0

(logx2/(x2 − 1))dx = 2
∫ ∞
0

(logx/(x2 − 1)) = 4
∑∞

k=0 1/(2k+ 1)2.

Therefore LHS = RHS gives
∑∞

k=0 1/(2k+ 1)2 = π2/8, and hence ζ(2) = π2/6.

�
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