
589(241)

c⃝2019 The Mathematical Society of Japan
J. Math. Soc. Japan
Vol. 71, No. 2 (2019) pp. 589–597
doi: 10.2969/jmsj/78297829

On delta invariants and indices of ideals

By Toshinori Kobayashi

(Received June 17, 2017)
(Revised Dec. 3, 2017)

Abstract. Let R be a Cohen–Macaulay local ring with a canonical mod-
ule. We consider Auslander’s (higher) delta invariants of powers of certain

ideals of R. Firstly, we shall provide some conditions for an ideal to be a
parameter ideal in terms of delta invariants. As an application of this result,
we give upper bounds for orders of Ulrich ideals of R when R has Gorenstein
punctured spectrum. Secondly, we extend the definition of indices to the ideal

case, and generalize the result of Avramov–Buchweitz–Iyengar–Miller on the
relationship between the index and regularity.

1. Introduction.

Let (R,m, k) be a Cohen–Macaulay local ring with a canonical module. The Aus-

lander δ-invariant δR(M) for a finitely generated R-module M is defined to be the rank

of maximal free summand of the minimal Cohen–Macaulay approximation of M . For

an integer n ≥ 0, the n-th δ-invariant is defined by Auslander, Ding and Solberg [2] as

δnR(M) = δR(Ω
n
RM), where Ωn

RM denotes the n-th syzygy module of M in the minimal

free resolution.

On these invariants, combining the Auslander’s result (see [2, Corollary 5.7]) and

Yoshino’s one [13], we have the following theorem.

Theorem 1.1 (Auslander, Yoshino). Let d > 0 be the Krull dimension of R.

Consider the following conditions.

(a) R is a regular local ring.

(b) There exists n ≥ 0 such that δn(R/m) > 0.

(c) There exist n > 0 and l > 0 such that δn(R/ml) > 0.

Then, the implications (a) ⇔ (b) ⇒ (c) hold. The implication (c) ⇒ (a) holds if

depth grm(R) ≥ d− 1.

Here we denote by grI(R) the associated graded ring of R with respect to an ideal

I of R. In this paper, we characterize parameter ideals in terms of (higher) δ-invariants

as follows.

Theorem 1.2. Let (R,m) be a Cohen–Macaulay local ring with a canonical module

ω, having infinite residue field k and Krull dimension d > 0. Let I be an m-primary ideal

of R such that I/I2 is a free R/I-module. Consider the following conditions.
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(a) δ(R/I) > 0.

(b) I is a parameter ideal of R.

(c) There exists n ≥ 0 such that δn(R/I) > 0.

(d) There exist n > 0 and l > 0 such that δn(R/I l) > 0.

Then, the implications (a) ⇒ (b) ⇔ (c) ⇒ (d) hold. The implication (d) ⇒ (c) holds if

depth grI(R) ≥ d − 1 and Ii/Ii+1 is a free R/I-module for any i > 0. The implication

(b) ⇒ (a) holds if I ⊂ tr(ω).

Here tr(ω) is the trace ideal of ω. that is, the image of the natural homomorphism

ω ⊗R HomR(ω,R) → R mapping x ⊗ f to f(x) for x ∈ ω and f ∈ HomR(ω,R). This

result recovers Theorem 1.1 by letting I = m.

On the other hand, Ding [4] studies the δ-invariant of R/ml with l ≥ 1 and defines

the index index(R) of R to be the smallest integer l such that δ(R/ml) = 1. Extending

this, we define the index of an ideal.

Definition 1.3. For an ideal I of R, we define the index index(I) of I to be the

infimum of integers l ≥ 1 such that δR(R/I l) = 1.

For example, we have index(m) = index(R).

Taking into account the argument of Ding [5] on indices of rings, Avramov,

Buchweitz, Iyengar and Miller [3, Lemma 1.5] showed the following equality.

Theorem 1.4 (Avramov–Buchweitz–Iyengar–Miller). Assume that R is a

Gorenstein local ring and grm(R) is Cohen–Macaulay. Then index(R) = reg(grm(R))+1.

The other main aim of this paper is to prove the following result.

Theorem 1.5. Let R be a Cohen–Macaulay local ring having a canonical module

and Krull dimension d > 0, and I be an m-primary ideal of R such that grI(R) is a

Cohen–Macaulay graded ring and I l/I l+1 is R/I-free for 1 ≤ l ≤ index I. Then we have

index I ≥ reg(grI(R)) + 1. The equality holds if I ⊂ tr(ω).

Note that this theorem recovers Theorem 1.4 by letting I = m.

There are some examples of ideals which satisfy the whole conditions in Theorem

1.2 and 1.5. One of them is the maximal ideal m in the case where grm(R) is Cohen–

Macaulay (for example, R is a hypersurface or a localization of a homogeneous graded

Cohen–Macaulay ring.)

Other interesting examples are Ulrich ideals. These ideals are defined in [6] and

many examples of Ulrich ideals are given in [6] and [7]. We shall show in Section 3 that

Ulrich ideals satisfy the assumptions of Theorems 1.2 and 1.5. We have an application

of Theorem 1.2 concerning Ulrich ideals as follows.

Corollary 1.6. Let I be an Ulrich ideal of R that is not a parameter ideal. As-

sume that R is Gorenstein on the punctured spectrum. Then I ̸⊂ mindex(R). In particular,
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the supremum of set of integers n satisfying I ⊂ mn for any Ulrich ideal I that is not a

parameter ideal is finite.

We prove this result in Section 3.

2. Proofs.

Throughout this section, let (R,m, k) be a Cohen–Macaulay local ring of dimension

d > 0 with a canonical module ω, and assume that k is infinite. We recall some basic

properties of the Auslander δ-invariant.

For a finitely generated R-module M , a short exact sequence

0 → Y → X
p−→ M → 0 (2.0.1)

is called a Cohen–Macaulay approximation of M if X is a maximal Cohen–Macaulay

R-module and Y has finite injective dimension over R. We say that the sequence (2.0.1)

is minimal if each endomorphism ϕ of X with p ◦ ϕ = p is an automorphism of X. It is

known (see [1], [8]) that a minimal Cohen–Macaulay approximation of M exists and is

unique up to isomorphism.

If the sequence (2.0.1) is a minimal Cohen–Macaulay approximation of M , then

we define the (Auslander) δ-invariant δ(M) of M as the maximal rank of a free direct

summand of X. We denote by δn(M) the δ-invariant of n-th syzygy ΩnM of M in the

minimal free resolution for n ≥ 0.

We prepare some basic properties of delta invariants in the next Lemma; see [10,

Corollary 11.28].

Lemma 2.1. Let M and N be finitely generated R-modules.

(1) If there exists a surjective homomorphism M → N , then δ(M) ≥ δ(N).

(2) The equality δ(M ⊕N) = δ(M) + δ(N) holds true.

Lemma 2.2. Let N be a maximal Cohen–Macaulay R-module. Then δ1(N) = 0.

In particular, δn(M) = 0 for n ≥ d+ 1 and any finitely generated R-module M .

Proof. Suppose that δ1(N) > 0. Then Ω1N has a free direct summand. Let

Ω1N = X ⊕ R. There is a short exact sequence 0 → X ⊕ R
(σ,τ)T−−−−→ R⊕m π−→ N → 0.

According to [12, Lemma 3.1], there exist exact sequences

0 → R
τ−→ R⊕m → B → 0, (2.2.1)

0 → R⊕m → A⊕B → N → 0 (2.2.2)

for some R-modules A,B. By the sequence (2.2.2), B is a maximal Cohen–Macaulay

R-module. In view of (2.2.1), B is a free R-module provided that B has finite projec-

tive dimension. Then, the sequence (2.2.1) splits and τ has a left inverse map. This

contradicts that the map π is minimal. □
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We now remark on δ-invariants under reduction by a regular element. The following

lemma is shown in [9, Corollary 2.5].

Lemma 2.3. Let M be a finitely generated R-module and x ∈ m be a regular element

on M and R. If 0 → Y → X → M → 0 is a minimal Cohen–Macaulay approximation

of M , then

0 → Y/xY → X/xX → M/xM → 0

is a minimal Cohen–Macaulay approximation of M/xM over R/(x). In particular, it

holds that δR(M) ≤ δR/(x)(M/xM).

In the proofs of our theorems, the following lemma plays a key role. We remark that

in the case I = m, similar statements are shown in [5] and [13].

Lemma 2.4. Let l > 0 be an integer, I be an m-primary ideal of R and x ∈ I \ I2
be an R-regular element. Assume that Ii/Ii+1 is a free R/I-module for any 1 ≤ i ≤ l

and the multiplication map x : Ii−1/Ii → Ii/Ii+1 is injective for any 1 ≤ i ≤ l, where

we set I0 = R. Then the following hold.

(1) xIi = (x) ∩ Ii+1 for all 0 ≤ i ≤ l.

(2) Ii/Ii+1 ∼= Ii−1/Ii ⊕ Ii/(xIi−1 + Ii+1) for all 1 ≤ i ≤ l.

(3) Ii/xIi ∼= Ii−1/Ii ⊕ Ii/xIi−1 for all 1 ≤ i ≤ l.

(4) (Ii + (x))/xIi ∼= R/Ii ⊕ Ii/xIi−1 for all 1 ≤ i ≤ l.

(5) (Ii + (x))/x(Ii + (x)) ∼= R/(Ii + (x))⊕ Ii/xIi−1 for all 1 ≤ i ≤ l.

Proof. (1): We prove this by induction on i. If i = 0, there is nothing to prove.

Let i > 0. The injectivity of x : Ii−1/Ii → Ii/Ii+1 shows that xIi−1 ∩ Ii+1 = xIi. By

the induction hypothesis, xIi−1 = (x) ∩ Ii. Thus it is seen that

xIi = (x) ∩ Ii

= (x) ∩ Ii ∩ Ii+1 = (x) ∩ Ii+1.

(2): As R/I is an Artinian ring, the injective map x : Ii−1/Ii → Ii/Ii+1 of free R/I-

modules is split injective. We can also see that the cokernel of this map is Ii/(xIi−1 +

Ii+1). Therefore we have an isomorphism Ii/Ii+1 ∼= Ii−1/Ii ⊕ Ii/(xIi−1 + Ii+1).

(3): We have the following natural commutative diagram with exact rows:

0 // Ii−1/Ii

=

��

x // Ii/xIi

��

// Ii/xIi−1

��

// 0

0 // Ii−1/Ii
x // Ii/Ii+1 // Ii/(xIi−1 + Ii+1) // 0
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We have already seen in (2) that the second row is a split exact sequence, and

thus the first row is also a split exact sequence. Therefore we have an isomorphism

Ii/xIi ∼= Ii−1/Ii ⊕ Ii/xIi−1.

(4): The cokernel of the multiplication map x : R/Ii → (Ii + (x))/xIi is (Ii +

(x))/(x) = Ii/((x) ∩ Ii), which coincides with Ii/xIi−1 by (1). Consider the following

commutative diagram with exact rows:

0 // Ii−1/Ii

ι1

��

x // Ii/xIi

ι2

��

// Ii/xIi−1

=

��

// 0

0 // R/Ii
x // (Ii + (x))/xIi // Ii/xIi−1 // 0

Here ι1, ι2 are the natural inclusions. The first row is a split exact sequence as in (3).

Therefore the second row is also a split exact sequence and we have an isomorphism

(Ii + (x))/xIi ∼= R/Ii ⊕ Ii/xIi−1.

(5): The cokernel of the multiplication map x : R/(Ii+(x)) → (Ii+(x))/x(Ii+(x))

is (Ii + (x))/(x) = Ii/xIi−1. We can get the following commutative diagram with exact

rows:

0 // R/Ii

π1

��

x // (Ii + (x))/xIi

π2

��

// Ii/xIi−1

=

��

// 0

0 // R/(Ii + (x))
x // (Ii + (x))/x(Ii + (x)) // Ii/xIi−1 // 0

Here π1, π2 are the natural surjections. Then we can prove (5) in a manner similar to

(4). □

In the case that the dimension d is at most 1, the δ-invariants mostly vanish.

Lemma 2.5. Assume d ≤ 1 and I is an m-primary ideal of R. If δ(I) > 0, then I

is a parameter ideal of R.

Proof. Since d ≤ 1, the m-primary ideal I is a maximal Cohen–Macaulay R-

module. Therefore the condition δ(I) > 0 provides that I has a free direct summand.

We have I = J + (x) and J ∩ (x) = 0 for some ideal J and R-regular element x ∈ I. Let

y ∈ J . Then xy ∈ J ∩ (x) = 0. Since x is R-regular, the equality xy = 0 implies y = 0.

This shows that J = 0 and I = (x). □

Now we can prove Theorem 1.2.

Proof of Theorem 1.2. (b) ⇒ (c): If I is a parameter ideal, then Ωd(R/I) = R

and hence δd(R/I) = 1 > 0.

(a), (c) ⇒ (b): Assume that δ(R/I) > 0. Then the inequality δ(I) > 0 also holds

because I/I2 is a free R/I-module and thus there is a surjective homomorphism I → R/I.

Therefore we only need to prove the implication (c) ⇒ (b) in the case n > 0. We show

the implication by induction on the dimension d.
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If d = 1, then n = 1 by Lemma 2.2. Using Lemma 2.5, it follows that I is a

parameter ideal.

Now let d > 1. Take x ∈ I \mI to be an R-regular element. Then the image of x in

the free R/I-module I/I2 forms a part of a free basis over R/I. This provides that the

map x : R/I → I/I2 is injective. We see from Lemma 2.3 that

δn−1
R/(x)(I/xI) = δR/(x)(Ω

n−1
R/(x)(I/xI)) (2.5.1)

= δR/(x)(Ω
n−1
R (I)⊗R R/(x))

≥ δR(Ω
n−1
R I) = δnR(R/I) > 0.

Applying Lemma 2.4 (3) to i = 1, we have an isomorphism I/xI ∼= R/I ⊕ I/(x) and

hence we obtain an equality

δn−1
R/(x)(I/xI) = δn−1

R/(x)(R/I) + δn−1
R/(x)(I/(x)).

It follows from (2.5.1) that δn−1
R/(x)(R/I) > 0 or δn−1

R/(x)(I/(x)) > 0. Note that the ideal

I := I/(x) of R := R/(x) satisfies the same condition as (c), that is, the module I/I
2

is free over R/I = R/I, because I/I
2
= I/((x) + I2) is a direct summand of I/I2 by

Lemma 2.4 (2). By the induction hypothesis, the ideal I is a parameter ideal of R. Then

we see that I is also a parameter ideal of R.

(c) ⇒ (d): This implication is trivial.

Next we prove by induction on d the implication (d)⇒ (b) when depth grI(R) ≥ d−1

and Ii/Ii+1 is a free R/I-module for any i > 0. If d = 1, then δ(I l) > 0 by Lemma 2.2.

By Lemma 2.5, it follows that I l is a parameter ideal. Set (y) := I l. Taking a minimal

reduction (t) of I, we have Im+1 = tIm for any m ≫ 0. Setting m = pl, we obtain that

I ∼= ypI = Im+1 = tIm = (typ). This shows that I is a parameter ideal.

Assume d > 1. Since k is infinite, there is an element x ∈ I \ I2 such that the

initial form x∗ ∈ G is a non-zerodivisor of G. The G-regularity of x∗ yields that the

map x : Ii−1/Ii → Ii/Ii+1 is injective for every i ≥ 1. We see from Lemma 2.3 that

δn−1
R/(x)(I

l/xI l) ≥ δnR(R/I l) > 0 in the same way as (2.5.1). Applying Lemma 2.4 (3), we

get an isomorphism I l/xI l ∼= I l−1/I l ⊕ I l/xI l−1 and then we see that

δn−1
R/(x)(I

l/xI l) = δn−1
R/(x)(I

l−1/I l) + δn−1
R/(x)(I

l/xI l−1).

Since I l−1/I l is a free R/I-module, we have δn−1
R/(x)(R/I) > 0 or δn−1

R/(x)(I
l/xI l−1) > 0.

In the case that δn−1
R/(x)(R/I) > 0, we already showed that I is a parameter ideal. So

we may assume that δn−1
R/(x)(I

l/xI l−1) > 0. The equality xI l−1 = I l ∩ (x) in Lemma 2.4

(1) shows that the image I l of I l in R/(x) coinsides with I l/xI l−1. Thus it holds that

δn−1
R/(x)(I

l
) = δn−1

R/(x)(I
l) > 0. We also note that I

i
/I

i+1
is free over R/I by Lemma 2.4

(3). By the induction hypothesis, I is a parameter ideal of R/(x). This implies that I is

also a parameter ideal of R.

Finally, the implication (b) ⇒ (a) follows from the proof of [10, Theorem 11.42]. □

Next, to prove Theorem 1.5, we start by recalling the definition of regularity; see
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[11, Definition 3].

Definition 2.6. Let A be a positively graded homogeneous ring and M be a

finitely generated graded A-module. Then the (Castelnuovo-Mumford) regularity of M

is defined by regA(M) = sup{i+ j | Hi
A+

(M)j ̸= 0}.

Here we state some properties of regularity.

Remark 2.7. Let A and M be the same as in the definition above.

(1) Let a ∈ A be a homogeneous M -regular element of degree 1. Then we have

regA/(a)(M/aM) = regA(M).

(2) If A is an artinian ring, then reg(M) = max{p | Mp ̸= 0}.

Now let us state the proof of Theorem 1.5.

Proof of Theorem 1.5. Since k is infinite, there exists a regular sequence

x1, . . . , xd of R in I such that the sequence of initial forms x∗
1, . . . , x

∗
d makes a homoge-

neous system of parameters of grI(R). Then the equality grI(R)/(x∗
1, . . . , x

∗
d) = grI′(R′)

holds, where R′ = R/(x1, . . . , xd) and I ′ = I/(x1, . . . , xd). It holds that

reg(grI(R)) = reg(grI′(R′))

= max{p | grI′(R′)p ̸= 0}
= max{p | grI(R)p ̸⊂ (x∗

1, . . . , x
∗
d)}

= max{p | Ip ̸⊂ (x1, . . . , xd)}.

To show the inequality index(I) ≥ reg(grI(R)) + 1, it is enough to check that Ip ⊂
(x1, . . . , xd) if p = index(I). We prove this by induction on d.

Let R be the quotient ring R/(x1) and I be the ideal I/(x1) of R. Now put p =

index(I) and we have δR(R/Ip) > 0 by definition. Since there is a surjection from

J := Ip + (x) to R/Ip by Lemma 2.4 (4), δR(J) is greater than 0 . Lemma 2.3 yields

that δR(J/x1J) ≥ δR(J) > 0. Using Lemma 2.4 (5), we obtain an isomorphism J/x1J ∼=
R/J ⊕ Ip/x1I

p−1, and hence δR(J/x1J) = δR(R/J) + δR(I
p/x1I

p−1). Therefore we see

that δR(R/J) > 0 or δR(I
p/x1I

p−1) > 0. Now assume that d = 1. If δR(I
p/x1I

p−1) > 0,

then Ip/x1I
p−1 = R since Ip/x1I

p−1 = Ip/(x1) ∩ Ip is an ideal of the Artinian ring

R and we apply Lemma 2.5. Therefore Ip = R and this is a contradiction. So we get

δR(R/J) > 0. In this case, R/J must have an R-free summand. This shows that J = (x1)

and Ip ⊂ (x1).

Next we assume that d > 1. By Theorem 1.2, δR(I
p/x1I

p−1) = 0. So we have

δR(R/J) > 0. Then R/J = R/(Ip + (x1)) = R/I
p
hold. By the induction hypothesis,

I
p ⊂ (x1, x2, . . . , xd)/(x1). Hence we get Ip ⊂ (x1, . . . , xd).

It remains to show that index(I) = reg(grI(R)) + 1 if I ⊂ tr(ω). We only need

to prove that Ip ⊂ (x1, . . . , xd) implies δ(R/Ip) > 0. This immediately follows from

the inequalities δ(R/Ip) ≥ δ(R/(x1, . . . , xd)) and δ(R/(x1, . . . , xd)) > 0 by applying

Theorem 1.2 (b)⇒ (a) to the ideal (x1, . . . , xd). □
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3. Examples.

In this section, (R,m, k), and d are the same as in the previous section. Let I be an

m-primary ideal of R. To begin with, let us recall the definition of Ulrich ideals.

Definition 3.1. We say that I is an Ulrich ideal of R if it satisfies the following.

(1) grI(R) is a Cohen–Macaulay ring with a(grI(R)) ≤ 1− d.

(2) I/I2 is a free R/I-module.

Here we denote by a(grI(R)) the a-invariant of a(grI(R)). Since k is infinite, the

condition (1) of Definition 3.1 is equivalent to saying that I2 = QI for some minimal

reduction Q of I.

Next, we prove that Ulrich ideals satisfies the assumption of Theorem 1.2 and 1.5.

Proposition 3.2. Let I be an Ulrich ideal of R. Then I l/I l+1 is a free R/I-module

for any l ≥ 1.

Proof. By definition, I/I2 is free over R/I. Take a minimal reduction Q of I.

Consider the canonical exact sequence

0 → I l/Ql → Ql−1/Ql → Ql−1/I l → 0

of R/Q-modules. Then Ql−1/Ql is a free R/Q-module and

Ql−1/I l = Ql−1/IQl−1 = R/I ⊗R/Q Ql−1/Ql

is a free R/I-module. Therefore

I l/Ql = ΩR/Q((R/I)⊕m) = ΩR/Q(R/I)⊕m = (I/Q)⊕m

for some m. Since I/Q is free over R/I, I l/Ql is also a free R/I-module. We now look

at the canonical exact sequence 0 → Ql/I l+1 → I l/I l+1 → I l/Ql → 0 of R/I-modules.

Then as we already saw, I l/Ql and Ql/I l+1 are both free over R/I. Thus the sequence

is split exact and I l/I l+1 is a free R/I-module. □

Now we give the proof of Corollary 1.6.

Proof of Corollary 1.6. It follows from [4, Theorem 1.1] that index(R) is

finite number. Since I is not a parameter ideal, we have δ(R/I) = 0 by Theorem 1.2. If

I ⊂ mindex(R), then we have a surjective homomorphism R/I → R/mindex(R) and thus

δ(R/I) ≥ δ(R/mindex(R)) > 0. This is a contradiction. □

To end this section, we give an example of an ideal showing that the condition I/I2

is free over R/I does not imply that I l/I l+1 is free over R/I for any l ≥ 1.

Example 3.3. Let S = k[[x, y]] be the formal power series ring in two variables, n

be the maximal ideal of S, L = (x4)S, J = (x2, y)S, R = S/L be the quotient ring of S

by L and I be the ideal J/L of R. Then I/I2 is free over R/I but I2/I3 is not so.



597(249)

On delta invariants and indices of ideals 597

Proof. We note that J is a parameter ideal of S and therefore J l/J l+1 is free over

S/J for any l ≥ 1. Since I2 = (J2+L)/L = J2/L, we have I/I2 = (J/L)/(J2/L) ∼= J/J2

which is free over S/J ∼= R/I. On the other hand, we have lR(I
2/I3) = lS(J

2/(J3+L)) =

4, lR(R/I) = lS(S/J) = 2 and µR(I
2) = 3, here we denote by lA(M) the length of A-

module M for a commutative ring A and by µA(M) the number of minimal generator of

M . Thus lR(I
2/I3) ̸= µR(I

2)lR(R/I). This shows that I2/I3 is not free over R/I. □
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