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Abstract. We construct an L2-model of “very small” irreducible uni-
tary representations of simple Lie groups G which, up to finite covering, occur
as conformal groups Co(V ) of simple Jordan algebras V . If V is split and G
is not of type An, then the representations are minimal in the sense that the
annihilators are the Joseph ideals. Our construction allows the case where
G does not admit minimal representations. In particular, applying to Jordan
algebras of split rank one we obtain the entire complementary series repre-
sentations of SO(n, 1)0. A distinguished feature of these representations in
all cases is that they attain the minimum of the Gelfand-Kirillov dimensions
among irreducible unitary representations. Our construction provides a uni-
fied way to realize the irreducible unitary representations of the Lie groups in
question as Schrödinger models in L2-spaces on Lagrangian submanifolds of
the minimal real nilpotent coadjoint orbits. In this realization the Lie algebra
representations are given explicitly by differential operators of order at most
two, and the key new ingredient is a systematic use of specific second-order
differential operators (Bessel operators) which are naturally defined in terms
of the Jordan structure.

Introduction.

Minimal representations are building blocks of unitary representations. Every uni-
tary representation can be built up from irreducible unitary representations by means
of direct integrals. Further, the Kirillov-Kostant-Duflo-Vogan orbit philosophy suggests
that a large part of irreducible unitary representations should be constructed from “uni-
potent representations” by using classical or cohomological induction functors. Minimal
representations show up as the smallest kind of unipotent representations, and cannot
be constructed by the existing induction functors in general.

The subject of this paper is a unified construction of L2-models for a family of
“smallest” irreducible unitary representations including minimal representations. A key
feature of those representations is that they attain the minimum of the Gelfand-Kirillov
dimensions among all irreducible infinite dimensional unitary representations. This is
reflected by the fact that in L2-models of these representations we cannot expect geo-
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metric actions, and consequently the Lie algebra does not act by vector fields. For a
general program of L2-models and conformal models of minimal representations of real
reductive groups, we refer to [24, Chapter 1]. It should be noted that there is no known
straightforward way to construct minimal representations.

Our construction is effected in the framework of Jordan algebras. To each simple real
Jordan algebra V with simple maximal euclidean subalgebra V + we associate its confor-
mal group Co(V ) which is a simple real Lie group. Let G denote its identity component
and g the Lie algebra of G. The structure of V provides a Lagrangian submanifold O of
a real nilpotent coadjoint orbit OG

min of minimal dimension (see Theorem 2.9).
On C∞(O) there is a natural representation of the maximal parabolic subalgebra

qmax = str(V )n V of g by differential operators up to order 1. The non-trivial part is to
extend it to the semisimple Lie algebra g = qmax⊕n, and then to lift it to a Lie group with
Lie algebra g. The novelty here is a systematic use of a differential operator of order two,
which we refer to as the “Bessel operator”. The Bessel operator was originally studied
for euclidean Jordan algebras (see e.g. [10]) in a different context and for V = Rp,q in
[24]. Using the quadratic representation P of the Jordan algebra, we define in (1.7) the
Bessel operator Bλ : C∞(V ) → C∞(V )⊗ V by

Bλ := P

(
∂

∂x

)
x + λ

∂

∂x
.

For the special value λ = λ1 ∈ Q (see Section 1.2.5) the operator B := Bλ is tangential
to the submanifold O. The resulting V -valued differential operator may be interpreted
as a family of second order differential operators φB := 〈φ,B〉 on O parameterized by
φ ∈ V ∗ ∼= n. This family of operators complements the action of qmax to define a Lie
algebra representation dπ of the semisimple Lie algebra g on C∞(O). We note that this
in fact defines a Lie algebra representation of g on the space of sections of any flat vector
bundle over O.

To integrate the representation dπ of the Lie algebra g to a representation of a Lie
group, we use the specific generator

ψ0(x) := K̃ν/2(|x|), x ∈ O,

which traces back to [8], [29], [40]. Here we have renormalized the K-Bessel function
as K̃α(z) := (z/2)−αKα(z) following [24], [25] and the parameter ν ∈ Z is defined in
terms of the structure constants of V (see Section 1.1.3 or Table 3). In the case of
V = Sym(k,R) the isotropy subgroup of the structure group on O is disconnected, and
we also use the specific generator

ψ−0 (x) := (x|c1)1/2K̃ν/2(|x|) =
√

π

2
√

x11e
−|x|, x ∈ O,

for the line bundle L → O associated to the sign representation (see (2.17)).

Theorem A (Theorems 2.19 and 2.30). Assume that the split rank r0 of the real
simple Jordan algebra V is larger than one.
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(1) The following conditions on g are equivalent :
( i ) ψ0 is k-finite.
( ii ) g � so(p, q) with p + q odd, p, q ≥ 3.

Let W be the subrepresentation of (dπ, C∞(O)) generated by ψ0.

(2) If the equivalent conditions in (1) are satisfied then W is a dense subspace of the
Hilbert space L2(O) and dπ integrates to an irreducible unitary representation π of
a finite covering group of G on L2(O).

For V = Sym(k,R) let W− be the subrepresentation of (dπ, C∞(O,L)) generated by ψ−0 .

(3) W− is a dense subspace of the Hilbert space L2(O,L) of square integrable sections
and dπ integrates to an irreducible unitary representation π− of a finite covering
group of G on L2(O,L).

The minimal covering groups for Theorem A (2) & (3), to be denoted by G∨ and
G∨−, are given in Definition 2.29.

We shall also write π+ for π, W+ for W and ψ+
0 for ψ0 to state results that include

the representation π−. Under the equivalent conditions in Theorem A (1), the g-module
W± is multiplicity-free as a k-module. In light of the k-type formula in Theorem 3.8, ψ±0
belongs to the minimal k-type of π±.

For a real simple Lie algebra g there exists a unique minimal complex nilpotent
orbit in gC, to be denoted by OGC

min,g, having real points (see Proposition 2.5). Then the
nilpotent coadjoint orbit OG

min is a connected component of OGC
min,g ∩ g∗, and our con-

struction provides the smallest irreducible unitary representations on the Hilbert space
L2(O) consisting of square integrable functions on a Lagrangian submanifold O of the
symplectic manifold OG

min in the following sense.

Theorem B (Theorem 2.18 and Corollary 2.32). We assume that the equivalent
conditions of Theorem A (1) hold. Let π be the representation π± constructed in The-
orem A, dπ± its differential representation on the space of smooth vectors, and Jπ the
annihilator ideal of the representation dπ± in the enveloping algebra of gC.

(1) Jπ is completely prime and its associated variety V(Jπ) is equal to the closure of
OGC

min,g in g∗C.
(2) If V is a split Jordan algebra or a complex Jordan algebra then OGC

min,g is a minimal
nilpotent orbit. If in addition gC is not of type An then π± is a minimal represen-
tation in the sense that Jπ is the Joseph ideal (cf. Definition 2.16). Conversely,
every minimal representation of any covering group of G∨ is equivalent to one of the
representations constructed in Theorem A or its dual.

Concerning the equivalent conditions of Theorem A (1), it is noteworthy that there
is no minimal representation for any group G with Lie algebra g ∼= so(p, q) with p + q

odd, p, q ≥ 4 (see [47, Theorem 2.13]). We also remark that contrary to what was stated
in [8, p. 206] the L2-model of the minimal representations exist for the group O(p, q) with
p + q even, p, q ≥ 2 (see [29]).
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Our construction also applies to the case of split rank one. However, in contrast to
the cases of higher split rank, in that case there exists a one-parameter family of measures
dµλ on the Lagrangian manifold O which are equivariant under the structure group of the
Jordan algebra. Correspondingly, we obtain a one-parameter family of irreducible unitary
representations of G on L2(O,dµλ) for a bounded interval of parameters (Theorem 2.30).
As is well-known, the Lorentz group G = SO(n, 1)0 has a “long” complementary series
representation, leading to a failure of Kazhdan’s property (T ). On the other hand, it is
notorious by experience that the orbit philosophy does not work well for complementary
series representations. Remarkably, our construction provides the entire complementary
series of this group in a way that fits with the orbit philosophy.

For all minimal representations appearing in Theorem B (2), one can find L2-models
in each specific case in the literature ([1], [8], [24], [29], [32], [40]). Other important
papers on the construction of minimal representations are Brylinski-Kostant [5] and
Torasso [45], which, however, do not contain simple and explicit formulas for the g-
action.

Whereas the model in [5] is built on the KC-minimal nilpotent orbit OKC
min in k⊥C , our

model may be thought of as a geometric quantization of the G-minimal nilpotent orbit
OG

min in g∗ which is the counterpart of OKC
min via the Kostant-Sekiguchi correspondence.

The advantage of our model is that not only the Hilbert structure, but also the Lie
algebra action is simple and explicit by means of the Bessel operators.

The Bessel operators are needed already in the construction of the Lie algebra rep-
resentation. In the course of the proof we show the following properties:

(1) The operators φB, φ ∈ V ∗, commute.
(2) For each φ ∈ V ∗ the operator φB is symmetric on L2(O).

In the cases where the Lie algebra representation integrates to a unitary representation
of G, the operator φB has a self-adjoint extension for every φ ∈ V ∗. This brings us to
the study of a new family of special functions associated with an explicit fourth order
ordinary differential operator Dα,β corresponding to the Casimir operator of k (see [16],
[17], [26]).

A further remarkable feature of the Bessel operators is the following refinement of
the property (1):

Theorem C (Theorem 3.18). Suppose that one of the equivalent conditions in
Theorem A (1) is satisfied. Then the ring of differential operators on O generated by
the Bessel operators φB, φ ∈ V ∗, is isomorphic to the ring of functions on O which are
restrictions of polynomials on V .

Theorem C generalizes the results for g ' so(p, q) with p + q even (see [24, Chapter
2]), and follows from Theorem A for general g.

Our paper is organized as follows. In Section 1 we briefly recall some Jordan theory
necessary to define the Bessel operators and give a proof for the fact that they restrict
to differential operators on the orbits of the structure group (Theorem 1.12). Further,
we show that they are symmetric operators with respect to the L2 inner products corre-
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sponding to certain equivariant measures on the orbits.
Section 2 is the heart of the paper. In Subsection 2.1 we relate the Jordan theoretic

orbits with the minimal nilpotent orbits of the complexified groups. The main result
here is Theorem 2.11 which determines the non-zero minimal nilpotent orbit. Subsection
2.2 contains the general construction of the Lie algebra representation on the Lagrangian
submanifold O, and the proof of Theorems A and B. In Subsection 2.3 we illustrate the
construction by discussing the examples of the Segal-Shale-Weil representation and the
minimal representation of O(p, q).

In Section 3 we explain how our main results are related to previous work. Subsection
3.1 is included to clarify the relation of our construction to the use of degenerate principal
series representations. In Subsection 3.2 we find explicit K-finite L2-functions for every
K-type by means of the “special functions” we associated to certain order four differential
operators in [16], [17], [26]. Finally, in Subsection 3.3 we prove Theorem C.

Acknowledgements. It is a pleasure to thank G. Mano, T. Okuda and B. Ørsted
for helpful discussions on various aspects of this paper. We further thank the referee for
careful reading.

Notation. N = {0, 1, 2, . . .}, R+ = {x ∈ R : x > 0}.

1. Bessel operators.

In this section we introduce the framework for the construction of minimal repre-
sentations, namely the Hilbert spaces on which the minimal representations are realized
and the Bessel operators which describe the crucial part of the Lie algebra action. For
this we first introduce some basic structure theory for Jordan algebras needed in the
construction. To each semisimple Jordan algebra one can associate its structure group
which acts linearly on the Jordan algebra. Its minimal non-zero orbit provides the ge-
ometry of the representation space. We then introduce the Bessel operators and show
that they are tangential to this orbit and symmetric with respect to a certain L2-inner
product.

The notation follows [10] where most results of this chapter can be found, although
only for the special case of euclidean Jordan algebras. A more detailed version of this
material can be found in [34, Chapter 1]. We thank G. Mano [33] for sharing his ideas
on Bessel operators with us.

1.1. Jordan algebras and their structure constants.
The algebraic framework on our construction of L2-models for minimal representa-

tions is the framework of Jordan algebras. We briefly recall the basic structure theory of
real Jordan algebras to fix the notation.

1.1.1. Jordan algebras.
Let V be a real or complex Jordan algebra with unit e ∈ V . We denote by L(x) ∈

End(V ) the multiplication by x ∈ V . The operator

P (x) := 2L(x)2 − L(x2)
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is called quadratic representation and its polarized version is given by

P (x, y) = L(x)L(y) + L(y)L(x)− L(xy).

Further, the box operator u2v is defined by

u2v := L(uv) + [L(u), L(v)].

Denote by n the dimension of V and by r its rank, i.e. the degree of a generic minimal
polynomial (see e.g. [10, Section II.2]). The Jordan trace tr(x) is a linear form on V

and the Jordan determinant det(x) is a homogeneous polynomial of degree r. To avoid
confusion, we write Tr and Det for the usual trace and determinant of an endomorphism.
Jordan trace and determinant can be written as the usual trace, respectively determinant,
of certain operators on V :

tr(x) =
r

n
TrL(x), x ∈ V,

det(x) = (Det P (x))r/2n, x ∈ V.

The symmetric bilinear form

τ(x, y) := tr(xy), x, y ∈ V,

is called the trace form of V . It is associative, i.e. τ(xy, z) = τ(x, yz) for all x, y, z ∈ V .
If V 6= 0 and τ is non-degenerate, we call V semisimple. Further, V is called simple if it
is semisimple and has no non-trivial ideal.

For the remaining part of this subsection we assume that V is real and simple. If τ

is positive definite, we call V euclidean. To also obtain an inner product for general V

we choose a Cartan involution of V , i.e. an involutive automorphism ϑ of V such that
the symmetric bilinear form

(x | y) := τ(x, ϑ(y)) (1.1)

is positive definite. Such a Cartan involution always exists and two Cartan involutions
are conjugate by an automorphism of V (see [15, Satz 4.1, Satz 5.2]). We have the
decomposition

V = V + ⊕ V −

into ±1 eigenspaces of ϑ. The eigenspace V + is a euclidean Jordan subalgebra of V with
the same identity element e. Note that if V itself is euclidean, then the identity ϑ = idV

is the only possible Cartan involution of V , so that V + = V and V − = 0. We denote
by n0 the dimension and by r0 the rank of V + and call r0 the split rank of V . The
constants n0 and r0 only depend on the isomorphism class of the Jordan algebra V , not
on the choice of ϑ.
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The following elementary examples will eventually lead to the metaplectic represen-
tation and the minimal representation of O(p + 1, q + 1).

Example 1.1. (1) Let V = Sym(k,R) be the space of symmetric k × k matrices
with real entries. Endowed with the multiplication

x · y :=
1
2
(xy + yx)

V becomes a simple euclidean Jordan algebra of dimension n = k(k + 1)/2 and rank
r = k whose unit element is the unit matrix 1. Trace and determinant are the usual
ones for matrices:

tr(x) = Tr(x), det(x) = Det(x).

Hence, the trace form is given by τ(x, y) = Tr(xy). The inverse x−1 of x ∈ V exists
if and only if Det(x) 6= 0 and in this case x−1 is the usual inverse of the matrix x.

(2) Let V = R × W where W is a real vector space of dimension n − 1 with a sym-
metric bilinear form β : W × W → R. Then V turns into a Jordan algebra with
multiplication given by

(λ, u) · (µ, v) := (λµ + β(u, v), λv + µu).

V is of dimension n and rank 2 and its unit element is e = (1, 0). Trace and
determinant are given by

tr(λ, u) = 2λ, det(λ, u) = λ2 − β(u, u),

and an element (λ, u) ∈ V is invertible if and only if det(λ, u) = λ2− β(u, u) 6= 0. In
this case the inverse is given by (λ, u)−1 = (1/det(λ, u))(λ,−u). The trace form can
be written as

τ((λ, u), (µ, v)) = 2(λµ + β(u, v)).

Hence, V is semisimple if and only if β is non-degenerate and V is euclidean if and
only if β is positive definite. For W = Rp+q−1 with bilinear form β given by the
matrix

( −1p−1

1q

)

we put Rp,q := R×W , p ≥ 1, q ≥ 0. Then

τ(x, y) = 2
(
x1y1 − x2y2 − · · · − xpyp + xp+1yp+1 + · · ·+ xp+qyp+q

)
,

det(x) = x2
1 + · · ·+ x2

p − x2
p+1 − · · · − x2

p+q.
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Thus, Rp,q is euclidean if and only if p = 1. In any case, a Cartan involution of Rp,q

is given by

ϑ =




1
−1p−1

1q


 . (1.2)

With this choice the euclidean subalgebra (Rp,q)+ is

(Rp,q)+ = Re1 ⊕ Rep+1 ⊕ · · · ⊕ Ren
∼= R1,q,

where (ej)j=1,...,n denotes the standard basis of Rp,q = Rn, n = p + q.

1.1.2. Peirce decomposition.
The Peirce decomposition of V is a Jordan analog of the Lie theoretic root decom-

position. It describes the structure of a Jordan algebra in terms of its idempotents.
In this subsection V always denotes a real simple Jordan algebra, ϑ a Cartan invo-

lution of V and we further assume that V + is also simple.
An element c ∈ V is called idempotent if c2 = c. A non-zero idempotent is called

primitive if it cannot be written as the sum of two non-zero idempotents and two idem-
potents c1 and c2 are called orthogonal if c1c2 = 0. A collection c1, . . . , cm of orthogonal
primitive idempotents in V + with c1 + · · · + cm = e is called a Jordan frame. By [10,
Theorem III.1.2] the number m of idempotents in a Jordan frame is always equal to the
rank r0 of V +. For every two Jordan frames c1, . . . , cr0 and d1, . . . , dr0 there exists an
automorphism g of V such that gci = di, 1 ≤ i ≤ r0 (see [15, Satz 8.3]).

For a fixed Jordan frame c1, . . . , cr0 in V + the operators L(c1), . . . , L(cr0) commute
and hence are simultaneously diagonalizable. The spectrum of each L(ci) is contained in
{0, 1/2, 1} and

∑r0
i=1 L(ci) = L(e) = idV . This yields the Peirce decomposition

V =
⊕

1≤i≤j≤r0

Vij , (1.3)

where

Vij =
{

x ∈ V : L(ck)x =
δik + δjk

2
x, ∀ 1 ≤ k ≤ r0

}
for 1 ≤ i, j ≤ r0.

Since the endomorphisms L(ci), 1 ≤ i ≤ r0, are all symmetric with respect to the inner
product (−|−), the direct sum in (1.3) is orthogonal. Further, the group of automor-
phisms contains all possible permutations of the idempotents c1, . . . , cr0 , and hence the
subalgebras Vii have a common dimension e + 1 and the subspaces Vij (i < j) have a
common dimension d, so that

Tr(L(ci)) =
n

r0
= e + 1 + (r0 − 1)

d

2
∀ 1 ≤ i ≤ r0. (1.4)
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We call a Jordan algebra V split (or reduced) if Vii = Rci for every i = 1, . . . , r0, or
equivalently if e = 0. From [15, Section 8, Korollar 2] it follows that if V is split, then
r = r0, and if V is non-split, then r = 2r0. Euclidean Jordan algebras are always split
and hence V +

ii := Vii ∩ V + = Rci. With V −
ii := Vii ∩ V − we then have Vii = V +

ii ⊕ V −
ii

and e = dimV −
ii . If we denote by d0 the dimension of V +

ij := Vij ∩ V + (i < j), then
equation (1.4) for the euclidean subalgebra V + reads

n0

r0
= 1 + (r0 − 1)

d0

2
.

Table 2 lists all simple real Jordan algebras with simple V + and their corresponding
structure constants. A closer look at the table allows the following observation: If V is
non-euclidean, then d = 2d0 except in the case where V = Rp,q with p 6= q.

Proposition 1.2 ([15, Section 6]). Let V be a simple real Jordan algebra, ϑ a
Cartan involution and assume that V + is also simple. If the split rank r0 > 1, then
exactly one of the following three statements holds:

(1) V is euclidean and in particular d = d0,
(2) V is non-euclidean of rank r ≥ 3 and d = 2d0,
(3) V ∼= Rp,q, p, q ≥ 2.

For r0 = 1 the only possible case is

(4) V ∼= Rk,0, k ≥ 1.

Example 1.3. (1) For V = Sym(k,R) the matrices ci := Eii, 1 ≤ i ≤ k, form a
Jordan frame. The corresponding Peirce spaces are

Vii = Rci for 1 ≤ i ≤ k,

Vij = R(Eij + Eji) for 1 ≤ i < j ≤ k.

Hence, d = d0 = 1 and e = 0.
(2) For V = Rp,q, p, q ≥ 1, a Jordan frame is given by c1 = (e1 +en)/2, c2 = (e1−en)/2,

n = dim(V ) = p + q. The corresponding Peirce spaces are

V11 = Rc1, V12 = Re2 ⊕ · · · ⊕ Ren−1, V22 = Rc2.

Therefore V is split, i.e. e = 0, and d = p + q − 2, d0 = q − 1.

1.1.3. The constant ν.
For every real simple Jordan algebra V with simple V + we introduce another con-

stant ν by

ν = ν(V ) :=
d

2
−

∣∣∣∣d0 − d

2

∣∣∣∣− e− 1 = min(d, 2d0)− d0 − e− 1 ∈ Z. (1.5)
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Using Proposition 1.2 we can calculate ν explicitly:

ν =





−1 if V is euclidean,

(d/2)− e− 1 if V is non-euclidean of rank r ≥ 3,

min(p, q)− 2 if V ∼= Rp,q, p, q ≥ 2,

−k if V ∼= Rk,0, k ≥ 1.

(1.6)

The constant ν for every simple real Jordan algebra V with simple V + can also be
found in Table 2. For V non-euclidean of rank r ≥ 3 the definition in (1.5) agrees with
the definition in [8]. (There d0 = d/2 is denoted by d.)

1.1.4. Definition of the Bessel operators.
We denote by ∂/∂x : C∞(V ) −→ C∞(V ) ⊗ V the gradient with respect to the

non-degenerate trace form τ on V . For any complex parameter λ ∈ C we define a second
order differential operator

Bλ : C∞(V ) −→ C∞(V )⊗ V

called the Bessel operator, mapping complex-valued functions to vector-valued functions,
by

Bλ := P

(
∂

∂x

)
x + λ

∂

∂x
. (1.7)

This formal definition has the following meaning: Let (eα)α be a basis of V with dual
basis (eα)α with respect to the trace form τ . Further denote by xα the coordinates of
x ∈ V with respect to the basis (eα)α. Then

Bλf(x) =
∑

α,β

∂2f

∂xα∂xβ
P (eα, eβ)x + λ

∑
α

∂f

∂xα
eα, x ∈ V.

These operators were introduced by H. Dib [7] (see also [10, Section XV.2] for a more
systematic presentation) in the case of a euclidean Jordan algebra, and by G. Mano
[33] for V ' Rp,q. The above definition is a natural generalization to arbitrary Jordan
algebras.

We collect two basic properties of the Bessel operators in the following proposition
(see [34, Lemma 1.7.1 and Proposition 2.1.2]):

Proposition 1.4. The Bessel operators Bλ have the following properties:

(1) For fixed λ ∈ C the family of operators (v|Bλ), v ∈ V , commutes.
(2) We have the following product rule:

Bλ[f(x)g(x)] = Bλf(x) · g(x) + 2P

(
∂f

∂x
(x),

∂g

∂x
(x)

)
x + f(x) · Bλg(x).
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1.2. Orbits of the structure group and equivariant measures.
In this subsection we describe the Hilbert space on which we later realize the minimal

representation. More precisely, we introduce the structure group of a Jordan algebra and
find equivariant measures on its orbits. This gives natural Hilbert spaces L2(O,dµ). We
further show that for certain parameters λ the Bessel operators Bλ are tangential to these
orbits and define differential operators on the orbits which are symmetric with respect
to the L2-inner product.

1.2.1. The structure group.
The structure group Str(V ) of a real or complex semisimple Jordan algebra V is the

group of invertible linear transformations g ∈ GL(V ) such that there exists a constant
χ(g) ∈ K× with

det(gx) = χ(g) det(x) ∀x ∈ V, (1.8)

where K = R or C, depending on whether V is a real or a complex Jordan algebra. By
[10, Lemma VIII.2.3] an invertible linear transformation g ∈ GL(V ) is in Str(V ) if and
only if there exists an h ∈ GL(V ) with P (gx) = gP (x)h for all x ∈ V . The group Str(V )
is linear reductive over K. The map χ : Str(V ) → K× defines a character of Str(V ) which
on the identity component L := Str(V )0 is given by

χ(g) = (Det g)r/n ∀ g ∈ L. (1.9)

Denote by l = str(V ) the Lie algebra of Str(V ) and L.
Let V be a complex simple Jordan algebra. For the moment we write V R for V , if

it is considered as a real Jordan algebra. Since GL(V ) ⊆ GL(V R) the characterization
above shows that Str(V ) ⊆ Str(V R). Let J : V → V be the complex structure on V .
The complexification (V R)C is isomorphic to the direct sum V ⊕ V as a complex Jordan
algebra via

(V R)C := V R ⊗R C ∼−−−−−→
ϕL⊕ϕR

VL ⊕ VR,

where ϕL : V
∼→ VL (C-linear) and ϕR : V

∼→ VR (antilinear) are given by

ϕL(x) =
1
2
(x− iJx), ϕR(x) =

1
2
(x + iJx).

This implies

str
(
(V R)C

) ∼= str(V )⊕ str(V ).

Since
(
str(V R)

)
C = str

(
(V R)C

)
, this proves

dimR
(
str(V R)

)
= 2 dimC

(
str(V )

)
= dimR

(
str(V )

)
.
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Thus str(V ) ⊆ str(V R) implies str(V ) = str(V R), i.e., for a complex simple Jordan algebra
viewed as a real simple Jordan algebra, the real and complex structure algebras are the
same. Note that changing the viewpoint on such a Jordan algebra means changing the
Jordan determinant and trace, i.e. the meaning of (1.8).

Assume now that V is real. We write g∗ for the adjoint of g ∈ Str(V ) with respect
to the inner product (−|−). Then the map θ : Str(V ) → Str(V ), g 7→ (g∗)−1 = (g−1)∗

defines a Cartan involution of Str(V ) which restricts to a Cartan involution of L. Its
fixed point group KL := Lθ is a maximal compact subgroup of L. Note that KL is
connected, since L is. The Lie algebra of KL will be denoted by kl.

Example 1.5. (1) The identity component L of the structure group of V =
Sym(k,R) is isomorphic to (GL(k,R)/{±1})0, the action being induced by

g · a = ga tg for g ∈ GL(k,R), a ∈ V.

Therefore, its Lie algebra is l = gl(k,R) = sl(k,R)⊕ R, acting by

X · a = Xa + a tX for X ∈ gl(k,R), a ∈ V.

The maximal compact subgroup is given by KL = (O(k)/{±1})0 which acts by
conjugation.

(2) For V = Rp,q we have L = R+SO(p, q)0 with maximal compact subgroup KL =
SO(p)× SO(q).

1.2.2. Orbits of the structure group.
There are only finitely many orbits under the action of L on V . An explicit descrip-

tion of these orbits can be found in Kaneyuki [21]. We are merely interested in the open
orbit of L containing the unit element e of V and the orbits which are contained in its
boundary.

Let Ω = L · e be the open orbit of L containing the identity element of the Jordan
algebra. Ω is an open cone in V and at the same time a reductive symmetric space. It
has a polar decomposition in terms of the compact group KL and the Jordan frame:

Ω =
{

u

r0∑

j=1

tjcj : u ∈ KL, t1 ≥ · · · ≥ tr0 > 0
}

.

The boundary ∂Ω is the union of orbits of lower rank. The closure Ω of Ω admits
the following stratification:

Ω = O0 ∪ · · · ∪ Or0 ,

where Ok = L · sk with

sk := c1 + · · ·+ ck, 0 ≤ k ≤ r0.
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Every orbit is a homogeneous space, but in general these homogeneous spaces are not
symmetric. A polar decomposition for the orbit Ok is given by

Ok =
{

u
k∑

j=1

tjcj : u ∈ KL, t1 ≥ · · · ≥ tk > 0
}

. (1.10)

We will mostly be interested in the minimal non-zero orbit O1. For later use we
calculate its dimension:

Lemma 1.6. dimO1 = e + 1 + (r0 − 1)d.

Proof. As a homogeneous space we have O1 = L/S, where S = StabL(c1).
Denote by s the Lie algebra of S. Using the results of [34, Section 1.5.2], we obtain that

l = s⊕ L(V11)⊕
r0⊕

j=2

cj2V1j .

Hence, dimO1 = dim l− dim s = (e + 1) + (r0 − 1)d. ¤

Example 1.7. (1) For V = Sym(k,R) the cone Ω is the convex cone of symmetric
positive definite matrices. Its boundary contains the orbit O1 of minimal rank which
is given by

O1 = {x tx : x ∈ Rk \ {0}}.

The map

Rk \ {0} → O1, x 7→ x tx, (1.11)

is a surjective two-fold covering.
(2) For V = Rp,q let n = dim V = p + q. We have to distinguish between two cases. If

p = 1, q ≥ 2, then Ω is the convex cone given by

Ω =
{
x ∈ R1,q : x1 > 0, x2

1 − x2
2 − · · · − x2

n > 0
}
.

Its boundary is the union of the trivial orbit O0 = {0} and the forward light cone

O1 =
{
x ∈ R1,q : x1 > 0, x2

1 − x2
2 − · · · − x2

n = 0
}
.

For p, q ≥ 2 we have

Ω =
{
x ∈ Rp,q : x2

1 + · · ·+ x2
p − x2

p+1 − · · · − x2
n > 0

}
,

which is not convex. In this case the minimal non-trivial orbit is given by
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O1 =
{
x ∈ Rp,q : x2

1 + · · ·+ x2
p − x2

p+1 − · · · − x2
n = 0

} \ {0}.

In both cases, O1 can be parameterized by bipolar coordinates:

R+ × Sp−1
0 × Sq−1 ∼→ O1, (t, ω, η) 7→ (tω, tη), (1.12)

where Sn−1 denotes the unit sphere in Rn. For n = 1 the sphere is disconnected,
and Sn−1

0 = {1}.
1.2.3. Equivariant measures.
We define a generalization of the Wallach set (sometimes referred to as the Berezin-

Wallach set) by

W :=
{

0,
r0d

2r
, . . . , (r0 − 1)

r0d

2r

}
∪

(
(r0 − 1)

r0d

2r
,∞

)
. (1.13)

For r0 = 1 this reduces to W = (0,∞).
For convenience we denote for λ > (r0 − 1)(r0d/2r) the open orbit Or0 = Ω by Oλ.

Similarly, for λ = k(r0d/2r), k = 0, . . . , r0 − 1, we put Oλ := Ok. Note that if r0 > 1
then Oλ = O1 implies that λ = λ1 := r0d/2r is the minimal non-zero discrete Wallach
point. If r0 = 1 then Oλ = O1 is equivalent to λ > 0.

The proof of the following result concerning equivariant measures on the orbits Oλ

for λ in the generalized Wallach set is standard:

Proposition 1.8. Fix λ ∈ W and let k ∈ {0, . . . , r0} such that Oλ = Ok. For
k = 0 we have λ = 0 and the Dirac measure dµ0 := δ0 at x = 0 defines an L-equivariant
measure on O0 = {0}. For k > 0 the formula

∫

Oλ

f(x)dµλ(x) :=
∫

KL

∫

s1>···>sk

f

(
u

k∑

j=1

esj cj

)
Jλ(s)dsdu,

where

Jλ(s) = e(λr/k)
Pk

i=1 si

∏

1≤i<j≤k

sinhd0

(
si − sj

2

)
coshd−d0

(
si − sj

2

)
,

defines an L-equivariant measure dµλ on Oλ. These measures transform according to

dµλ(gx) = χ(g)λdµλ(x) for g ∈ L. (1.14)

(1) On Or0 = Ω the L-equivariant measures which are locally finite near 0 are (up to
positive scalars) exactly the measures dµλ, λ > (r0 − 1)(r0d/2r). Moreover, dµλ is
absolutely continuous with respect to the Lebesgue measure dx on Ω and we have
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dµλ(x) = const · det(x)λ−(n/r)dx for λ > (r0 − 1)(r0d/2r).

(2) For k = 0, . . . , r0 − 1, up to positive scalars, dµk := dµλ is the unique L-equivariant
measure on Ok.

For the minimal non-trivial orbit O1 the polar decomposition (1.10) simplifies to
O1 = KLR+c1. Further, if Oλ = O1, then the integral formula in Proposition 1.8
amounts to

∫

O1

f(x)dµλ(x) =
∫

KL

∫ ∞

0

f(ktc1)tλr−1dtdk. (1.15)

Example 1.9. (1) For V = Sym(k,R) the two-fold covering (1.11) induces a uni-
tary (up to a scalar) isomorphism

U : L2(O1,dµ1) → L2
even(Rk), Uψ(x) := ψ(xtx), (1.16)

where L2
even(Rk) denotes the space of even L2-functions on Rk.

(2) For V = Rp,q the measure dµ1 can be expressed in bipolar coordinates (1.12). Using
(1.15) we obtain

dµ1 = const · tp+q−3dtdωdη,

where dω and dη denote the normalized euclidean measures on Sp−1
0 and Sq−1,

respectively.

1.2.4. Tangential differential operators.
The Bessel operator Bλ is defined on the ambient space V . We show that for λ ∈ W

it is tangential to the orbit Oλ and induces a symmetric operator on L2(Oλ,dµλ). We
have given a direct proof in [24] for this fact in the case V = Rp,q. In this subsection,
we take another approach, namely, we introduce certain zeta functions and use the fact
that the measures dµk, 0 ≤ k ≤ r0 − 1, arise as their residues.

Denote by S(V ) the space of rapidly decreasing smooth functions on V and by S ′(V )
its dual, the space of tempered distributions on V . For λ > (r0 − 1)(r0d/2r) we define
the zeta function Z(−, λ) ∈ S ′(V ) by

Z(f, λ) :=





∫

Ω

f(x) det(x)λ−(n/r)dx for V euclidean or V ∼= Rp,q, p, q ≥ 2,

∫

V

f(x)|det(x)|λ−(n/r)dx for V non-euclidean and V � Rp,q, p, q ≥ 2.

Then for every f ∈ S(V ) the function λ 7→ Z(f, λ) extends to a meromorphic function on
the complex plane (see [10, Chapter VII, Section 2] for the euclidean case, [1, Theorem
6.2 (2)] for the non-euclidean case � Rp,q, and [13, Chapter III.2] for V = Rp,q).
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Proposition 1.10. (1) Let V � Rp,q, p, q ≥ 2. Then the measure dµk, 0 ≤ k ≤
r0− 1, is a constant multiple of the residue of the zeta function Z(−, λ) at the value
λ = k(r0d/2r).

(2) Let V = Rp,q, p, q ≥ 2, then r0 = 2. In this case the measure dµ0 is just a scalar
multiple of the Dirac delta distribution at 0 and the measure dµ1 is again a constant
multiple of the residue of the zeta function Z(−, λ) at the value λ = r0d/2r =
(p + q − 2)/2.

Proof. Part (1) is [10, Proposition VII.2.3] and [1, Theorem 6.2] and part (2)
can be found in [13, Section III.2.2]. ¤

Similarly to the proof of [10, Proposition XV.2.4] one can now show the following
symmetry property for the Bessel operators with respect to the zeta functions Z(−, λ):

Proposition 1.11. For f, g ∈ S(V ) and λ ∈ C we have

Z((Bλf) · g, λ) = Z(f · (Bλg), λ),

as identity of meromorphic functions in λ.

Using the previous proposition we now prove the main result of this section. For
this recall that a differential operator D on V is said to be tangential to a submanifold
M ⊆ V if for every ϕ ∈ C∞(V ) the property ϕ|M = 0 implies that (Dϕ)|M = 0. In this
case it is easy to see that D defines a differential operator acting on C∞(M).

Theorem 1.12. For every λ ∈ W the differential operator Bλ is tangential to the
orbit Oλ and defines a symmetric operator on L2(Oλ,dµλ).

Proof. If Oλ = Ω is the open orbit, then every differential operator is tangential.
Symmetry follows immediately from Proposition 1.11.

Now assume that Oλ = Ok, 0 ≤ k ≤ r0 − 1. Let ϕ ∈ C∞(V ) such that ϕ|Oλ
= 0.

For any ψ ∈ C∞c (V ) we obtain with Proposition 1.11:

∫

Oλ

Bλϕ · ψdµλ = const · resµ=λZ(Bµϕ · ψ, µ)

= const · resµ=λZ(ϕ · Bµψ, µ)

=
∫

Oλ

ϕ · Bλψdµλ = 0.

Hence (Bλϕ)|Oλ
= 0 in L2(Oλ,dµλ) which implies Bλϕ(x) = 0 for every x ∈ Oλ and

therefore Bλ is tangential to Oλ. Symmetry now follows again from Proposition 1.11. ¤

1.2.5. Action of the Bessel operator for the minimal orbit.
We compute the action of Bλ on radial functions on the minimal orbit O := O1,

i.e. functions depending only on ‖x‖ :=
√

(x|x). For convenience we use the following
normalization:
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|x| :=
√

r

r0
‖x‖ =

{‖x‖ if V is split,
√

2‖x‖ if V is non-split.

(Note that r/r0 = (e|c1).) Recall the Cartan involution ϑ. If ψ(x) = f(|x|), x ∈ V , is a
radial function, then

∂ψ

∂x
(x) =

r

r0

f ′(|x|)
|x| ϑ(x). (1.17)

A simple calculation gives the following formula for the action of Bλ on radial functions:

Proposition 1.13. If ψ(x) = f(|x|), x ∈ O, is a radial function on O, f ∈
C∞(R+), then for x = ktc1 ∈ O (k ∈ KL, t > 0) we have

Bλψ(x) =
(

f ′′(|x|) +
(

r

r0
λ +

d

2
− d0 − e

)
1
|x|f

′(|x|)
)

ϑ(x) +
r0

r

(
d0 − d

2

)
f ′(|x|)ϑ(ke).

The formula in Proposition 1.13 can be simplified according to the four cases of
Proposition 1.2. For this we introduce the ordinary differential operator Bα on R+

which is defined by

Bα :=
d2

dt2
+ (2α + 1)

1
t

d
dt
− 1 =

1
t2

((
t
d
dt

)2

+ 2α

(
t
d
dt

)
− t2

)
. (1.18)

The normalized K-Bessel function K̃α(z) := (z/2)−αKα(z) is an L2-solution of the dif-
ferential equation Bαu = 0.

The following corollary to Proposition 1.13 is the key to prove k-finiteness of the
underlying (g, k)-module of the minimal representation in Theorems 2.19 and 2.22. Recall
the constant ν introduced in Subsection 1.1.3 and set λ1 := r0d/2r. If r0 > 1, this is the
minimal non-zero discrete Wallach point. If r0 = 1, then there are no non-zero discrete
generalized Wallach points and the equivariant measures dµλ on O1 are parameterized
by λ > 0. For convenience we put σ := (r/r0)λ.

Corollary 1.14. Let λ ∈ W be such that Oλ = O1 and ψ(x) = f(|x|) a radial
function on O1.

(1) If V is euclidean, then

(Bλ1 − ϑ(x))ψ(x) = Bν/2f(|x|)ϑ(x) +
d

2
f ′(|x|)e.

(2) If V is non-euclidean of rank r ≥ 3, then

(Bλ1 − ϑ(x))ψ(x) = Bν/2f(|x|)ϑ(x).
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(3) If V = Rp,q, p, q ≥ 2, and ϑ is as in (1.2), then with x = (x′, x′′) ∈ Rp × Rq

(Bλ1 − ϑ(x))ψ(x) = B(q−2)/2f(|x|)ϑ(x′, 0) + B(p−2)/2f(|x|)ϑ(0, x′′).

(4) If V = Rk,0, k ≥ 1, then for σ = (r/r0)λ > 0

(Bλ − ϑ(x))ψ(x) = B(ν+σ)/2f(|x|)ϑ(x).

2. Construction of minimal representations.

To every simple real Jordan algebra V we associate its conformal group G and
conformal Lie algebra g. For V of split rank r0 > 1 we construct a representation of g on
C∞(O), whereO = O1 is the minimal non-zero orbit of L. We further determine the cases
in which this representation integrates to a unitary irreducible representation of a finite
cover of G on the Hilbert space L2(O,dµ), dµ := dµ1 being the unique L-equivariant
measure on O. If V is split, then the representation is minimal for which we give a
conceptual proof. For the special cases V = Sym(k,R) and V = Rp,q we identify this
representation with the Segal-Shale-Weil representation and the minimal representation
of O(p + 1, q + 1), respectively. For V of split rank r0 = 1 the same method yields
complementary series representations of SO(p + 1, 1)0 on the Hilbert spaces L2(O,dµλ),
where λ belongs to an open interval.

Throughout this section V will always denote a simple real Jordan algebra, ϑ a
Cartan involution on V and we further assume that V + is simple.

2.1. The conformal group.
For a real or complex simple Jordan algebra V one has the conformal group Co(V )

which acts on V by rational transformations. Its Lie algebra g = co(V ), also known as
the Kantor-Koecher-Tits algebra, is given by quadratic vector fields on V . As for the
structure group, for a complex simple Jordan algebra viewed as a real simple Jordan
algebra, a priori, one has two different constructions. But since the ground field enters
only via the structure group, the result is the same at least on the level of Lie algebras.
Therefore we view complex simple Jordan algebras as real simple Jordan algebras, unless
stated otherwise, and can speak about Cartan involutions and related real concepts also
in this case.

We will describe g in some detail because its structure will play an important role
in our construction of representations. Further, for a maximal compact subalgebra k of
g we recall the characterization of the highest weights of kl-spherical k-representations
via the Cartan-Helgason theorem. These representations will appear as k-types in the
minimal representation.

2.1.1. The Kantor-Koecher-Tits construction.
The conformal group of V is built up from three different rational transformations.

(1) First, V acts on itself by translations

na(x) := x + a ∀x ∈ V
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with a ∈ V . Denote by N := {na : a ∈ V } the abelian group of translations which is
isomorphic to V .

(2) The structure group Str(V ) of V acts on V by linear transformations.
(3) Finally, we define the conformal inversion element j by

j(x) = −x−1 ∀x ∈ V × := {y ∈ V : y invertible}.

j is a rational transformation of V .

The conformal group Co(V ) is defined as the subgroup of the group of rational transfor-
mations of V which is generated by N , Str(V ) and j:

Co(V ) := 〈N, Str(V ), j〉grp.

Co(V ) is a simple Lie group with trivial center (see [19, Chapter VIII, Section 6], [4,
Theorem VIII.1.3]). The semidirect product Str(V )nN is a maximal parabolic subgroup
of Co(V ) (see e.g. [4, Section X.6.3]).

We let G := Co(V )0 be the identity component of the conformal group which is also
simple with trivial center. (The proof of [4, Theorem VIII.1.3] applies for the identity
component as well.) The group G is generated by N , L = Str(V )0 and j, but the
intersection Lmax := G ∩ Str(V ) is in general bigger than L. Therefore, the semidirect
product

Q := LnN (2.1)

is in general not maximal parabolic in G, but an open subgroup of the maximal parabolic
subgroup Qmax := Lmax nN .

Now let us examine the structure of the Lie algebra g := co(V ) of G. An element
X ∈ g corresponds to a quadratic vector field on V of the form

X(z) = u + Tz − P (z)v, z ∈ V

with u, v ∈ V and T ∈ l = str(V ). We use the notation X = (u, T, v) for short. In view
of this, we have the decomposition

g = n + l + n, (2.2)

where

n = {(u, 0, 0) : u ∈ V } ∼= V,

l = {(0, T, 0) : T ∈ str(V )} ∼= str(V ),

n = {(0, 0, v) : v ∈ V } ∼= V.

In this decomposition the Lie algebra qmax of Qmax (and Q) is given by
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qmax = n + l.

If Xj = (uj , Tj , vj), j = 1, 2, then the Lie bracket is given by

[X1, X2] =
(
T1u2 − T2u1, [T1, T2] + 2(u12v2)− 2(u22v1),−T#

1 v2 + T#
2 v1

)
, (2.3)

where T# denotes the adjoint of T with respect to the trace form τ and u2v the box
operator as introduced in Subsection 1.1.1. From this formula it is easy to see that the
decomposition (2.2) actually defines a grading on g:

g = g−1 + g0 + g1,

where g−1 = n, g0 = l and g1 = n.

Example 2.1. Since G has trivial center we can calculate it by factoring out the
center from the universal covering: G = G̃/Z(G̃). Here the universal covering G̃ of G is
uniquely determined by the Lie algebra g.

(1) Let V = Sym(k,R). Then g ∼= sp(k,R) via the isomorphism

g → sp(k,R), (u, T + s1, v) 7→
(

T + (s/2) u
v −tT − (s/2)

)
,

where u, v ∈ V , T ∈ sl(k,R) and s ∈ R. Hence, G ∼= Sp(k,R)/{±1}, where
Sp(k,R)/{±1} acts on x ∈ V by fractional linear transformations:

(
A B

C D

)
· x = (Ax + B)(Cx + D)−1.

(2) Let V = Rp,q. Then an explicit isomorphism g
∼→ so(p + 1, q + 1) is given by

(u, 0, 0) 7→




−tu′ tu′′

u′ u′

u′′ u′′
tu′ −tu′′


 , u ∈ V,

(0, s1 + T, 0) 7→




−s

T

−s


 , T ∈ so(p, q), s ∈ R,

(0, 0, ϑ(v)) 7→




tv′ tv′′

−v′ v′

v′′ −v′′
tv′ tv′′


 , v ∈ V.
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Hence, G ∼= SO(p + 1, q + 1)0/Z(SO(p + 1, q + 1)0). The center Z(SO(p + 1, q + 1)0)
is equal to {±1} if p and q are both even, and it is trivial otherwise.

The Cartan involution θ of Str(V ) extends to a Cartan involution of Co(V ) by

θ : Co(V ) → Co(V ), g 7→ ϑ ◦ j ◦ g ◦ j ◦ ϑ.

It restricts to a Cartan involution of G. The corresponding involution θ of the Lie algebra
g is given by (see [38, Proposition 1.1])

θ(u, T, v) := (−ϑ(v),−T ∗,−ϑ(u)), (u, T, v) ∈ g. (2.4)

In the above notation n = θ(n). We remark that the twisted Killing form B(X1, θX2)
restricted to X1, X2 ∈ n is given by

B(X1, θX2) = −4n

r
τ(u1, ϑu2) = −4n

r
(u1|u2), Xi = (ui, 0, 0), i = 1, 2,

which is the trace form of V twisted by the Cartan involution ϑ of V (see [34, Section
1.6.1]). Let g = k + p be the corresponding Cartan decomposition of g. Then

k = {(u, T,−ϑ(u)) : u ∈ V, T ∈ l, T + T ∗ = 0}. (2.5)

The fixed point group K := Gθ of θ is a maximal compact subgroup of G with Lie algebra
k. Then clearly KL = K ∩ L. The subgroup KL ⊆ K is symmetric, the corresponding
involution being g 7→ (−1) ◦ g ◦ (−1).

Table 4 lists the conformal algebra g, the structure algebra l and their maximal
compact subalgebras k and kl for all simple real Jordan algebras.

The following observation on the center of k will be needed later.

Lemma 2.2. Assume that V and V + are simple. Then the center Z(k) of k is
non-trivial only if V is euclidean. In this case it is given by Z(k) = R(e, 0,−e).

2.1.2. Root space decomposition.
We already mentioned in Subsection 1.1.2 that the Peirce decomposition of the

Jordan algebra is related to root decompositions of the corresponding Lie algebra.
We choose the maximal toral subalgebra

t :=
{( r0∑

i=1

tici, 0,−
r0∑

i=1

tici

)
: ti ∈ R

}
⊆ k⊥l ⊆ k

in the orthogonal complement of kl in k. The corresponding root system of (gC, tC) is of
type Cr0 and given by

Σ(gC, tC) =
{±γi ± γj

2

}
,
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where

γj

( r0∑

k=1

tkck, 0,−
r0∑

k=1

tkck

)
:= 2

√−1tj .

For the root spaces we find

(gC)±(γi+γj)/2 =
{(

u,∓2
√−1L(u), u

)
: u ∈ (Vij)C

}
,

(gC)±(γi−γj)/2 =
{(

u,±4
√−1[L(ci), L(u)],−u

)
: u ∈ (Vij)C

}
.

The constants d and e + 1 are exactly the multiplicities of the short and the long roots,
respectively. Further, the root spaces of tC in kC are given by

(kC)±(γi+γj)/2 =
{(

u,∓2
√−1L(u), u

)
: u ∈ (V −

ij )C
}
,

(kC)±(γi−γj)/2 =
{(

u,±4
√−1[L(ci), L(u)],−u

)
: u ∈ (V +

ij )C
}
,

where V ±
ij = Vij ∩ V ±. Thus, the multiplicities in kC of the short roots ±(γi + γj)/2

and ±(γi − γj)/2, i < j, are given by d − d0 and d0, respectively. Since V −
ij = 0 for all

1 ≤ i ≤ j ≤ r0 if and only if V is euclidean, and V −
ii = 0 if and only if V is split, one

immediately obtains that the root system Σ(kC, tC) is of type





Ar0−1 if V is euclidean,

Cr0 if V is non-euclidean non-split (including complex non-split),

Dr0 if V is non-euclidean split.

We refer to these cases as case A, C and D. Further, let Σ+(kC, tC) ⊆ Σ(kC, tC) be the
positive system given by the ordering γ1 > · · · > γr0 > 0.

Remark 2.3. Note that the cases A, C and D do in general not give the type of
the Lie algebra k. The subalgebra tC ⊆ kC is not necessarily a Cartan subalgebra.

2.1.3. Real minimal nilpotent orbits.
Definition 2.4. For a complex simple Lie algebra gC, there is a unique nilpotent

coadjoint orbit of minimal (positive) dimension, which is called the minimal nilpotent
orbit. We denote it by OGC

min. More generally, for a complex semisimple gC, we define the
minimal nilpotent orbit by

OGC
min := OG1,C

min × · · · × OGk,C
min

according to the decomposition gC = g1,C ⊕ · · · ⊕ gk,C into simple Lie algebras.

In Table 1 we list the dimensions of the minimal nilpotent orbits in the simple
complex Lie algebras.
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gC sl(k,C) so(k,C) sp(k,C) g2 f4 e6 e7 e8

1/2 dimOGC
min k − 1 k − 3 k 3 8 11 17 29

Table 1. Dimensions of minimal nilpotent orbits in g∗C.

Let g be a real simple Lie algebra, and gC its complexification. We regard g∗ as a
real form of g∗C. For any complex nilpotent orbit OGC in g∗C, the intersection OGC ∩ g∗

may be empty, and otherwise, it consists of a finite number of real nilpotent orbits, say,
OG

1 , . . . ,OG
k (in fact either k = 1 or k = 2), which are equi-dimensional:

dimOG
1 = · · · = dimOG

k = dimCOGC .

In particular, if OGC
min∩g∗ is non-empty, then its connected components are real nilpotent

orbits of minimal (positive) dimension.
We note that for a real simple Lie algebra g, nilpotent orbits of minimal (positive)

dimension are not necessarily unique. However, they come from a unique complex nilpo-
tent orbit. The following result due to T. Okuda (see [35]) treats the case OGC

min ∩ g∗ = ∅
as well:

Proposition 2.5. Let g be a real simple Lie algebra.

(1) There exists a unique complex nilpotent orbit in gC, to be denoted by OGC
min,g, with the

following property : for any nilpotent orbit OG in g∗ of minimal (positive) dimension,
OG is a connected component of OGC

min,g ∩ g.
(2) OGC

min,g is the unique non-zero nilpotent orbit in gC of minimal dimension with the
following property :

OGC
min,g ∩ g∗ 6= ∅.

As a consequence of Proposition 2.5 we see that the minimal non-zero nilpotent
coadjoint orbits in g∗ are precisely the connected components of OGC

min,g ∩ g∗.

Proposition 2.6. Let g be a real simple Lie algebra. Then the following three
conditions are equivalent :

( i ) OGC
min,g 6= OGC

min.
( ii ) OGC

min ∩ g∗ is empty.
(iii) g is isomorphic to one of the following Lie algebras:

g = su∗(2k), so(k, 1), sp(p, q), f4(−20), e6(−26).

Proof. The equivalence (i) ⇔ (ii) follows from Proposition 2.5. The equivalence
(ii) ⇔ (iii) can probably be found in the literature, but it is also obtained easily from
the criterion in [36, Theorem 2.4]. ¤
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Example 2.7 (Complex simple Lie algebras). Let g be a complex simple Lie
algebra, which we view as a real simple Lie algebra. Then its complexification is given
by

gC := g⊗R C ∼−−−−−→
ϕL⊕ϕR

gL ⊕ gR,

where ϕL : g
∼→ gL (C-linear) and ϕR : g

∼→ gR (antilinear) is given by

ϕL(X) =
1
2
(X − iJX), ϕR(X) =

1
2
(X + iJX). (2.6)

It follows from Definition 2.4 that

OGC
min ' OGL

min ×OGR

min.

Then OGC
min ∩ g∗ gives the minimal nilpotent orbit of a complex simple Lie algebra g. We

note that there are three smaller nilpotent orbits {0}× {0}, OGL

min×{0}, and {0}×OGR

min

of GC ' GL ×GR on gC ' gL ⊕ gR.

The following result, which we shall use later, really is a part of the proof for Propo-
sition 2.5. For the convenience of the reader we give a sketch of its proof.

Proposition 2.8 ([35]). For the three cases g ' sp(k, k), su∗(2k), so(k, 1), we
have OGC

min ∩ g = ∅ and OGC
min,g is described by the weighted Dynkin diagram via the

Dynkin-Kostant classification of nilpotent orbits as follows.

g = su∗(2k) (k ≥ 3) :

Partition Dimension Weighted Dynkin diagram

[22, 12k−4] 8k − 8 0©²ª±°®̄ 1©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 1©²ª±°®̄ 0©²ª±°®̄· · ·

g = so(2k − 1, 1) :

Partition Dimension Weighted Dynkin diagram

[3, 12k−3] 4k − 4 2©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄

0©²ª±°®̄

0©²ª±°®̄

· · · ÄÄÄÄÄ

??
??

?

g = so(2k, 1) :

Partition Dimension Weighted Dynkin diagram

[3, 12k−2] 4k − 4 2©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄· · · +3
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g = sp(k, k) (k > 1) :

Partition Dimension Weighted Dynkin diagram

[22, 14k−4] 8k − 2 0©²ª±°®̄ 1©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄ 0©²ª±°®̄· · · ks

g = sp(1, 1) :

Partition Dimension Weighted Dynkin diagram

[22] 6 0©²ª±°®̄ 2©²ª±°®̄ks

Proof. Using the characterization of the orbit closure relation in terms of dom-
ination of partitions [6, Theorem 6.2.5], this amounts to the following: Calculate the
weighted Dynkin diagrams for the partitions dominated by the ones given in the proposi-
tion and verify that the given partitions are the smallest ones satisfying the matching con-
dition given in [36, Theorem 2.4]. For the calculation of the weighted Dynkin diagrams
one can use [6, Lemmas 3.6.4, 5.3.1, 5.3.4, and 5.3.3] for su∗(2k), sp(k, k), so(2k − 1, 1),
and so(2k, 1), respectively. Finally, the dimensions of the orbits can be determined from
the weighted Dynkin diagram using [6, Lemma 4.1.3]. ¤

The Kantor-Koecher-Tits construction from Subsection 2.1.1 shows that the confor-
mal group Co(VC) of the complexified Jordan algebra VC contains the conformal group
Co(V ) as a subgroup. Moreover, the Lie algebra co(VC) is the complexification gC of
g = co(V ). Thus it makes sense to denote the identity component Co(VC)0 of Co(VC) by
GC and view G as a subgroup of GC.

Via the Killing form we identify g∗C and gC and view OGC
min also as an adjoint orbit in

gC. We further identify V with a subspace of g by the embedding V ↪→ g, x 7→ (x, 0, 0).

Theorem 2.9. Let V be a simple real Jordan algebra with simple V +. Set OG
min :=

G · (c1, 0, 0). Then

(1) OG
min is a minimal non-zero nilpotent coadjoint orbit in g∗.

(2) OGC
min,g = GC · (c1, 0, 0).

(3) OG
min is the connected component of OGC

min,g ∩ g∗ containing (c1, 0, 0).
(4) The orbit O is a Lagrangian submanifold of OG

min. In particular, we have 2 dimRO =
dimROG

min = dimCOGC
min,g.

Proof. The orbit O = L · c1 ⊆ V of L is obviously contained in the adjoint orbit
OG

min = G ·(c1, 0, 0) ⊆ GC ·(c1, 0, 0)∩g. Clearly OG
min is a non-zero nilpotent adjoint orbit

in g, which, however, is not necessarily contained in OGC
min. Thus, by Proposition 2.6, we

are in the situation of Proposition 2.8, and (1) will follow by calculating the dimension
of OG

min. The statements (2) and (3) are then clear from Proposition 2.5.
Let g

(c1,0,0)
C ⊆ gC be the centralizer subalgebra of the element (c1, 0, 0). We claim

that
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gC = g
(c1,0,0)
C ⊕ (0, sC, 0)⊕

r0⊕

j=1

(0, 0, (V1j)C), (2.7)

where s ⊆ l is a complement of the centralizer s of c1 in l. In fact, we have

[(c1, 0, 0), (u, T, v)] = 0 ⇔ (−Tc1, 2c12v, 0) = 0

⇔ Tc1 = 0 and c12v = 0

⇔ T ∈ s and c1 · v = 0,

which shows the claim. From (2.7) we then obtain with Lemma 1.6:

dimC(GC · (c1, 0, 0)) = dimC gC − dimC g
(c1,0,0)
C

= (dim l− dim s) +
r0∑

j=1

dimV1j

= dimO + (e + 1) + (r0 − 1)d

= 2(e + 1 + (r0 − 1)d).

Since (c1, 0, 0) ∈ g we have dimR((GC ·(c1, 0, 0))∩g) = dimC(GC ·(c1, 0, 0)). Using Lemma
1.6 again we find that dimO = 1/2 dimR((GC · (c1, 0, 0))∩ g). To show that O is actually
a Lagrangian submanifold it remains to show that the Kostant-Souriau symplectic form
vanishes on O. But this is clear since O ⊆ n and n is an abelian subalgebra. This implies
the first claim and the equality 2 dimRO = dimROG

min. The last equality follows since
(g(c1,0,0))C = (gC)(c1,0,0). Using these formulas one can now check the dimension of OG

min

and thus complete the proof. ¤

For the conformal group G of a split Jordan algebra V , the minimal nilpotent orbit
OGC

min has real points. More precisely, we have:

Proposition 2.10. Assume that V is split, i.e. e = 0. Then

OGC
min = OGC

min,g.

In particular, the orbit O is a Lagrangian submanifold of the non-zero intersection OGC
min∩

g.

Proof. This can also be derived from Okuda’s results, but we give a proof which
does not use the classification of nilpotent orbits.

We only need to show that the minimal adjoint orbit OGC
min contains the element

(c1, 0, 0). By [6, Theorem 4.3.3] the adjoint orbit OGC
min contains every non-zero root

vector for the highest root in any root system with respect to a Cartan subalgebra. To
find such a root vector we complete the abelian subalgebra tC to a Cartan subalgebra
hC ⊆ gC. We choose an order on Σ(gC, hC) such that the restriction to tC preserves the
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order. Then the highest root projects onto γ1 and a non-zero highest root vector is in
the root space (gC)γ1 and hence of the form (x,−2

√−1L(x), x) for x ∈ (V11)C. Since V

was assumed to be split we have (V11)C = Cc1. Note that it suffices to prove that also
(c1, 0, 0) is in the minimal non-zero nilpotent adjoint orbit. To prove this claim we first
note that

Ad
(
exp(0, 0,−√−1c1)

)(
x,−2

√−1L(x), x
)

= exp
(
ad(0, 0,−√−1c1)

)(
x,−2

√−1L(x), x
)

=
(
x,−2

√−1L(x), x
)

+
(
0, 2

√−1x2c1,−2L(x)c1

)
+

1
2
(0, 0, 2L(x)c1)

=
(
x,−2

√−1L(x), x
)

+
(
0, 2

√−1L(x),−2x
)

+ (0, 0, x)

= (x, 0, 0),

and therefore (x, 0, 0) ∈ OGC
min. Since the group LC ⊆ GC contains all dilatations by

elements in C× = C \ {0}, the claim follows. ¤

Suppose that V is a complex simple Jordan algebra, viewed as a real Jordan algebra.
In this case V is not split, and g is a complex simple Lie algebra viewed as a real simple Lie
algebra (see Table 4). With the notation as in (2.6), (ϕL, ϕR) maps OG

min = G · (c1, 0, 0)
into the nilpotent GC-orbitOGC

min ' OGL

min×OGR

min. A dimension count now shows thatOG
min

is open in g∩(OGL

min×OGR

min) and hence O is a Lagrangian submanifold of g∩(OGL

min×OGR

min).
Combining the above considerations for complex simple Jordan algebras with Propo-

sition 2.10 and Proposition 2.8 describing the three non-euclidean non-split cases we
obtain:

Theorem 2.11. Let G be the conformal group of a simple real Jordan algebra V

with simple V +. Then the nilpotent coadjoint orbit OGC
min,g (see Proposition 2.5 for the

definition) is given as follows:

OGC
min,g =





OGC
min (split),

OGC
min ' OGL

min ×OGR

min (complex, non-split),

as in Proposition 2.8 (non-euclidean, non-split).

2.1.4. k-representations with a kl-fixed vector.
As previously remarked, (k, kl) is a symmetric pair. Using the Cartan-Helgason

theorem we can describe the highest weights of all irreducible unitary k-representations
which have a non-zero kl-fixed vector. For this we extend t to a maximal torus tc of k

with the property that tc = t ⊕ (tc ∩ kl) and choose a positive system ∆+(kC, tcC) such
that the restriction to tC induces a surjection

∆+(kC, tcC) ∪ {0} → Σ+(kC, tC) ∪ {0}.
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Then the Cartan-Helgason theorem yields:

Proposition 2.12. The highest weight α ∈ (tcC)
∗ of an irreducible k-representation

with a non-zero kl-fixed vector vanishes on tcC ∩ (kl)C. The possible highest weights which
give unitary irreducible kl-spherical representations are precisely given by

Λ+
kl

(k) :=





{ r0∑

i=1

tiγi : ti ∈ R, ti − tj ∈ Z, t1 ≥ · · · ≥ tr0

}
in case A,

{ r0∑

i=1

tiγi : ti ∈ Z, t1 ≥ · · · ≥ tr0 ≥ 0
}

in case C,

{ r0∑

i=1

tiγi : ti ∈ 1
2
Z, ti − tj ∈ Z, t1 ≥ · · · ≥ tr0−1 ≥ |tr0 |

}
in case D.

Further, in each irreducible kl-spherical k-representation the space of kl-fixed vectors is
one-dimensional.

For α ∈ Λ+
kl

(k) we denote by Eα the irreducible kl-spherical representation of k with
highest weight α.

2.2. Construction of L2-models.
In this section we construct L2-models of representations π of a finite cover G∨ of the

conformal group G with associated variety OGC
min,g, the closure of OGC

min,g (see Proposition
2.5 for its definition). This implies that the Gelfand-Kirillov dimension of π is minimal
among all irreducible infinite dimensional unitary representations of G∨.

We start by constructing a representation of the Lie algebra g on C∞(Oλ) for every
λ ∈ W. Then, for Oλ = O the minimal non-zero orbit we prove that the associated
variety of the representation on C∞(O) is equal to OGC

min,g. In particular, the represen-
tation is minimal if V is split or complex, and g is not a type A Lie algebra. We then
define a subrepresentation W of C∞(O) which is generated by one single vector. This
subrepresentation contains a non-zero k-finite vector if and only if V � Rp,q with p + q

odd, p, q ≥ 2. It is contained in L2(O,dµλ) if for V of split rank r0 = 1 one assumes
in addition that σ := rλ ∈ (0,−2ν). Under the same conditions which guarantee square
integrability we can finally integrate W to a unitary irreducible representation of a finite
cover of G on the Hilbert space L2(O,dµλ) (see Theorem 2.30).

2.2.1. Infinitesimal representations on C∞(Oλ).
On each Hilbert space L2(Oλ,dµλ), λ ∈ W, there is a natural unitary representation

ρλ of the subgroup Q (see (2.1)) given by

ρλ(na)ψ(x) := e
√−1(x|a)ψ(x) na ∈ N, (2.8)

ρλ(g)ψ(x) := χ(g∗)λ/2ψ(g∗x) g ∈ L (2.9)

for ψ ∈ L2(Oλ,dµλ). The following proposition is a consequence of the Mackey theory:
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Proposition 2.13. For λ ∈ W the representation ρλ of Q on L2(Oλ,dµλ) is
unitary and irreducible.

We ask whether ρλ extends to a unitary irreducible representation of G (or some
finite cover) on L2(Oλ,dµλ). For this we extend the differential representation dρλ of
qmax to g. Then for Oλ = O the minimal non-zero orbit we determine the cases in which
dπλ integrates to a unitary representation of a Lie group having Lie algebra g.

For each λ ∈ W we define a Lie algebra representation dπλ of g on C∞(Oλ) which
extends the derived action of ρλ. On qmax = n + l we let

dπλ(X) :=
d
dt

∣∣∣∣
t=0

ρλ(etX) ∀X ∈ qmax.

For ψ ∈ C∞(Oλ) we have

dπλ(X)ψ(x) =
√−1(xψ(x)|u) for X = (u, 0, 0), (2.10)

dπλ(X)ψ(x) = DT∗xψ(x) +
rλ

2n
Tr(T ∗)ψ(x) for X = (0, T, 0), (2.11)

where we have used (1.9) for the l-action. Here Duψ(x) = d/dt|t=0ψ(x + tu) is the
derivative in the direction of u. In view of the Gelfand-Naimark decomposition (2.2) it
remains to define dπλ on n in order to define a representation of the whole Lie algebra g.
For this we use the Bessel operator Bλ. By Theorem 1.12 the operator Bλ is tangential
to Oλ and hence, for ψ ∈ C∞(Oλ) the formula

dπλ(X)ψ(x) =
1√−1

(Bλψ(x)|v) for X = (0, 0,−v), (2.12)

defines a function dπλ(X)ψ ∈ C∞(Oλ).

Proposition 2.14. For λ ∈ W the formulas (2.10), (2.11) and (2.12) define a
representation dπλ of g on C∞(Oλ). This representation is compatible with ρλ, i.e. for
g ∈ Q and X ∈ g we have

ρλ(g)dπλ(X) = dπλ(Ad(g)X)ρλ(g). (2.13)

The proof is a lengthy but elementary calculation which can be found in [34, Propo-
sition 2.1.2].

Remark 2.15. In Proposition 3.3 we will show that dπλ coincides with the Fourier
transform of the differential action on a degenerate principal series representation in
the non-compact picture. The definition (2.12) of the n-action is motivated by these
considerations. This also gives an alternative proof that dπλ is indeed a Lie algebra
representation.
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2.2.2. Associated varieties and the Joseph ideal.
Recall that for a finitely generated representation τ of g with annihilator J :=

Ann(τ) ⊆ U(g) the associated variety V(J ) ⊆ g∗C is the variety corresponding to the
graded ideal

J := gr(J ) ⊆ gr(U(g)) ∼= S(gC) ∼= C[g∗C].

For a simple Lie algebra g not of type An, Joseph [20] introduced a unique completely
prime ideal J ⊆ U(g) with the property that V(J ) is equal to the closure OGC

min ⊆ g∗C
(see also [12, Theorem 3.1]). This ideal is primitive, and is called the Joseph ideal.

Definition 2.16. Let M be a simple g-module. We say M is minimal if its
annihilator is the Joseph ideal. For an irreducible unitary representation π of a real simple
Lie group G, we say π is a minimal representation if the annihilator of the differential
representation dπ is the Joseph ideal.

We note that if G is a complex simple Lie group, we have gC ' g ⊕ g ≡ gL ⊕ gR,
and the Joseph ideal is given by IL ⊗ U(gR) + U(gL)⊗ IR (see Example 2.7).

For any admissible irreducible representation π of a real reductive group G, the asso-
ciated variety V(ker dπ) has real points. In particular, there is no minimal representation
(in the sense of Definition 2.16) of a simple Lie group G if OGC

min does not have real points.
In view of Proposition 2.5, the closure of OGC

min,g is the smallest possible associated vari-
ety of such a representation in any case. We shall see in Theorem 2.18 that our unitary
representation πλ for λ ∈ W such that Oλ = O actually attain the associated varieties
of the annihilator ideals V(ker dπλ).

From now on we restrict ourselves to the representations dπλ, where λ ∈ W is such
that Oλ = O. Then λ = λ1 = r0d/2r for r0 > 1 and λ > 0 for r0 = 1.

Let X := O ∪ (−O) = O ∪ (−O) ∪ {0}. By [14, Theorem 2.9] we have

X = {x ∈ V : rk(P (x)) ≤ rk(P (c1)) = e + 1}

and hence, X is a real affine subvariety of V . Note that KL, being a connected real
algebraic group, is irreducible, whence also KL × Rc1 is irreducible. But X is the image
of KL ×Rc1 under the map (k, tc1) 7→ ktc1, so it is irreducible as well. The origin is the
only singular point of X. By [37, Theorem 2.4.10 and Proposition 1.7.3] X := X \ {0} is
an open, dense, smooth irreducible affine algebraic subspace of X. Fix a basis for V and
denote the coordinates of a point in V by (x1, . . . , xn). Then, adding a coordinate t and
the equation t(x2

1 + · · ·+ x2
n) = 1 to the description of X as a real affine subvariety of V ,

we see that also X is a real affine algebraic variety.
Denote by D(X) the algebra of regular differential operators on X. Then Proposition

2.14 implies:

Proposition 2.17. For λ ∈ W with Oλ = O the representation dπλ factors
through the algebra homomorphism U(g) → D(X).
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Below we will prove (see Corollary 2.31) that the annihilator of dπλ coincides with
the annihilator of a finitely generated (g, k)-module if we assume that g � so(p, q) with
p + q odd, p, q ≥ 3, and that if g ∼= so(n, 1), then σ = rλ ∈ (0, 2(n− 1)). This allows us
to prove the following theorem.

Theorem 2.18. Let λ ∈ W such that Oλ = O. Further suppose that g 6∼= so(p, q)
with p + q odd, p, q ≥ 3, and that if g ∼= so(n, 1), then σ = rλ ∈ (0, 2(n− 1)). Then the
annihilator J of dπλ is completely prime and its associated variety V(J ) is the closure
of OGC

min,g.

Proof. By [43] the Gelfand-Kirillov dimension of D(X) is given by 2 dimX. The
dimension of O, and hence of X, by Theorem 2.9 (4) is equal to dimCOGC

min,g. Therefore,
the Gelfand-Kirillov dimension of U(g)/J does not exceed it. It is equal to the Krull
dimension of S(gC)/gr(J ), which, on the other hand, equals the dimension of the as-
sociated variety V(J ). Therefore, the associated variety has dimension less or equal to
dimCOGC

min,g. By Proposition 2.5, V(J ) has minimal dimension and is equal to OGC
min,g.

It remains to check that J is completely prime. Since X is irreducible, the ring D(X)
does not contain zero-divisors (see e.g. [3, Proposition 2.4 and the remark thereafter]).
Therefore, the annihilator J has to be completely prime. ¤

2.2.3. Construction of the (g, k)-module.
Again we fix λ ∈ W such that Oλ = O. For r0 > 1 we have λ = λ1, but for r0 = 1

arbitrary parameters λ > 0 can occur. In this case we again put σ := (r/r0)λ = rλ. The
representation dπλ extends to a representation of the universal enveloping algebra U(g)
on C∞(Oλ).

Following [24], we renormalize the K-Bessel function as

K̃α(z) =
(

z

2

)−α

Kα(z).

Let ν ≡ ν(V ) be the integer given in (1.5). We then introduce a radial function ψ0 on O
as follows:

(1) If r0 > 1, we put

ψ0(x) := K̃ν/2(|x|), x ∈ O. (2.14)

(2) If r0 = 1, we put

ψ0(x) := K̃(ν+σ)/2(|x|), x ∈ O. (2.15)

In both cases we further let

W0 := dπλ(U(k))ψ0 and W := dπλ(U(g))ψ0.

For g = sp(k,R) this construction only leads to the even part of the Weil rep-
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resentation, but it is also possible to construct the odd part in the same spirit. For
V = Sym(k,R), k ≥ 1, denote by H := StabGL(k,R)(c1) ⊂ GL(k,R) the stabilizer of
c1 = E11 ∈ O. It is explicitly given by H = ({±1}×GL(k− 1,R))nRk−1. Let L be the
GL(k,R)-equivariant line bundle associated to the character of H given by

(±1, g, n) 7→ ±1, g ∈ GL(k − 1,R), n ∈ Rk−1.

Since the line bundle L → O is flat, the Lie algebra action dπλ (λ = λ1) of g = sp(k,R)
on C∞(O) induces an action dπ−λ of g on smooth sections of the bundle L → O. Further
observe that the GL(k,R)-equivariant measure dµ on O also defines an L2-space of
sections of the line bundle L → O which we denote by L2(O,L). Note that the folding
map Rk \ {0} → O, x 7→ x tx induces a unitary isomorphism (up to scalar multiples)

U− : L2(O,L) → L2
odd(Rk), U−ψ(x) := ψ(x tx). (2.16)

We put

ψ−0 (x) := (x|c1)1/2K̃ν/2(|x|) =
√

π

2
√

x11e
−|x|, x ∈ O. (2.17)

Then ψ−0 gives an L2-section of the line bundle L → O. Define

W−
0 := dπ−λ (U(k))ψ−0 and W− := dπ−λ (U(g))ψ−0 .

The space W (resp. W−) is clearly a g-subrepresentation of C∞(O) (resp. C∞(O,L))
and W0 (resp. W−

0 ) is a k-subrepresentation of W (resp. W−). In order to show that
W (resp. W−) is actually a (g, k)-module, we shall prove that W0 (resp. W−

0 ) is finite-
dimensional. This can be done by direct computation as follows.

We start with the case r0 > 1. In this case we will need the following notation to
give a precise statement: Denote by

Hk(Rn) := {p ∈ C[x1, . . . , xn] : p is homogeneous of degree k and harmonic}

the space of spherical harmonics on Rn of degree k.
In the case V = Rp,q we view polynomials in Hk(Rp) and Hk(Rq) as polynomials on

V via the projections Rp × Rq 3 (x′, x′′) 7→ x′ ∈ Rp and Rp × Rq 3 (x′, x′′) 7→ x′′ ∈ Rq.
For P either Hk(Rp) or Hk(Rq) we denote by K̃α ⊗ P the space of functions

K̃α ⊗ ϕ : O → C, x 7→ K̃α(|x|)ϕ(x)

with ϕ ∈ P.
In the case V = Sym(k,R) we set for u ∈ Ck

ϕu(x) := ( tuxu)1/2e−|x|, x ∈ O. (2.18)
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Then ϕu is not well-defined as a function on O, but gives a section of the line bundle
L → O.

Theorem 2.19. Let V be a simple Jordan algebra with simple V +. Assume that
r0 > 1 so that λ = λ1. Then the k-module W0 is finite-dimensional if and only if V � Rp,q

with p + q odd, p, q ≥ 2. If this is the case, W0 is irreducible with highest weight

α0 :=





d

4

r0∑

i=1

γi if V is euclidean,

0 if V is non-euclidean of rank ≥ 3,

1
2

∣∣∣∣d0 − d

2

∣∣∣∣γ1 +
1
2

(
d0 − d

2

)
γ2 if V ∼= Rp,q, p, q ≥ 2.

(2.19)

In the case V = Sym(k,R) the k-module W−
0 is also irreducible with highest weight

α−0 :=
(

d

4

r0∑

i=1

γi

)
+

γ1

2
. (2.20)

More precisely :

(a) If V is euclidean, then

W0 = Cψ0

and k acts by

dπλ1(u,D,−u)ψ0 =
d

2
√−1tr(u)ψ0.

(b) If V is non-euclidean of rank r ≥ 3, then

W0 = Cψ0

and ψ0 is a k-fixed vector.
(c) If V = Rp,q with p + q even, p, q ≥ 2, then

W0 =
|(p−q)/2|⊕

k=0

K̃(ν/2)+k ⊗Hk(Rmin(p,q)) ∼= H|(p−q)/2|(Rmin(p,q)+1). (2.21)

(d) If V = Rp,q with p + q odd, p, q ≥ 2, then

W0 =
∞⊕

k=0

K̃(ν/2)+k ⊗Hk(Rmin(p,q)). (2.22)



382 J. Hilgert, T. Kobayashi and J. Möllers

(e) If V = Sym(k,R) then

W−
0 = {ϕu : u ∈ Ck}.

Proof. Since ψ0 is KL-invariant, clearly dπ(kl)ψ0 = 0. To obtain the whole k-
action on ψ0 we have to apply elements of the form (u, 0,−ϑ(u)) ∈ k, u ∈ V , to ψ0. By
(2.10) and (2.12) we have

dπλ(u, 0,−ϑ(u))ψ(x) =
1√−1

τ((Bλ − ϑ(x))ψ(x), u) ∀ψ ∈ C∞(O). (2.23)

Now we have to treat four cases separately. For simplicity we write dπ for dπλ1 . Recall
the operator Bα from (1.18).

(1) If V is euclidean, then by Corollary 1.14 (1)

dπ(u, 0,−ϑ(u))ψ0(x) =
1√−1

Bν/2K̃ν/2(|x|)(x|u) +
1√−1

d

2
K̃ ′

ν/2(|x|)(e|u).

Now, Bν/2K̃ν/2 = 0. Further, since K̃−1/2(|x|) = (
√

π/2)e−|x| we have K̃ ′
ν/2(|x|) =

−K̃ν/2(|x|) for ν = −1. Together this gives

dπ(u, 0,−ϑ(u))ψ0(x) =
√−1

d

2
(e|u)ψ0(x). (2.24)

Hence, W0 = Cψ0. Since (e|u) = tr(u) this gives the action of k. Further, for u = ci,
1 ≤ i ≤ r0, we find that W0 is of highest weight (d/4)

∑r0
i=1 γi.

(2) If V is non-euclidean of rank r ≥ 3, then d = 2d0 (see Proposition 1.2) and with
Corollary 1.14 (2) we obtain

dπ(u, 0,−ϑ(u))ψ0(x) =
1√−1

Bν/2K̃ν/2(|x|)(x|u). (2.25)

Again, Bν/2K̃ν/2 = 0, which implies that W0 = Cψ0 is the trivial representation.
(3) For V = Rp,q, p, q ≥ 2, we assume without loss of generality that p ≤ q, the case

p ≥ q is treated similarly. Denote by (ej)j=1,...,n the standard basis of V = Rn. For
j = 1, . . . , p we define operators (−)±j on Hk(Rp) by

(−)+j : Hk(Rp) → Hk+1(Rp), ϕ+
j (x) := xjϕ(x)− x2

1 + · · ·+ x2
p

p + 2k − 2
∂ϕ

∂xj
(x),

(−)−j : Hk(Rp) → Hk−1(Rp), ϕ−j (x) :=
1

p + 2k − 2
∂ϕ

∂xj
(x).

For convenience we also put (−)+j := (−)−j := 0 for j = p + 1, . . . , n. Using the
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operators (−)+j and (−)−j as well as Corollary 1.14 (3) we find that for j = 1, . . . , n

the action of (ej , 0,−ϑ(ej)) ∈ k on K̃(ν/2)+k ⊗ ϕ ∈ K̃(ν/2)+k ⊗Hk(Rp) is given by

dπ(ej , 0,−ϑ(ej))
(
K̃(ν/2)+k ⊗ ϕ

)

=
1√−1

[
(2k + p− q)K̃(ν/2)+k+1 ⊗ ϕ+

j − (2k + p + q − 4)K̃(ν/2)+k−1 ⊗ ϕ−j
]
.

Note that the coefficient (2k + p − q) only vanishes for k = (q − p)/2 which is an
integer if and only if p + q is even. Now

k = kl ⊕ {(u, 0,−ϑ(u)) : u ∈ V }

and kl = so(p)⊕ so(q) acts irreducibly on Hk(Rp) for every k ≥ 0. Therefore, (2.21)
and (2.22) follow.

(4) For V = Sym(k,R) we note that ψ−0 = (
√

π/2)ϕe1 and hence it suffices to show that
{ϕu : u ∈ Ck} is an irreducible k-module. Fix u ∈ Ck and put ũ := u tu ∈ Sym(k,C).
Extending the trace form (−|−) C-bilinearly to Sym(k,C) we can write ϕu(x) =
(x|ũ)1/2ψ0(x). We calculate the action of k on ϕu. First, using the product rule for
the Bessel operator (see Proposition 1.4 (2)) we obtain

(Bλ − x)ϕu(x)

= (x|ũ)1/2 · (Bλ − x)ψ0(x)− (x|ũ)−1/2ψ0(x)P (u, e)x + Bλ(x|ũ)1/2 · ψ0(x)

= −d

2
ϕu(x)e− (x|ũ)−1/2ψ0(x)L(ũ)x + Bλ(x|ũ)1/2 · ψ0(x)

by part (1). It is easy to see that for x ∈ O, u ∈ Ck and v ∈ V we have

Bλ(x|ũ)1/2 = 0 and (x|L(ũ)v) = (x|ũ)1/2(x|ṽu)1/2

and hence we find for v ∈ V = Sym(k,R)

dπ−λ (v, 0,−ϑv)ϕu(x) =
√−1

d

2
tr(v)ϕu(x) +

√−1ϕvu.

Similarly one shows that for T ∈ kl
∼= so(k) we have

dπ−λ (0, T, 0)ϕu(x) = ϕTu(x).

Together this shows that {ϕu : u ∈ Ck} is an irreducible k-module. ¤

Remark 2.20. The observation that ψ0 is not k-finite if V = Rp,q with p + q odd,
p, q ≥ 2, reflects the fact that no covering group of SO(p + 1, q + 1)0 has a minimal
representation if p + q is odd and p, q ≥ 3 (see [47, Theorem 2.13]). Nevertheless, for
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SO(p + 1, 3)0 there exists a minimal representation also if p is odd, see Sabourin [39] for
the p = 3 case. For these minimal representations, however, no L2-model with explicit
Lie algebra action is known.

Remark 2.21. In the case V = Sym(k,R) the pullback of the section ϕu ∈
L2(O,L) under the folding map Rk \ {0}, x 7→ x tx is given by

U−ϕu(x) = ϕu(x tx) = (u1x1 + · · ·+ ukxk)e−|x|
2
, x ∈ Rk, u ∈ Ck.

In Subsection 2.3.1 we shall see that the isomorphism U− : L2(O,L) → L2
odd(Rk) inter-

twines the g-action dπ− on C∞(O,L) and the differential action of the Weil representa-
tion on the (classical) Schrödinger model. Since the functions U−ϕu, u ∈ Ck, form the
minimal k-type of the odd part of the Weil representation it is then clear that Proposi-
tions 2.24, 2.26 and 2.27 also hold for W− with the obvious formulation. However, they
can be proved in the same fashion as for W .

Next we turn to the split rank 1 case. Recall that if r0 = 1, then V ∼= Rk,0 for some
k ≥ 1.

Theorem 2.22. Let V = Rk,0, k ≥ 1, and λ = (r0/r)σ with σ > 0. Then

W0 = Cψ0

and ψ0 is a k-fixed vector. In particular, W0 is an irreducible k-module with highest weight
α0 = 0.

Proof. Again we use (2.23). With Corollary 1.14 (4) we obtain

dπλ(u, 0,−ϑ(u))ψ0(x) =
1√−1

B(ν+σ)/2K̃(ν+σ)/2(|x|)(x|u). (2.26)

Now, B(ν+σ)/2K̃(ν+σ)/2 = 0 and hence

dπλ(u, 0,−ϑ(u))ψ0(x) = 0.

This implies the claim. ¤

In order to prove that W is a (g, k)-module, it is sufficient to show that the generator
ψ0 is a k-finite vector. For the sake of completeness, we pin down this fact (cf. [22]) as
follows:

Lemma 2.23. Let W be a g-module generated by a k-finite vector ψ0. Then W =
U(g)ψ0 is a (g, k)-module.

Proof. Let g1 := gC ⊕ C ⊆ U(g) and define Wn+1 := g1Wn for n ≥ 0. We claim
that
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(1) Wn is finite-dimensional for every n,
(2) Wn is k-invariant for every n,
(3) W =

⋃
n Wn.

The first statement follows easily by induction on n, since W0 and g1 are finite-
dimensional. The third statement is also clear by the definition of U(g). For the second
statement we give a proof by induction on n:

For n = 0 the statement is clear by the definition of W0. For the induction step let
w ∈ Wn+1 and X ∈ k. Then w =

∑
j Yjvj with Yj ∈ g1 and vj ∈ Wn. We have

Xw =
∑

j

X(Yjvj) =
∑

j

([X, Yj ]vj + Yj(Xvj)).

Here [X, Yj ] ∈ g1 and hence [X, Yj ]vj ∈ Wn+1 for each j. Furthermore Xvj ∈ Wn by
the induction assumption and hence Yj(Xvj) ∈ Wn+1 for every j. Together this gives
Xw ∈ Wn+1 which shows that Wn+1 is k-invariant.

Now the k-finiteness of every vector w ∈ W follows. ¤

Now let us return to the general scalar case. To integrate W to a unitary group
representation on L2(O,dµλ) we need further properties. First, we analyze the functions
in W in more detail. For this we introduce some more notation. Denote by C[O] the
space of restrictions of polynomials on V to O. Further, C[O]≥k is defined as the space
of those polynomials in C[O] which are sums of homogeneous polynomials of degree ≥ k.
Finally, K̃α ⊗ C[O]≥k is the space of functions

K̃α ⊗ ϕ : O → C, x 7→ K̃α(|x|)ϕ(x)

with ϕ ∈ C[O]≥k.

Proposition 2.24. Let V be a simple Jordan algebra with simple V + and W be
one of the (g, k)-modules given in Theorem 2.19 and Theorem 2.22.

(a) If V is either euclidean of rank r ≥ 2 or non-euclidean of rank r ≥ 3, then

W ⊆
∞⊕

`=0

K̃(ν/2)+` ⊗ C[O]≥2` ⊆ L2(O,dµ). (2.27)

(b) If V = Rp,q with p + q even, p, q ≥ 2, then

W ⊆
∞⊕

`=0

|(p−q)/2|⊕

k=0

K̃(ν/2)+k+` ⊗ C[O]≥k+2` ⊆ L2(O,dµ). (2.28)

(c) If V = Rk,0, k ≥ 1, and λ = (r0/r)σ > 0, then
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W ⊆
∞⊕

`=0

K̃(ν+σ)/2+` ⊗ C[O]≥2`. (2.29)

Therefore, W ⊆ L2(O,dµλ) if and only if σ ∈ (0,−2ν) = (0, 2k).

Proof. Since g = k + qmax we have W = U(qmax)W0 by the Poincaré-Birkhoff-
Witt Theorem. Since in each case, W0 is already contained in the direct sum above, it
remains to show that these direct sums are stable under the action of qmax = l + n

to obtain the first inclusions. Clearly they are stable under the n-action which is
given by multiplication with polynomials. For the l-action the formula (d/dt)K̃α(t) =
−(t/2)K̃α+1(t) gives the claim. To show the second inclusions, we use the integral for-
mula (1.15). A function K̃α(|x|)φ(x) with φ homogeneous of degree β is contained in
L2(O,dµλ) if and only if the function K̃α(t)tβ is contained in L2(R+, tλr−1dt). Together
with the asymptotic behavior of the K-Bessel function at t = 0 and t = ∞ this gives the
claim. For the convenience of the reader we do the calculation for the split rank one case
in Lemma 2.25 below. ¤

Lemma 2.25. Suppose that r0 = 1. Then W ⊆ L2(O,dµλ) if and only if σ = rλ ∈
(0,−2ν).

Proof. For r0 = 1 we have ν = −k and σ = rλ. Since the K-Bessel functions
rapidly decrease as t → ∞, only the asymptotic behavior of K̃α(t) at t = 0 is relevant.
It is given by

K̃α(t) =





Γ(α)
2

(
t

2

)−2α

+ o(t−2α) if α > 0,

− log
(

t

2

)
+ o

(
log

(
t

2

))
if α = 0,

Γ(−α)
2

+ o(1) if α < 0.

Here o(−) denotes the Bachmann-Landau symbol. We first show that the condition
σ ∈ (0,−2ν) is sufficient for W to be contained in L2(O,dµλ). In view of the inclusion
in Proposition 2.24 (c) it suffices to show that K̃(ν+σ)/2+`(t)t2`+m ∈ L2(R+, tσ−1dt) for
all `,m ∈ N. We distinguish three cases.

(a) (ν + σ)/2 + ` > 0. In this case we have as t → 0:

∣∣K̃(ν+σ)/2+`(t)t2`+m
∣∣2tσ−1 ∼ t−2ν−σ+2m−1

which is integrable near t = 0 since σ < −2ν.
(b) (ν + σ)/2 + ` = 0. The asymptotic behavior as t → 0 is given by:

∣∣K̃(ν+σ)/2+`(t)t2`+m
∣∣2tσ−1 ∼ log(t)2tσ+4`+2m−1
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which is integrable near t = 0 since σ > 0.
(c) (ν + σ)/2 + ` < 0. As t → 0 we have:

∣∣K̃(ν+σ)/2+`(t)t2`+m
∣∣2tσ−1 ∼ tσ+4`+2m−1

which is integrable near t = 0 since σ > 0.

Now we show that the condition σ ∈ (0,−2ν) is also necessary for W to be contained in
L2(O,dµλ). For this it suffices to assume that the function ψ0 is contained in L2(O,dµλ).
This implies that K̃(ν+σ)/2 ∈ L2(R+, tσ−1dt). Again we distinguish between three cases.

(a) (ν + σ)/2 > 0. Then automatically σ > −ν > 0. Further, as t → 0 we have

∣∣K̃(ν+σ)/2(t)
∣∣2tσ−1 ∼ t−2ν−σ−1

which is integrable near t = 0 if and only if σ < −2ν. Therefore σ ∈ (0,−2ν).
(b) (ν + σ)/2 = 0. In this case σ = −ν ∈ (0,−2ν).
(c) (ν + σ)/2 < 0. This implies that σ < −ν < −2ν. Further, as t → 0 we have

∣∣K̃(ν+σ)/2(t)
∣∣2tσ−1 ∼ tσ−1

which is integrable near t = 0 if and only if σ > 0. Hence, also in this case σ ∈
(0,−2ν) and the proof is complete. ¤

Now we can prove the necessary properties to integrate W to a group representation.
First, we show that the (g, k)-module W is infinitesimally unitary.

Proposition 2.26. Let V be a simple Jordan algebra with simple V + and assume
that V � Rp,q, p, q ≥ 2, with p+q odd. If r0 = 1, further assume that σ = rλ ∈ (0,−2ν).
Then the following properties hold :

(1) W is contained in L2(O,dµλ) ∩ C∞(O).
(2) The action dπλ of g on W is infinitesimally unitary with respect to the L2-inner

product.

Proof. (1) This is Proposition 2.24.
(2) For the action of n and l this is clear as the action of qmax = l + n is the derived

action of the unitary representation ρλ. The action of n is infinitesimally unitary
since it is given as the multiple of the Bessel operator Bλ by

√−1 (see (2.12)) which
is symmetric by Theorem 1.12. ¤

Using the previous proposition we can now prove that W is admissible.

Proposition 2.27. Let V be a simple Jordan algebra with simple V + and assume
that V � Rp,q, p, q ≥ 2, with p+q odd. If r0 = 1, further assume that σ = rλ ∈ (0,−2ν).
Then
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(1) The g-module W is Z(g)-finite.
(2) W is an admissible (g, k)-module.

Proof. Any finitely generated (g, k)-module is admissible if it is Z(g)-finite (see
[48, Corollary 3.4.7]). Therefore, part (2) follows from part (1).

To show (1) note that the representation ρλ of Q = L n N on H = L2(O,dµλ) is
unitary and irreducible by Proposition 2.13. By Proposition 2.26 (1) the space D :=
ρλ(Q)W is contained in H and since ρλ is irreducible it is also dense in H. Further
note that since W ⊆ C∞(O) by Proposition 2.26 (1), we also have D ⊆ C∞(O) since
the action of Q leaves C∞(O) invariant (see (2.8) and (2.9)). Now let X ∈ Z(g) be
any central element and put T := dπλ(X). Then TW ⊆ W because W is a g-module.
Further, T extends to C∞(O) as it acts as a differential operator. Then the compatibility
property (2.13) implies

T (D) = T (ρλ(Q)W ) = ρλ(Q)TW ⊆ ρλ(Q)W = D.

The same argument applies for the formal adjoint S = T ∗ of T which is also given by
the Lie algebra action since the Lie algebra representation is infinitesimally unitary by
Proposition 2.26 (2). On D the compatibility property (2.13) assures that T commutes
with every ρλ(g), g ∈ Q. Now, finally, by a variant of Schur’s Lemma (see [48, Proposition
1.2.2]), T acts on D as a scalar multiple of the identity. Therefore, W is Z(g)-finite and
the proof is complete. ¤

2.2.4. Integration of the (g, k)-module.
Now we can finally integrate the (g, k)-module W to a unitary representation of

a finite cover of G. We first find the minimal cover of G to which the (g, k)-module
integrates. We use the following classical fact:

Lemma 2.28. Let G∨ be any connected reductive Lie group with Lie algebra g and
denote by K∨ the maximal compact subgroup (modulo the center of G∨) having the Lie
algebra k. Then an admissible (g, k)-module which is generated by a single k-type lifts to
a representation of G∨ if and only if the generating k-type lifts to K∨.

Thus, we only have to deal with the k-type W0. In view of Theorems 2.19 and 2.22
we define a finite covering G∨ → G as follows:

Definition 2.29 (Minimal covering group G∨). (1) For euclidean V we treat the
five cases separately:
(a) g = sp(k,R). The metaplectic group Mp(k,R) is a 4-fold cover of G =

Sp(k,R)/{±1}. On the level of K = U(k)/{±1} this 4-fold cover is given by
U(k)(2) = {(g, z) ∈ U(k) × C× : z2 = det(g)} and hence the fiber over the
identity is

{
(1, 1), (1,−1),

(− 1, e
√−1π(k/2)

)
,
(− 1,−e

√−1π(k/2)
)}

which is Z4 for k odd and Z2 × Z2 for k even. In particular, (−1, 1) is in the
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fiber if and only if k is even. Define

G∨ := G∨+ :=

{
Mp(k,R)/{(1, 1), (−1, 1)} for k even,

Mp(k,R) for k odd,

G∨− :=

{
Mp(k,R)/{(1, 1), (−1,−1)} for k even,

Mp(k,R) for k odd.

Note that for both even and odd k the groups G∨+ and G∨− are not linear.
(b) g = su(k, k). We realize SU(k, k) as

SU(k, k) =
{

g ∈ SL(2k,C) : g−1 =
(

0 1
1 0

)
g∗

(
0 1
1 0

)}
,

where g∗ denotes the conjugate transpose matrix. Then the center of SU(k, k)
is given by {e

√−1π(j/k)12k : j = 0, . . . , 2k − 1}. Define

G∨ := SU(k, k)/
{
e
√−1π(2j/k)12k : j = 0, . . . , k − 1

}
.

(c) g = so∗(4k). We realize SO∗(4k) as

SO∗(4k) =
{
g ∈ SL(4k,C) : g−1 = J2kg∗J2k = diag(Jk, Jk)gdiag(Jk, Jk)

}
,

where g denotes the conjugate matrix and Jm ∈ M(2m× 2m,R) is given by

Jm :=
(

0 1m

−1m 0

)
.

Then the center of SO∗(4k) is given by

Z(SO∗(4k)) =
{
e
√−1π(j/2k)14k : j = 0, . . . , 4k − 1

}
.

Define

G∨ := G = SO∗(4k)/Z(SO∗(4k)).

(d) g = so(2, k). Let SO(2)(2) be the double covering group of SO(2) and denote
by η ∈ SO(2)(2) the unique element of order 2. Then there is a unique double
cover SO(2, k)(2)0 of SO(2, k)0 with maximal compact subgroup SO(2)(2)×SO(k)
such that the kernel of the covering map SO(2, k)(2)0 → SO(2, k)0 is given by
{(1,1), (η,1)}. Define



390 J. Hilgert, T. Kobayashi and J. Möllers

G∨ :=





SO(2, k)0/{±1} for k ∈ 4Z+ 2,

SO(2, k)0 for k ∈ 4Z,

SO(2, k)(2)0 for k odd.

(e) g = e7(−25). In this case we put

G∨ := G = E7(−25)/Z(E7(−25)).

(2) For V non-euclidean of rank ≥ 3 we let G∨ := G.
(3) Now let V = Rp,q with p + q even, p, q ≥ 2.

(a) If p and q are both even, then define

G∨ := G = SO(p + 1, q + 1)0.

(b) If p and q are both odd, we have G = SO(p + 1, q + 1)0/{±1}. In this case we
put

G∨ :=

{
SO(p + 1, q + 1)0/{±1} if p− q ≡ 0 (mod 4),

SO(p + 1, q + 1)0 if p− q ≡ 2 (mod 4).

(4) Finally, for V = Rk,0, k ≥ 1, we also put G∨ := G = SO(k + 1, 1)0.

Theorem 2.30. Let V be a simple Jordan algebra with simple euclidean subalgebra
V +, and assume that V � Rp,q with p + q odd, p, q ≥ 2. If r0 = 1, further assume that
σ = rλ ∈ (0,−2ν). Then the (g, k)-module W lifts to an irreducible unitary representation
π of G∨ on L2(O,dµλ). Moreover, G∨ is the minimal covering of G to which W lifts.

For V = Sym(k,R) the (g, k)-module W− lifts to an irreducible unitary representa-
tion π− of G∨− on L2(O,L) and G∨− is the minimal covering of G to which W− lifts.

We remark that r0 = 1 is equivalent to g ∼= so(k + 1, 1), k ≥ 1. In this case ν = −k

and σ ∈ (0, 2k) parameterizes the spherical complementary series representations of
SO(k + 1, 1).

Proof of Theorem 2.30. Denote by K∨ ⊆ G∨ the maximal compact subgroup
with Lie algebra k. We only have to show that the k-module W0 lifts to a K∨-module
and that the covering G∨ is minimal with this property. Then the (g, k)-module W

lifts to a (g,K∨)-module. By Propositions 2.26 and 2.27 this (g,K∨)-module is ad-
missible, contained in L2(O,dµλ) and infinitesimally unitary with respect to the L2

inner product. Hence, it integrates to a unitary representation π of G∨ on a Hilbert
space H ⊆ L2(O,dµλ). Since the Lie algebra actions of π and ρλ agree on the maxi-
mal parabolic subalgebra qmax, the representation π descends to the group Q on which it
agrees with ρλ. But ρλ is irreducible on L2(O,dµλ) and therefore, π has to be irreducible
and H = L2(O,dµλ).

It remains to show that G∨ is the minimal covering of G to which W integrates. By
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Lemma 2.28 we only have to check that G∨ is minimal among the coverings of G with
the property that W0 integrates to K∨.

(1) For euclidean V we note by Theorem 2.19 (a) that k acts on ψ0 by the character

dξ : k → C, (u,D,−u) 7→ d

2
√−1tr(u).

We check the five cases separately:
(a) g = sp(k,R). The map k → u(k), (u,D,−u) 7→ D +

√−1u is an isomorphism.
Under this isomorphism the character dξ is given by u(k) → C, X 7→ (1/2)Tr(X)
(we have d = 1). Therefore it integrates to the character U(k)(2) → C×, (g, z) 7→
z. This character is only trivial for the elements (g, 1) and the claim follows by
Definition 2.29 (1)(a).

(b) g = su(k, k). The map k → s(u(k) ⊕ u(k)), (u,D,−u) 7→ (D +
√−1u,D −√−1u) is an isomorphism. Under this isomorphism the character dξ is given by

s(u(k) ⊕ u(k)) → C, (X, Y ) 7→ (1/2)(Tr(X) − Tr(Y )) = Tr(X) (we have d = 2)
and hence integrates to the character S(U(k) × U(k)) → C×, (g, h) 7→ Det(g).
The central element diag(e

√−1π(j/k)) ∈ SU(k, k), j = 0, . . . , 2k− 1, corresponds
to the element diag(e

√−1π(j/k)) ∈ S(U(k) × U(k)) and the claim follows with
Definition 2.29 (1)(b).

(c) g = so∗(4k). The map k → u(2k), (u,D,−u) 7→ D +
√−1u is an isomorphism.

Under this isomorphism the character dξ corresponds to the character u(2k) →
C, X 7→ 2Tr(X) which integrates to the character U(2k) → C×, g 7→ Det(g)2.
The central element diag(e

√−1π(j/2k)) ∈ SO∗(4k), j = 0, . . . , 4k−1, corresponds
to the element diag(e

√−1π(j/2k)) ∈ U(2k). Since Det(diag(e
√−1π(j/2k)))2 = 1 all

central elements act trivially and the claim follows with Definition 2.29 (1)(c).
(d) g = so(2, k). Under the isomorphism of Example 2.1 (2) the character dξ corre-

sponds to the character

so(2)⊕ so(k) → C,

((
0 t

−t 0

)
, X

)
7→ −k − 2

2
√−1t.

This character integrates to SO(2)(2) × SO(k) and factors to SO(2) × SO(k)
if and only if k is even and further to (SO(2) × SO(k))/{±1} if and only if
k ∈ 4Z+ 2. This gives the claim by Definition 2.29 (1)(d).

(e) g = e7(−25). The maximal compact subgroup K̃ ⊆ G̃ is isomorphic to Ẽ6 × R+.
The center of G̃ is isomorphic to Z (see [44, p. 48]) and under the isomorphism
K̃ ∼= Ẽ6 × R+ a generator is given by (z1, z2) with z1 ∈ Z(Ẽ6) non-trivial
and z2 ∈ R+ (see [44, p. 46 & p. 48]). Since Z(Ẽ6) = Z3 (see [44, p. 46]) we
also have (1, z3

2) = (z1, z2)3 ∈ Z(G̃). The element z2 can be written as z2 =
exp(t(e, 0,−e)) since Z(k) = R(e, 0,−e) by Lemma 2.2. Since z3

2 ∈ Z(G̃) we
must have spec(ad(3t(e, 0,−e))) ⊆ 2π

√−1Z which yields 3t ∈ πZ. Now the
character ξ integrates to K̃ and is on (z1, z2) given by
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ξ(z1, z2) = edξ(t(e,0,−e)) = e(d/2)
√−1tr(e)t = 1

since d = 8, tr(e) = r = 3 and t ∈ πZ. Hence the character factors to K̃/Z(G̃)
which obviously gives the minimal covering G∨ = G of G.

(2) In the case where V is non-euclidean of rank ≥ 3, the vector ψ0 is k-spherical and
hence W0 integrates to K∨ = K. We further have G∨ = G and hence G∨ is auto-
matically the minimal covering of G.

(3) Let V = Rp,q with p+ q even, p, q ≥ 2. Then G∨ = G in all cases except when p and
q are both odd and p−q ≡ 2 (mod 4). In this case Z(G∨) = {±1}. By Theorem 2.19
the minimal k-type W0 is isomorphic to H|(p−q)/2|(Rmin(p,q)+1) and hence integrates
to SO(p + 1)× SO(q + 1). Further the element −1 acts on W0 by (−1)|(p−q)/2| and
hence we can factor out −1 if and only if p− q ≡ 2 (mod 4).

(4) The case of V = Rk,0, k ≥ 1, is similar to case (2).
(5) For V = Sym(k,R) we consider the k-module W−

0 . As in (1)(a) we see, using the
proof of Theorem 2.19 (e), that the action of k ∼= u(k) on W−

0
∼= Ck integrates to the

representation U(k)(2) → GL(k,C), (g, z) 7→ zg and the claim follows.

Therefore the proof is complete. ¤

Corollary 2.31. Assume that V � Rp,q with p + q odd, p, q ≥ 2. If r0 = 1,
further assume that σ = rλ ∈ (0,−2ν). Then the kernels of dπ (resp. dπ−) and its
restriction to k-finite vectors agree.

Proof. The space of k-finite vectors is dense in L2(O,dµλ) by Theorem 2.30, and
consequently also in the space of smooth vectors of π. If dπ(X), X ∈ U(g), annihilates
all k-finite vectors it also annihilates all smooth vectors, which implies the claim. The
same argument goes through for dπ−. ¤

Corollary 2.32. Let π (resp. π−) be the irreducible unitary representation of G∨

(resp. G∨−) on L2(O,dµλ) (resp. L2(O,L)) constructed from a simple Jordan algebra in
Theorem 2.30. Assume that V � Rp,q with p + q odd, p, q ≥ 2, and that V is split or
complex. Assume further that gC is not of type An. Then the representations π and π−

are minimal in the sense of Definition 2.16. Conversely, all minimal representations of
any covering group of G are equivalent to π or its dual or additionally π− or its dual for
V ∼= Sym(k,R).

Proof. Combining Theorem 2.11 and Theorem 2.18 we see that the underlying
(g, k)-module W of π is a minimal representation, since our hypotheses guarantee that
the annihilator ideal is the Joseph ideal. Now, the group representation π is minimal by
definition. That in fact all minimal representations are obtained in this way follows by
comparing the tables in [45] with Table 4. ¤

2.3. Two prominent examples.
We show that for V = Sym(k,R) the representations π± of G∨ are isomorphic

to the even and odd part of the Segal-Shale-Weil representation (see [11, Chapter 4])
and for V = Rp,q the representation π is isomorphic to the minimal representation of
O(p + 1, q + 1) as studied by T. Kobayashi, B. Ørsted and G. Mano in [24], [25], [27],
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[28], [29].

2.3.1. The Segal-Shale-Weil representation.
The Segal-Shale-Weil representation is a unitary representation of the metaplectic

group Mp(k,R), the double cover of the symplectic group Sp(k,R). We compare the
(classical) Schrödinger model of µ realized on L2(Rk) with our construction of the mini-
mal representation associated to the Jordan algebra V = Sym(n,R) via the folding map
(1.11). For this purpose, it is enough to work with the action dµ of the Lie algebra
sp(n,R), and we shall use the same normalization as in [11, Chapter 4]:

dµ

(
0 0
C 0

)
= −π

√−1
k∑

i,j=1

Cijyiyj for C ∈ Sym(k,R),

dµ

(
A 0
0 −tA

)
= −

k∑

i,j=1

Aijyj
∂

∂yi
− 1

2
Tr(A) for A ∈ M(k,R),

dµ

(
0 B

0 0

)
=

1
4π
√−1

k∑

i,j=1

Bij
∂2

∂yi∂yj
for B ∈ Sym(k,R).

The Weil representation splits into two irreducible components (see [11, Theorem
4.56]):

L2(Rk) = L2
even(Rk)⊕ L2

odd(Rk),

where L2
even(Rk) and L2

odd(Rk) denote the spaces of even and odd L2-functions, respec-
tively. Let µ = µ+ ⊕ µ− be the corresponding decomposition of the representation µ.

Next we recall from (1.16) and (2.16) that the folding map Rk \{0}, x 7→ x tx induces
unitary isomorphisms

U+ : L2(O) → L2
even(Rk),

U− : L2(O,L) → L2
odd(Rk).

Third, for the Jordan algebra V = Sym(k,R), the conformal Lie algebra g ∼= sp(k,R)
acts via dπ+ resp. dπ− on the space of smooth vectors for L2(O) resp. L2(O,L) by
skew-adjoint operators. Now we realize g ∼= sp(k,R) in the matrix form as in Example
2.1 (1) and define an automorphism of sp(k,R) by

(
A C

B −tA

)
7→ k0

(
A C

B −tA

)
k−1
0 =

( −tA −πB

(−1/π)C A

)
,

where k0 =
(

0
√

π1

(−1/
√

π)1 0

)
. We show that under these identifications the representation

dπ+ resp. dπ− agrees with dµ+ resp. dµ−. More precisely, we have the following identity
of skew-adjoint operators on L2(O) resp. L2(O,L):
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Proposition 2.33. For A ∈ M(k,R) and B,C ∈ Sym(k,R) we have

dπ±(C,A, B) = (U±)−1 ◦ dµ±
( −tA −πB

(−1/π)C A

)
◦ U±. (2.30)

Proof. It suffices to prove the intertwining formula for dπ = dπ+, dµ = dµ+ and
U = U+. Choose an orthonormal basis (eα)α of V = Sym(k,R) with respect to the inner
product (x|y) = Tr(xy). Then for 1 ≤ i ≤ k:

∂Uψ

∂yi
(y) =

∂

∂yi
ψ(yyt) =

∑
α

∂ψ

∂xα
(yyt)

∂(yyt)α

∂yi
=

∑
α

∂ψ

∂xα
(yyt)

∂

∂yi
Tr(yyteα)

= 2
∑
α

∂ψ

∂xα
(yyt)(eαy)i = 2

(
∂ψ

∂x
(yyt)y

)

i

.

(a) Let (C, 0, 0) ∈ g, C ∈ Sym(k,R). Then

(
dµ

(
0 0

(−1/π)C 0

)
◦ U

)
ψ(y)

=
√−1

k∑

i,j=1

Cijyiyj Uψ(y) =
√−1Tr(yytC)Uψ(y)

=
√−1(yytψ(yyt)|C) = (U ◦ dπ(C, 0, 0))ψ(y).

(b) Let (0, A, 0) ∈ g, A ∈ gl(k,R). A acts on V by A · x = Ax + xAt (see Example 1.5
(1)). Then

(
dµ

( −At 0
0 A

)
◦ U

)
ψ(y) =

k∑

i,j=1

Ajiyj
∂

∂yi
ψ(yyt) +

1
2
Tr(A)ψ(yyt)

= 2
k∑

i=1

(Aty)i

(
∂ψ

∂x
(yyt)y

)

i

+
1
2
Tr(A)ψ(yyt)

=
(

At(yyt) + (yyt)A
∣∣∣∣
∂ψ

∂x
(yyt)

)
+

1
2
Tr(A)ψ(yyt)

= (U ◦ dπ(0, A, 0))ψ(y),

since

Tr(V → V, x 7→ A · x) = (k + 1)Tr(A).

(c) Let (0, 0, B) ∈ g, B ∈ Sym(k,R). Then
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(
dµ

(
0 πB

0 0

)
◦ U

)
ψ(y)

=
1

4
√−1

k∑

i,j=1

Bij
∂2

∂yi∂yj
ψ(yyt) =

1
2
√−1

k∑

i,j=1

Bij
∂

∂yi

[∑
α

∂ψ

∂xα
(yyt)(eαy)i

]

=
1√−1

k∑

i,j=1

Bij

∑

α,β

∂2ψ

∂xα∂xβ
(yyt)(eαy)i(eβy)j +

1
2
√−1

k∑

i,j=1

Bij

∑
α

∂ψ

∂xα
(yyt)(eα)ij

=
1√−1

∑

α,β

∂2ψ

∂xα∂xβ
(yyt)

k∑

i,j=1

Bij(eαy)i(eβy)j +
1

2
√−1

k∑

i,j=1

Bij

(
∂ψ

∂x
(yyt)

)

ij

=
1√−1

∑

α,β

∂2ψ

∂xα∂xβ
(yyt)

(
P (eα, eβ)(yyt)

∣∣B)
+

1
2
√−1

(
∂ψ

∂x
(yyt)

∣∣∣∣B
)

=
1√−1

(B1/2ψ(yyt)
∣∣B)

= (U ◦ dπ(0, 0,−B))ψ(y). ¤

Note that the groups G∨± are by Definition 2.29 (1)(a) always quotients of the meta-
plectic group Mp(k,R). Therefore, in order to obtain an intertwining operator between
the group representations π± and µ±, we may and do lift π± to representations of
Mp(k,R) which we also denote by π±. Then we have the following intertwining formula:

Corollary 2.34. For g ∈ Mp(k,R) we have

U± ◦ π±(g) = µ±(k0gk−1
0 ) ◦ U±.

Hence µ±(k−1
0 ) ◦ U± are intertwining operators between π± and µ±.

Proof. This now follows immediately from (2.30). ¤

Remark 2.35. Together with Definition 2.29 (1)(a) the previous proposition shows
that for even k the two components of the Weil representation of Mp(k,R) descend to
representations of a quotient group of index 2 which is not a linear group. This quotient
group though is different for the two components. This fact can also be seen from the
explicit calculation of the cocycle of the Weil representation in [32, Section 1.6].

2.3.2. The minimal representation of O(p + 1, q + 1).
Let V = Rp,q, p, q ≥ 2. Then by Example 1.7 (2) the minimal orbit O is the isotropic

cone

O =
{
x ∈ Rp+q : x2

1 + · · ·+ x2
p − x2

p+1 − · · · − x2
p+q = 0

} \ {0},

and the group G∨ is a quotient of SO(p + 1, q + 1)0 by Definition 2.29 (3). In [29] the
authors construct a realization of the minimal representation of O(p+1, q+1) on L2(O).
We use the notation of [29] and denote by $ the minimal representation of O(p + 1,



396 J. Hilgert, T. Kobayashi and J. Möllers

q + 1) on L2(O). The action $ of the identity component SO(p + 1, q + 1)0 is uniquely
determined by the corresponding Lie algebra action d$. Let f : g → so(p + 1, q + 1) be
the isomorphism of Example 2.1 (2). Then by [29, Equation (3.2.1a) and Lemma 3.2]
we have

d$(f(u, 0, 0)) = 2
√−1

n∑

j=1

ujxj =
√−1(x|u) for u ∈ V,

d$(f(0, T, 0)) = DT∗x for T ∈ so(p, q),

d$(f(0,1, 0)) = E +
p + q − 2

2
for s ∈ R,

d$(f(0, 0,−ϑ(v))) =
1
2
√−1

n∑

j=1

vjPj , for v ∈ V,

where E is the Euler operator

E =
n∑

j=1

xj
∂

∂xj

and the fundamental differential operators Pj on the isotropic cone O are the second
order differential operators defined by

Pj = εjxj2ε − (2E + n− 2)
∂

∂xj

with

2ε =
n∑

j=1

εj
∂2

∂x2
j

,

εj =

{
+1 for 1 ≤ j ≤ p,

−1 for p + 1 ≤ j ≤ n.

Proposition 2.36. For X ∈ g we have

d$(f(X)) = dπ(X). (2.31)

The previous proposition now implies the following result for the group representa-
tions:

Corollary 2.37. The representation $ of SO(p+1, q+1)0 descends to the group
G∨ on which it agrees with π if p, q > 1.
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Remark 2.38. Second order differential operators similar to the fundamental dif-
ferential operators Pj also appear in different contexts. See the operators Du in [2,
Section 3] and the operators Φj and Θj in [31, Section 2], for example.

3. Relations with previous results.

In this section we relate our results to previous work on the subject. In particular, we
interpret the representation π as a subrepresentation of a certain (degenerate) principal
series representation. This allows us to state a unified k-type formula of our minimal
representations. We further find explicit k-finite vectors in every k-type which establishes
a connection to special functions satisfying certain differential equations of fourth order.
Finally, we prove Theorem C from the introduction using the unitary inversion operator
FO.

3.1. Degenerate principal series.
In this subsection we show that for the minimal non-zero orbit Oλ = O the repre-

sentation π = πλ is a subrepresentation of a degenerate principal series representation
ωs.

We start with some general observations.
For a k-module V we set

Vk := {v ∈ V : dim U(k)v < ∞}.

Let K be a connected compact Lie group with Lie algebra k. Although we have not
assumed that there is an action of K on V , we can define the space VK of vectors v ∈ Vk

for which the k-action on U(k)v lifts to K. Then

VK =
∑

(τ,Vτ )∈K̂

∑

ψ∈Homk(Vτ ,V )

ψ(Vτ ), (3.1)

where K̂ is the unitary dual of K.

Lemma 3.1. Let K be a connected compact Lie group, M ⊆ K a closed subgroup
and U a connected open neighborhood of the canonical base point in K/M . Denote the
sheaves of real analytic functions and hyperfunctions by A and B respectively. Then the
Lie algebra k acts on both, B(U) and A(U).

(1) B(U)K = A(U)K .
(2) There is a natural inclusion A(U)K ↪→ A(K/M0)K , where M0 is the identity com-

ponent of M .

Proof. Part (1) follows from elliptic regularity. To prove (2), in view of (3.1),
it suffices to show that for each (τ, Vτ ) ∈ K̂ and ψ ∈ Homk(Vτ ,A(U)) the space ψ(Vτ )
can be naturally viewed as a subspace of A(K/M0)K . To do that, compose ψ with the
evaluation map evo : A(U)K → C at the base point o = eM ∈ K/M to obtain an element
v = vψ in the dual space V ∨

τ . Then
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ψ(u)(0) = 〈u, v〉 for u ∈ Vτ .

Let τ∨ be the contragredient representation on Vτ∨ ' V ∨
τ , and dτ∨ the differential

representation of τ∨. For Y ∈ k we can calculate

−〈u, dτ∨(Y )v〉 = 〈dτ(Y )u, v〉 = ψ(dτ(Y )u)(o) = Ỹoψ(u).

Here Ỹ denotes the vector field on K/M associated with Y ∈ k via

Ỹx :=
d
dt

∣∣∣∣
t=0

exp(−tY ) · x ∈ Tx(K/M).

We extend this Lie algebra representation to a representation of U(k) in the differential
operators on K/M .

If Y ∈ m, then Ỹo = 0 and therefore dτ∨(Y )v = 0. This means that v ∈ (V ∨
τ )m =

(V ∨
τ )M0 . Hence the matrix coefficient

fu(k) := 〈τ(k−1)u, v〉 = 〈u, τ∨(k)v〉 ∈ A(K)

may be regarded as a real analytic function on K/M0, resulting in a k-homomorphism
Vτ → A(K/M), u 7→ fu. It remains to be shown that ψ(u)(k · o) = fu(k) for k ∈ K

close enough to the identity. Since both functions are real analytic, this follows if all
derivatives agree in o, i.e. from the calculation

(Ỹ ψ(u))(o) = ψ(dτ(Y )(u))(o) = 〈dτ(Y )u, v〉 = (Ỹ fu)(e),

for any Y ∈ U(k). ¤

Next, let G be any connected real reductive group with Iwasawa decomposition
G = KAN . Suppose P ⊆ G is a parabolic subgroup with Levi decomposition P = LN .
Note that P may have more than one connected component. Further, let χ : P → C×
be a character of P . We consider the induced representation IndG

P (χ) of G (normalized
parabolic induction). It is given by the left regular action of G on

IndG
P (χ) = {f ∈ C∞(G) : f(gp) = (δχ)(p)−1f(g) ∀ g ∈ G, p ∈ P},

where

δ(g) := |Det(Ad(g)|N )|1/2 for g ∈ P . (3.2)

Let N be the unipotent radical of the opposite parabolic subgroup. Since NP is open
and dense in G by the Gelfand-Naimark decomposition, a function f ∈ IndG

P (χ) is
already determined by its restriction to N . Identifying N with its Lie algebra n via
the exponential function, we can view the representation IndG

P (χ) as a representation on
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a subspace of C∞(n). The differential representation of the Lie algebra g of G can be
extended to a representation on the space B(n) of hyperfunctions, which we denote by
Indg

p(dχ), as this differential representation depends only on dχ. In particular it does
not depend on either coverings of G or the values of χ on connected components of P

other than the identity component.
Decompose the induced representation IndP

P0
(χ|P0) into irreducible P -

representations. We denote by Tdχ the set of irreducible P -representations occurring in
this decomposition. Using the induction by stages, we get an isomorphism of G-modules:

IndG
P0

(χ|P0) '
⊕

τ∈Tdχ

dim τ IndG
P (τ). (3.3)

Since P centralizes the split center of L, we have

dτ = dχ · id, (3.4)

for any τ ∈ Tdχ. If P is connected, then Tdχ consists of a single element χ which is
one-dimensional. For general P , in light that K ∩ P meets every connected component
of P , we see that any τ ∈ Tdχ is determined by the restriction τ |K∩P , which is still
irreducible.

The following lemma will be instrumental in proving that the representation π is a
subrepresentation of a degenerate principal series representation.

Lemma 3.2. Let g act on B(n) by Indg
p(dχ). Suppose that W is a (g,K)-module

such that Homg(W,B(n)) 6= 0.

1) There exists at least one τ ∈ Tdχ such that

Hom(g,K)

(
W, IndG

P (τ)
) 6= 0. (3.5)

2) If W admits a scalar K-type µ, then such τ ∈ Tdχ satisfying (3.5) exists uniquely.
Further, this τ is one-dimensional. It is characterized by the following three condi-
tions: τ ∈ Tdχ, τ is one-dimensional, and τ |K∩P = µ|K∩P .

Proof. 1) We apply Lemma 3.1 for M := K ∩ P and U := NP/P ' n regarded
as an open dense set in K/K ∩ P ' G/P . In view of (3.3), we get:

B(n)K
∼=

(
IndG

P0
(χ|P0)

)
K
∼=

⊕

τ∈Tdχ

dim τ
(
IndG

P (τ)
)
K

. (3.6)

Let W be a (g,K)-module. Then (3.6) implies

Homg

(
W,B(n)

) ∼=
⊕

τ∈Tdχ

dim τ Hom(g,K)

(
W, IndG

P (τ)
)
. (3.7)
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Hence the first statement follows.
2) Since G = KP we have an isomorphism: IndG

P (τ) ' IndK
K∩P (τ |K∩P ) as K-

modules. Hence, we get

HomK∩P (µ|K∩P , τ |K∩P ) ∼= HomK

(
µ, IndK

K∩P (τ |K∩P )
) 6= 0, (3.8)

by the Frobenius reciprocity, if µ occurs as a K-type in IndG
P (τ). Since τ |K∩P is irre-

ducible, τ must be one-dimensional by (3.8) if µ is one-dimensional. The last statement
is clear because K ∩ P meets every connected component of P . ¤

We return to the situation, where G = Co(V )0 is the identity component of the
conformal group of a simple real Jordan algebra V with simple V +, excluding the case
V ∼= Rp,q, p+ q odd, p, q ≥ 2. Recall that Qmax denotes the maximal parabolic subgroup
of G corresponding to the maximal parabolic subalgebra qmax (see Subsection 2.1.1).
Qmax has a Langlands decomposition Qmax = LmaxnN with Lmax ⊆ Str(V ). Recall the
character χ of Str(V ) defined by (1.8). For s ∈ C we introduce the character of Lmax by

χs(g) := |χ(g)|s for g ∈ Lmax.

We extend χs to the opposite parabolic Qmax := Lmax n N by letting N act trivially.
Then the character δ (see (3.2)) amounts to

δ(g) =
∣∣Det(Ad(g)|N )

∣∣1/2 = |χ(g)|−n/2r = χ−n/2r(g) for g ∈ Lmax.

The degenerate principal series representation ωs of G on IndG
Qmax(χs) takes the form

ωs(g)η(x) = (δτ)(Dg−1(x))−1η(g−1 · x) for x ∈ V ' N , g ∈ G. (3.9)

Here, Dg−1(x) denotes the differential of the conformal transformation x 7→ g−1 · x

whenever it is defined. Then the differential representation dωs = Indg

qmax(dχs) is given
in terms of the Jordan algebra as follows (cf. Pevzner [38, Lemma 2.6]):

dωs(X)η(x) = −Duη(x) for X = (u, 0, 0),

dωs(X)η(x) =
(

rs

n
− 1

2

)
Tr(T )η(x)−DTxη(x) for X = (0, T, 0),

dωs(X)η(x) =
(

2s− n

r

)
τ(x, v)η(x)−DP (x)vη(x) for X = (0, 0,−v).

Note that L2(Oλ,dµλ) is contained in the space S ′(V ) of tempered distributions.
For λ ∈ W consider the Fourier transform Fλ : L2(Oλ,dµλ) → S ′(V ) given by
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Fλψ(x) =
∫

Oλ

e−
√−1(x|y)ψ(y)dµλ(y), x ∈ V, (3.10)

where ( | ) is the trace form from (1.1). Combining Proposition 2.14 and Theorem 1.12,
we can verify that Fλ intertwines the actions of dπλ and dωs for s = ((n/r)− λ)/2 (see
[34, Proposition 2.2.1], for the detailed calculation):

Proposition 3.3. Let λ ∈ W and s = ((n/r)− λ)/2. Then for X ∈ g we have

Fλ ◦ dπλ(X) = dωs(X) ◦ Fλ on C∞c (Oλ).

We now restrict to the case where λ ∈ W such that Oλ = O and we put again
s = ((n/r) − λ)/2. In the case of split rank r0 = 1 as before we assume that σ =
rλ ∈ (0,−2ν). Under these assumptions we constructed the representation π of G∨ on
L2(O,dµλ) in Subsection 2.2.

Denote by H ⊆ S ′(V ) the image of L2(O,dµλ) under the Fourier transform Fλ and
endow it with the Hilbert space structure turning Fλ into a unitary isomorphism, see
(3.10).

Denote by Qmax∨ the maximal parabolic subgroup of G∨ which projects onto Qmax

under the covering map G∨ → G. The characters χs and δ naturally lift to Qmax∨, and
we denote these lifts by the same letters.

Below, we will show that there is a unique character τs for which the maximal
globalization (Imax

s , ωs) of the degenerate principal series representation IndG∨

Qmax∨(τs)
contains the unitary representation π as a subrepresentation.

To be more precise, we define a one-dimensional representation τs of Qmax∨ as
follows: On the connected component of Qmax∨ containing the identity, τs is subject to

dτs = dχs with s =
1
2

(
n

r
− λ

)
.

For possible disconnected components of Qmax∨, we divide the cases according to the
dimension of the minimal K-type µ of π on L2(O,dµλ) which we found explicitly in
Theorems 2.19 and 2.22.

Case 1. V 6' Rp,q.
In this case, µ is one-dimensional. Then our τs is characterized by

τs|ML
= µ|ML

, (3.11)

where ML := Qmax∨ ∩K∨.

Case 2. V ' Rp,q.
We note we have excluded the case p + q is odd and p, q ≥ 2. If both p and

q are odd and p − q ≡ 0 mod 4, then G∨ = G and Qmax is connected. Otherwise,
G∨ ' SO(p + 1, q + 1)0 is a double covering group of G (see Definition 2.29 (3) and (4)),
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and the parabolic subgroup Qmax∨ has two components (Qmax∨)0 and m0(Qmax∨)0, m0

being the non-trivial element of G∨ projecting onto the identity element (see [29]). Then
Tdχ consists of two characters of Qmax according as the evaluation at m0 is 1 or −1. We
define τs ∈ Tdχ characterized by

τs(m0) =

{−1 if p, q both odd, p− q ≡ 2 mod 4,

+1 otherwise.
(3.12)

Theorem 3.4. Let λ ∈ W such that Oλ = O and set s = ((n/r) − λ)/2. In the
case of split rank r0 = 1 assume that σ = rλ ∈ (0,−2ν).

(1) There exists a unique character τs of Qmax such that dτs = dχs and that the degen-
erate principal series representation IndG∨

Qmax∨(τs) contains a (g,K∨)-module which
is isomorphic to the underlying (g,K∨)-module of the unitary representation π on
L2(O,dµλ). Such a character τs ∈ Tdχs

is characterized by (3.11) and (3.12).
(2) The Fourier transform Fλ is an intertwining operator from L2(O,dµλ) into the

maximal globalization of the degenerate principal series representation IndG∨

Qmax∨(τs).

Proof. We apply Lemma 3.2 for P = Qmax∨, χ = χs, and the (g,K∨)-module
W = dπλ(U(g))ψ0 from Section 2.2.3. The formula in Proposition 3.3 on C∞c (O) still
holds for K-finite vectors of L2(O,dµλ) in light of the asymptotic behaviours of K-finite
vectors (see Proposition 2.24), and therefore we have Homg(W,S ′(V )) 6= 0. Therefore,
Theorem 3.4 follows from Lemma 3.2 if W admits a scalar K∨-type µ.

In the remaining case where W does not necessarily admit a scalar K∨-type, i.e., for
V = Rp,q, Theorem 3.4 was proved in [29, Theorem 4.9]. For the sake of completeness,
we give a proof along the same line of argument here. We already know that Qmax∨

has at most two connected components and therefore that Tdχ consists of characters.
Thus it is sufficient to determine a one-dimensional representation τ ∈ Tdχ such that
τ(m0) = µ(m0) when G∨ = SO(p + 1, q + 1)0. If p ≥ q, we have µ = 1 £H(p−q)/2(Rq+1)
on which m0 acts as the scalar (−1)(p−q)/2. Therefore, the τ we are looking for is
characterized by

τs(g) = χs(g), g ∈ (Qmax∨)0.

τs(m0) = (−1)(p−q)/2.

The case q ≥ p is treated similarly. ¤

Remark 3.5. In the split rank 1 case, i.e. g ∼= so(k + 1, 1), k ≥ 1, we obtain
the entire complementary series for SO(k + 1, 1)0. For all parameters λ for which W is
contained in L2(O,dµλ) the Fourier transform Fλ intertwines the principal series real-
izations with the L2-models. Moreover, these L2-models coincide with the “commutative
models” studied by Vershik-Graev [46].

Remark 3.6. In the 1990s a number of papers appeared dealing with the struc-
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ture of degenerate principal series representations. Among others [41], [42], and [49]
determine the irreducible and unitarizable constituents of the degenerate principal series
representations associated to conformal groups of euclidean and non-euclidean Jordan
algebras. The proofs are of an algebraic nature. Using these results, A. Dvorsky and
S. Sahi as well as L. Barchini, M. Sepanski and R. Zierau considered unitary representa-
tions of the corresponding groups on L2-spaces of orbits of the structure group. In [40]
the case of a euclidean Jordan algebra is treated and the non-euclidean case is studied in
[8], [9] and [1, Section 8]. However, they all exclude the case V = Rp,q for general p and
q such that π does not contain a scalar K-type (i.e. p + q: even, p, q ≥ 2, and p 6= q).
In fact, contrary to what was claimed in [8, p. 206], it is possible to extend the Mackey
representation of Qmax∨ to the whole group G∨ = SO(p + 1, q + 1)0. In this case the
L2-model of the minimal representation was established by T. Kobayashi and B. Ørsted
in [29].

The interpretation of the minimal representation dπ as a subrepresentation of a
degenerate principal series representation allows us to compute its infinitesimal character.
We parameterize the infinitesimal character by the Harish-Chandra isomorphism

HomC-algebra(Z(g),C) ∼= h∗/W,

where Z(g) is the center of U(g), h is a Cartan subalgebra containing (0, id, 0) ∈ lC ⊆ gC,
and W is the corresponding Weyl group. It is possible to choose h ⊆ lC. We denote by
ρlC the half-sum of all positive roots of lC with respect to h.

Since the infinitesimal character is preserved by the normalized parabolic induction,
we get

Theorem 3.7. The representation dπ of g has the infinitesimal character dχs+ρlC ,
where s = ((n/r)− λ)/2.

3.2. Special functions in the L2-models.
In this section we find explicit k-finite vectors in each k-type of the L2-models for

the representations from Theorem 2.30. These k-finite vectors are essentially one-variable
functions solving a fourth-order differential equation. The differential equation as well
as its corresponding solutions are studied in detail in [16], [17] building on the minimal
representation of O(p, q). It is noteworthy that this same set of special functions appears
in a uniform fashion for the L2-models for minimal representations of all other groups
that were constructed in the previous section.

In view of Proposition 3.3 and Theorem 3.4, the (g, k)-module W is realized as
a subrepresentation of the (degenerate) principal series representation Is. Using the
structural results for the composition series of Is, [41, Equation (7)] for the euclidean
case, [42, Section 0 and Theorems 4.A and 4.B] for the case of a non-euclidean Jordan
algebra � Rp,q, p, q ≥ 2, and [29, Lemma 2.6 (2)] for the case of V = Rp,q, we find the
k-type decomposition of the (g, k)-module W . To this end we put

W j := Eα0+jγ1 . (3.13)
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Here α0 denotes the highest weight of the minimal k-type W0
∼= W 0 (see Theorems 2.19

and 2.22), γ1 was defined in Subsection 2.1.2, and Eα was introduced in Subsection 2.1.4.

Theorem 3.8. The k-type decomposition of the (g, k)-module W is given by

W ∼=
∞⊕

j=0

W j .

In each k-type W j the space of kl-fixed vectors is one-dimensional.

The kl-fixed vectors are exactly the radial functions ψ(x) = f(|x|), x ∈ O. Denote
by L2(O,dµλ)rad ⊆ L2(O,dµλ) the subspace of radial functions. By (1.15), the map
O → R+, x 7→ |x|, induces an isomorphism L2(O,dµλ)rad ∼= L2(R+, trλ−1dt). Let
W j

rad := W j ∩ L2(O,dµλ)rad. We then obtain that the algebraic direct sum

∞⊕

j=0

W j
rad ⊆ L2(O,dµλ)rad

is dense. To determine a generator for the one-dimensional subspaces W j
rad we compute

the action of the k-Casimir on radial functions.

On k we define an ad-invariant inner product by

〈X1, X2〉 := Bl(T1, T
∗
2 ) + 2Tr(T1T

∗
2 ) +

8n

r
(u1|u2),

where Bl denotes the Killing form of l (cf. [38, proof of Proposition 1.1]). Choose
an orthonormal basis (Xα)α with respect to this inner product and define the Casimir
element Ck of k by

Ck :=
∑
α

X2
α.

Ck is independent of the choice of the basis (Xα)α and defines a central element of degree
2 in U(k). Therefore, thanks to Schur’s Lemma, dπ(Ck) acts on each k-type W j by a
scalar. This scalar can be determined using root data. For this we define a constant
µ = µ(V ) by

µ = µ(V ) :=
n

r0
+

∣∣∣∣d0 − d

2

∣∣∣∣− 2. (3.14)

Table 3 lists the possible values of µ and ν (see (1.5) for the definition of ν) for all simple
real Jordan algebras.

Proposition 3.9. The Casimir operator dπ(Ck) acts on every k-type W j of W by
the scalar
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− r0

8n

(
4j(j + µ + 1) +

r0d

2

∣∣∣∣d0 − d

2

∣∣∣∣
)

.

Recall from [16] the fourth order differential operator D̃α,β in one variable given by

D̃α,β =
1
t2

(
(θ + α + β)(θ + α)− t2

)(
θ(θ + β)− t2

)
,

for α, β ∈ C, where θ = t(d/dt) denotes the one-dimensional Euler operator.

Remark 3.10. To be precise, we have introduced in [16, (1.11)] the following
differential operator:

Dα,β := D̃α,β − 1
2
(α− β)(α + β + 2),

so that the symmetry Dα,β = Dβ,α holds.

The action of dπ(Ck) on radial functions can be expressed in terms of D̃α,β :

Theorem 3.11. Let ψ(x) = f(|x|) (x ∈ O) be a radial function for some f ∈
C∞(R+).

(1) For V of split rank r0 > 1 we have:

dπ(Ck)ψ(x) = − r0

8n

(
D̃µ,ν +

r0d

2

∣∣∣∣d0 − d

2

∣∣∣∣
)

f(|x|).

(2) For V of split rank r0 = 1 we have with λ = (r0/r)σ, σ ∈ (0,−2ν) :

dπ(Ck)ψ(x) = − r0

8n

(
D̃µ,ν+σ +

r0d

2

∣∣∣∣d0 − d

2

∣∣∣∣
)

f(|x|).

Corollary 3.12. (1) For V of split rank r0 > 1 let u ∈ L2(R+, tµ+ν+1dt) be any
eigenfunction of D̃µ,ν for the eigenvalue 4j(j + µ + 1), j ∈ N0.

(2) For V of split rank r0 = 1 and λ = (r0/r)σ, σ ∈ (0,−2ν), let u ∈ L2(R+, tµ+ν+σ+1dt)
be any eigenfunction of D̃µ,ν+σ for the eigenvalue 4j(j + µ + 1), j ∈ N0.
Then

ψ(x) := u(|x|), x ∈ O

defines a k-finite vector in the k-type W j.

For a moment we now allow general real parameters α, β ∈ R. To find explicit L2-
eigenfunctions of D̃α,β , we recall from [16, (3.2)] the generating functions Gα,β(t, s) by
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Gα,β(t, s) :=
1

(1− t)(α+β+2)/2
Ĩα/2

(
st

1− t

)
K̃β/2

(
s

1− t

)
,

where we have renormalized the I-Bessel function as

Ĩλ(z) :=
(

z

2

)−λ

Iλ(z) =
∞∑

n=0

1
Γ(n + λ + 1)n!

(
z

2

)2n

.

The function Gα,β(t, s) is analytic at t = 0 and defines a series (Λα,β
j (s))j=0,1,2,... of

real-analytic functions on R+ by

Gα,β(t, s) =
∞∑

j=0

Λα,β
j (s)tj .

We then have

Λα,β
0 (s) =

1
Γ((α + 2)/2)

K̃ρ/2(s). (3.15)

We refer to [16], [17], [26] for basic properties of (Λα,β
j (s))j=0,1,2,... as “special

functions”. Among others, we recall from [16]:

Theorem 3.13. For α+β, α−β > −2 the function Λα,β
j (s) is non-zero, contained

in L2(R+, sα+β+1ds) and an eigenfunction of D̃α,β for the eigenvalue 4j(j + α + 1).

We apply this theorem to our setting. Let µ = µ(V ) and ν = ν(V ) be the parameters
(see Table 3) belonging to a simple real Jordan algebra V for which we constructed the
representation π.

Corollary 3.14. (1) Let V be of split rank r0 > 1. Then for every j ∈ N0, the
function

ψj(x) := Λµ,ν
j (|x|), x ∈ O,

is a non-zero k-finite vector in the k-type W j.
(2) Let V be of split rank r0 = 1 and λ = (r0/r)σ, σ ∈ (0,−2ν). Then for every j ∈ N0,

the function

ψj(x) := Λµ,ν+σ
j (|x|), x ∈ O,

is a non-zero k-finite vector in the k-type W j for any j ∈ N0.

The function ψj(x) with j = 0 in Corollary 3.14 coincides, up to a Gamma factor,
with the generating function ψ0 which was introduced in (2.14) and (2.15).
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Remark 3.15. In L2-model of a number of “small” unitary representations, we can
observe that functions belonging to minimal K-types are given by means of the modified
K-Bessel function K̃α(x) (see [8], [29], [30], [40]). It is known that Hermite/Laguerre
polynomials appear in the higher K-types of the minimal representations for g = sp(n,R)
and o(n, 2). The idea behind “special functions” Λµ,ν

j (x) is to find an analog of these
classical polynomials for the minimal representations that we have constructed. This
idea is pursued in [17], [26].

3.3. The unitary inversion operator FO.
The proof of Theorem C parallels the argument in [24, Chapter2], where we in-

troduce an involutive unitary operator that we call the unitary inversion operator FO
on L2(O,dµλ). This operator intertwines the Bessel operators with multiplication by
coordinate functions. The unitary inversion operator FO is not only a tool to prove
Theorem C, but is of interest on its own. In fact, it is the Euclidean Fourier transform
up to a phase factor if V = Sym(k,R); for V = Rp,q, the principal object of the paper
[25] is the unitary inversion operator FO for the “light cone” O in the Minkowski space
R1,n−1 and that of the book [24] is FO for the isotropic cone O in Rp,q. We refer to [23]
and [24, Chapter 1] for the general program of the L2-model of minimal representations
and further perspectives on the role of the unitary inversion operator FO. From the
representation theoretic viewpoint, the operator FO generates the action π of the whole
group G∨ together with the (relatively simple) action of a maximal parabolic subgroup
on L2(O,dµλ).

Let V be a simple real Jordan algebra with V + simple. As before, we assume
V � Rp,q with p + q odd, p, q ≥ 2. Let λ ∈ W such that Oλ = O. For V of split
rank r0 = 1 we further assume that λ ∈ (0,−2ν). Then dπλ integrates to an irreducible
unitary representation π of G∨ on L2(O,dµλ) as we proved in Theorem 2.30. Let

j∨ := expG∨

(
π

2
(e, 0,−e)

)
∈ G∨,

then j∨ projects to the conformal inversion j ∈ G under the covering map G∨ → G.
Further recall the Cartan involution ϑ ∈ Str(V ). We define the action ρλ on

L2(O,dµλ) also for ϑ, extending formula (2.9):

ρλ(ϑ)ψ(x) := χ(ϑ∗)λ/2ψ(ϑ∗x) = ψ(ϑx), ψ ∈ L2(O,dµλ).

Then we define the unitary operator FO on L2(O,dµλ) by

FO := e−π
√−1(r0/2)(d0−(d/2))+ρλ(ϑ)π(j∨). (3.16)

Remark 3.16. We define an element of order two in Co(V ) by

w0 := j ◦ ϑ = ϑ ◦ j ∈ Co(V ). (3.17)
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In general w0 is not contained in the identity component G = Co(V )0. In fact, since
the Cartan involution of Co(V ) is given by conjugation with w0, we have w0 ∈ G if and
only if rank(G) = rank(K). In particular, w0 ∈ G if V is euclidean and w0 /∈ G if V is
complex. We can extend our unitary representation π to a (possibly) disconnected group
generated by G∨ and ϑ, and lift w0 to w∨0 := j∨ ◦ϑ = ϑ ◦ j∨, an element of order 2` with
` ∈ N denoting the smallest positive integer such that

`
r0

2

(
d0 − d

2

)

+

∈ Z. (3.18)

Here we use the notation

x+ :=
1
2
(x + |x|) =

{
x if x ≥ 0,

0 if x < 0

for the positive part of a real number x ∈ R. Note that the integer ` is either 1, 2 or 4
(see Table 2). Then we have

FO = e−π
√−1(r0/2)(d0−(d/2))+π(w∨0 )

with the same letter π to denote the extension. Details of this extension can be found in
[34, Section 2.4].

Proposition 3.17. (1) FO is an involutive unitary operator on L2(O,dµλ).
(2) The following intertwining formulas hold :

FO ◦ ϑx = −Bλ ◦ FO,

FO ◦ Bλ = −ϑx ◦ FO.
(3.19)

Moreover, any other operator on L2(O,dµλ) with these properties is a scalar multiple
of FO.

Proof. See [24, Theorem 2.5.2] for G = O(p, q) and [34, Theorem 2.4.1 and
Corollary 3.8.4] for the general case. ¤

Now, we are ready to give a proof of Theorem C:

Theorem 3.18. The ring of differential operators on O generated by the Bessel
operators φ(Bλ) = 〈φ,Bλ〉, φ ∈ V ∗, is isomorphic to the ring of functions on O which
are restrictions of polynomials on V .

Proof. The map V ∗ 3 φ 7→ φ(Bλ) extends to a surjection of the ring of polyno-
mials on V onto the ring of differential operators on O generated by the Bessel operators
φ(Bλ), φ ∈ V ∗. Using (3.19), we find that for φ ∈ C[V ] in the kernel we have
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φ(Bλ) = 0 on O
⇔ FO ◦ φ(Bλ) = 0 on O
⇔ φ(−ϑx) ◦ FO = 0 on O
⇔ φ(−ϑx) = 0 on O
⇔ φ = 0 on (−O).

Therefore, the ring of differential operators on O generated by the Bessel operators
φ(Bλ), φ ∈ V ∗, is isomorphic to the ring of functions on (−O) which are restrictions of
polynomials. The latter is canonically isomorphic to the ring of functions on O which
are restrictions of polynomials and the proof is complete. ¤

Remark 3.19. For V = Rp,q the unitary inversion operator FO was studied in
detail by the second author and G. Mano in the book [24], where the global formula of
the group action of O(p + 1, q + 1) on L2(O) is obtained with an explicit integral kernel.
The global formula of FO for a general non-euclidean Jordan algebra V is not known
except when V = Rp,q. The relation of FO to the special functions Λµ,ν

j (x) is studied in
[34, Sections 2.4 and 3.8]. Further, the operator FO may be regarded as a “boundary
value” of a holomorphic semigroup in the case where V is euclidean (see [18], [23], [24]).
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http://dx.doi.org/10.1016/S0926-2245(97)00015-6
http://dx.doi.org/10.1007/BF01135571
http://dx.doi.org/10.1007/s11139-011-9315-0
http://dx.doi.org/10.1007/s11139-011-9338-6
http://dx.doi.org/10.2969/jmsj/05030593
http://dx.doi.org/10.1007/s002220050203
http://dx.doi.org/10.2977/PRIMS/45
http://dx.doi.org/10.3792/pjaa.83.27
http://dx.doi.org/10.1080/10652469.2010.533270
http://dx.doi.org/10.1016/S0001-8708(03)00012-4
http://dx.doi.org/10.1016/S0001-8708(03)00013-6
http://dx.doi.org/10.1016/S0001-8708(03)00014-8
http://dx.doi.org/10.1016/j.jfa.2010.12.008
http://dx.doi.org/10.3792/pjaa.87.35
http://dx.doi.org/10.1017/S1446788700008831
http://dx.doi.org/10.1006/jfan.1996.0052


Minimal representations 411

Funct. Anal., 137 (1996), 394–465.

[40] S. Sahi, Explicit Hilbert spaces for certain unipotent representations, Invent. Math., 110 (1992),

409–418.

[41] S. Sahi, Unitary representations on the Shilov boundary of a symmetric tube domain, In: Repre-

sentation Theory of Groups and Algebras, (Eds. J. Adams, R. Herb, S. Kudla, J.-S. Li, R. Lipsman

and J. Rosenberg), Contemp. Math., 145, Amer. Math. Soc., Providence, RI, 1993, pp. 275–286.

[42] S. Sahi, Jordan algebras and degenerate principal series, J. Reine Angew. Math., 462 (1995),

1–18.

[43] S. P. Smith, Gelfand-Kirillov dimension of rings of formal differential operators on affine varieties,

Proc. Amer. Math. Soc., 90 (1984), 1–8.

[44] J. Tits, Tabellen zu den einfachen Lie Gruppen und ihren Darstellungen, Lecture Notes in Math.,

40, Springer-Verlag, Berlin, 1967.
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