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The word problem for free distributive lattices

By Kensuke TAKEUCHI

(Received Oct. 16, 1968)

In his previous paper the author gave a decision procedure for the
word problem for free distributive lattices following Whitman’s way for free
lattices [3] But its presentation and proof contained something inelegant and
left much to be desired®. In the present paper the author gives a more natural
decision procedure with a more acceptable proof which is also faithful to
Whitman’s.

We shall use the following notation. The symbol = means the equality
between words identified under associativity and commutativity. (It is easily
shown that to start with such an identification does not harm the effective
decidability of our decision procedure.)) Letters x,v,-.- stand for generators,
a,b, -, a B, for non-empty words, while the Greek capitals 4 and 4 for
words possibly empty. |a| denotes the length of «, i.e., the number of
generators appearing in g, counting repetitions.

THEOREM. Let < denote the inclusion relation in-a free distributive lattice.
Then a=<c if and only if one of the following conditions is satisfied:

E: Jx, -, XY, 20 s 2Zn {a=x,1 - NxXuN\Y & c=y Uz, U - Uz, 1P

A: Ja, {a=aUB & a, ¢},

B: e, 0o {c=ene & a=Ze, ¢},

C: Ja, 87 fa=@IUPhNr & any, fNy=ch?  or

D: 30,e,0 {c=0UeNny) & a<oUe U}

Proor. “If’ is readily verified since our condition (E or A or B or C or D)
in a distributive lattice implies a <c¢. To prove ‘only if > define a relation C,

1) The author however has a particular preference in Bowden’s distributive law
1] p. 139) (XUY)NZ<XU(YNZ) because of its superior simplicity. It is worth
noting that the corresponding modular law is (X\UY)NZP XU (YNZ) without any
assumption, thus improving a statement in p. 65.

2) m and n are non-negative integers throughout this paper and x,,-.-,2z, are
generators not necessarily distinct.

3) ‘a,b=c¢,d’ means that ‘a<c & a=d & b=<c & b=d’. Similarly for ‘a, b
C ¢, d’ appearing later.

4) A and C can be put together into one condition :

Ja, 8, 4{a=(aJNA & and, BNA=c).
Similarly for B and D.
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following Whitman’s way [3], that a C ¢ if and only if one of the conditions
E, A, B, C, D is true with < replaced by . We have to show in the following
that our system so obtained, though the exact meaning of which being indicated
at the last stage of our proof, forms a distributive lattice.

We shall hereafter use the following notation. «X ac ¢’ means that we
get aCc by 1 or by the induction hypothesis of 1. ‘4 4 ¢’ means that we
get aCc by using A with < replaced by . ‘A{aCc}’ means that aCc¢ is
deduced immediately from A with < replaced by C.

1. xndcxJd.
ProOF. Induction on |A|+1|4].

If A=y, - A¥m and d=2z,U - Uz, 2x~ACx\U4.
If A=a\UB (or dually d=¢n¢), > xNa, xmﬁCxUAgxm/leUA.
If A=(@\JB) Ny (or dually 4=05'J (e o)),

—1>xmamr,xmﬁerxUA—G»xm/lchA.

. andca\JA.
PROOF. Induction on |a].
If a=x, bandcCaJd.
If a=a\UB (or dually a=en o),

AorgamACaUA.

Land, fndcaupgud

2. a\UbCc implies a,bCc, and dually.

PrROOF. Induction on |a|-+|b|+]c].
If A{a\UbCc} in which a\Ub=a\U B, then writing without loss of generality
a=dJUA, b=eJd, a=dJ4 and B=e\J A, we have

dud,eJAcCc>d, 4, e, ACcSdUud eddce, i.e, a bCec.
If B{a\UbC ¢} in which ¢c=¢ ¢, then
anCs,goia,sz,goia,ch.
If D{a\UbC ¢} in which c=0U (e ¢), then
aUbCdUe, 6Up>a,bCoUs dUp>a, bCe.

3. Let a=x,"\ " NXxyp Then acCb\JcimpliesacCb or acc. And dually.
ProoOF. Induction on |b|+|c].
If E{acCb\Uc}, then there exists x,, say, such that
blUc=x,Uz, U .- Uzn—]iacb or ace.

If D{acbh\Uc} in which b\Uc=0J (e ¢), then writing without loss of gener-
ality 0=bU4 and c=4U(enyp), we have
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aCoVe, 0V, ie, acCbUAUe, b\ JAUp

Lachor acAUe) & (@Chor aC AU g)

i.e, aCb or (aC/lUs,/lUgo)iaCb or aCc.
4. (aJb)NncCd implies anc, bneCd, and dually.

Proor. Induction on |a|+|b]+|c|+]d].
If B{(aUb)nccd} in which d=¢e¢n ¢, then

(an)mcCs,goiamc,bmcc:e,goiamc,bmccd.

If C{(aUbynccd} in which (aUb)nc=(@UB) N7y, then we consider two

cases. When c=y, writing without loss of generality a=eUA, b=fUU,

a=eJ4 and =1 A, we have
eIMHne, (fIMDNneccd>ene, dne fre, Anccd
SEeubDne (Fudnecd, ie, anc,bneccd.

When ¢y, writing c= AN (@\UB) and y=(a'JB) N4, we have
(aVdyndna, (abyndAdnpcd
—4+am/1ma,am/lmﬁ,bm/lma,bm/lmﬁcd
iamc,b[\ccd.

If D{(a\Ub)ynccd} in which d=0U (e ¢), then

(@Ub)NncCdUe dUo>anc, bnecCdUe, 6\Ue
iamc,bmccd.
I. acb and b c together imply aCc.
PROOF. Induction on |a|+4]b]|+|c|.
If a=x,n - N"x, and c=2z,U --- Uz,, then we consider two cases. When

b=y, we have E{aC b} and E{bCc}, hence acCc. When b=a'Ug (or dually
b=en ), we have

achccBaca or acp) & (a,ﬁCc)—IiaCc.
If a=a\Ug (or dually c=¢ ¢), then
aCchia,ﬁCchga,ﬁCc—A—»aCc.
If a=(@\JIB) Ny (or dually c=d\U(cn¢)), then
aCchiamr,ﬁmrcbcogamr,ﬁmeCc—C»aCc.

The relation  becomes a quasi-order by I and II above. After defining
the equality relation ~ as usual, i.e., as a~c if and only if aCc¢ and cCa,
we get a partially ordered set in which, by I and by A and B with < replaced
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by C, U and 1 come to denote the least upper bound and the greatest lower
bound respectively. Thus we have a lattice, which is also distributive since

Sany BArS@nnVBANS@UpnrS@nnV@n -
So the proof is completed.
Tokyo Metropolitan University
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