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#### Abstract

A classical problem in finite group theory dating back to Jordan, Klein, E. H. Moore, Dickson, Blichfeldt etc. is to determine all finite subgroups in $S L(n, \boldsymbol{C})$ up to conjugation for some small values of $n$. This question is important in group theory as well as in the study of quotient singularities. Some results of Blichfeldt when $n=3,4$ were generalized to the case of finite primitive subgroups of $S L(5, \boldsymbol{C})$ and $S L(7, \boldsymbol{C})$ by Brauer and Wales. The purpose of this article is to consider the following case. Let $p$ be any odd prime number and $G$ be a finite primitive subgroup of $S L(p, \boldsymbol{C})$ containing a non-trivial monomial normal subgroup $H$ so that $H$ has a non-scalar diagonal matrix. We will classify all these groups $G$ up to conjugation in $S L(p, \boldsymbol{C})$ by exhibiting the generators of $G$ and representing $G$ as some group extensions. In particular, see the Appendix for a list of these subgroups when $p=5$ or 7 .


## 1. Introduction.

There is no question that the most renowned problem in the finite group theory is the classification of finite simple groups. Another classification problem dating back to Jordan, Klein, E. H. Moore, Dickson, Blichfeldt etc. is the determination of all finite subgroups in $S L(n, \boldsymbol{C})$ up to conjugation for some small values of $n[\mathbf{F e} 1$, Section 6], $[\mathbf{B r} \mathbf{1}],[\mathbf{B r} 2$, pp.32-33], $[\mathbf{W a 1}],[\mathbf{L i}],[\mathbf{S i}],[\mathbf{Z h} \mathbf{2}]$. The latter problem was initiated by Camille Jordan (1838-1922) in an attempt to classify differential equations of the Fuchsian class with algebraic solutions. More precisely, a linear homogeneous differential equation of order $n$, whose coefficients are meromorphic functions on the complex plane, is called an equation of the Fuchsian class if it has only regular singularities $[\mathbf{P o}$, p.76], [Gr, Chapter 2], a solution of such a differential equation is an algebraic solution if it is locally a branch of some algebraic function [Gr, p.48]. Besides solving these equations, Fuchs tried to characterize those equations with algebraic solutions [Gr, p.48], [Po, Chapters IV and V]. Jordan discovered a group-theoretic answer to this

[^0]question: An $n$-th order differential equation of the Fuchsian class has algebraic solutions if and only if its monodromy group is a finite subgroup of $S L(n, \boldsymbol{C})[\mathbf{J o}]$, [Gr, Chapter 3], [Po, pp.45-46]. Hence it fell on the shoulders of group theorists to list all finite subgroups of $S L(n, \boldsymbol{C})$, at least when $n$ is small.

It was solved by Jordan and Klein to classify all finite subgroups in $S L(n, \boldsymbol{C})$ up to conjugation in the case $n=2$ [Suz, p.404] and by Blichfeldt in the case $n=3,4[\mathbf{B l}],[\mathbf{F l 1}],[\mathbf{F l 2}],[\mathbf{H o ̈}]$. Richard Brauer was absolutely fascinated by this problem, as remarked by Feit [Fe2, p.13], that "for a long time Brauer had been intrigued by the work of H. F. Blichfeldt [Bl]" (see Ron Solomon's comment also [So, p.733]). In recent years this program attracts curiosity of people working on symbolic algebraic computation also.

This question is important not only in the study of pure group theory, but also for the understanding of quotient singularities $[\mathbf{M M}],[\mathbf{K W}],[\mathbf{Y Y}]$. Let $X$ be a complex smooth manifold and $\omega_{X}$ be its canonical bundle. Supposing that $\Gamma\left(X, \omega_{X}^{n}\right) \neq 0$, Kodaira defines the $n$-th pluricanonical map $\phi_{n}: X \rightarrow$ $\boldsymbol{P}\left(\Gamma\left(X, \omega_{X}^{n}\right)^{*}\right)$. The manifold $X$ is of general type if $\phi_{n}$ is a birational map when $n$ is large enough. Since $\phi_{n}(X)$ is canonically sitting inside the complex projective space, it is this birational model of $X$ that is studied most of the time [MS]. The singularities which occur in $\phi_{n}(X)$ are called canonical singularities. If $\operatorname{dim} X=1$, the pluricanonical models are always smooth. If $\operatorname{dim} X=2$, the canonical singularities are isolated quotient singularities $C^{2} / G$ where $G$ is some finite subgroup of $S L(2, \boldsymbol{C})$. These points are called rational double points and can be represented locally by hypersurfaces in $\boldsymbol{C}^{3}$ through the explicit A-D-E equations:

$$
\begin{aligned}
& A_{k}: x^{2}+y^{2}+z^{k+1}=0, k \geq 1, \\
& D_{k}: x^{2}+y^{2} z+z^{k-1}=0, k \geq 4, \\
& E_{6}: x^{2}+y^{3}+z^{4}=0, \\
& E_{7}: x^{2}+y^{3}+y z^{3}=0, \\
& E_{8}: x^{2}+y^{3}+z^{5}=0
\end{aligned}
$$

The theory of quotient singularities in higher dimensions has received a lot of attention. Let $\Gamma$ be a finite subgroup of $G L(n, \boldsymbol{C})$ and $Y_{\Gamma}=\boldsymbol{C}^{n} / \Gamma$. An element $g \in \Gamma$ is called a pseudo-reflection if $\operatorname{rank}(g-I)=1$. A classical theorem of Shephard-Todd-Chevalley asserts that $Y_{\Gamma}$ is smooth if and only if $\Gamma$ is generated by pseudo-reflections $[\mathbf{S T}],[\mathbf{C h}],[\mathbf{C o}]$. In general, let $\Gamma_{0}$ be the subgroup of $\Gamma$ generated by pseudo-reflection elements in $\Gamma$, and define $\widehat{\Gamma}=\Gamma / \Gamma_{0}$. Then it is clear that $Y_{\Gamma}=Y_{\Gamma_{0}} / \widehat{\Gamma}$; moreover, the group $\widehat{\Gamma}$ is a small subgroup, i.e. it has no pseudoreflection element.

The dualizing sheaf $\omega_{Y_{\Gamma}}$ of a quotient singularity $Y_{\Gamma}$ is studied by Watanabe: If $\Gamma$ is a small subgroup of $G L(n, \boldsymbol{C})$, then $Y_{\Gamma}$ is Gorenstein if and only if $\Gamma \subset$ $S L(n, \boldsymbol{C})$ [Wat]. In this situation, i.e. $\Gamma \subset G L(n, \boldsymbol{C})$ is a small subgroup, Prill shows that the singular locus of $Y_{\Gamma}$ is equal to $S / \Gamma$ where $S=\left\{x \in C^{n}: g(x)=\right.$ $x$ for some $g \in \Gamma \backslash\{I\}\}[\mathbf{P r}]$. As a corollary, if $\Gamma$ is a small cyclic group of order $N$, then $Y_{\Gamma}$ has an isolated singularity if and only if all the eigenvalues of a generator of $\Gamma$ consist of primitive $n$-th roots of unity. If $n \geq 3$, Schlessinger shows that an isolated singularity of $\boldsymbol{C}^{n} / \Gamma$ is rigid, and therefore it can never be a hypersurface singularity $[\mathbf{S c}]$. On the other hand, Kac and Watanabe show that a quotient singularity is not isolated if $n \geq 3[\mathbf{K W}]$. In short, it is crucial to know what finite subgroups of $S L(n, \boldsymbol{C})$ and $G L(n, \boldsymbol{C})$ look like in the study of quotient singularities. For other applications, see $[\mathbf{R o}],[\mathbf{B K R}],[\mathbf{G M}]$ and the references therein.

Now let's return to the classification of subgroups in $S L(n, \boldsymbol{C})$ for small values of $n$. In his approach [Bl], Blichfeldt considered the reducible and irreducible finite subgroups in $S L(3, \boldsymbol{C})$ (resp. $S L(4, \boldsymbol{C})$ ) separately. For the irreducible groups, he considered the primitive groups and imprimitive groups (see Definition 1.1). There are three classes of finite primitive groups: (i) those groups in which all the proper normal subgroups are reducible; (ii) those groups with an irreducible imprimitive normal subgroup; (iii) those groups with an irreducible primitive normal subgroup. We may find finite subgroups in $G L(n, \boldsymbol{C})$ through our knowledge for finite subgroups in $S L(n, \boldsymbol{C})$ by the method of A. M. Cohen in [Co, (3.1), p.392]. Since $S L(n, \boldsymbol{C})$ contains no pseudo-reflections, the quotient singularities associated with finite subgroups of $S L(n, \boldsymbol{C})$ are always Gorenstein by Watanabe's Theorem [Wat].

Many techniques and results of Blichfeldt may be generalized to linear groups of degree $\geq 5[\mathbf{B r} \mathbf{1}]$, $[\mathbf{W a 1}],[\mathbf{W a} 2]$, $[\mathbf{W a 3}],[\mathbf{B Z}]$. In fact, it is possible to get concrete information for linear groups of prime degree $[\mathbf{L i}],[\mathbf{S i}],[\mathbf{S u}],[\mathbf{D Z 1}]$, [DZ2], [TZ], [Zh1]. The purpose of this article is to find, by listing a set of generators, all the finite primitive subgroups $G$ in $S L(p, \boldsymbol{C})$ with $p$ an odd prime number such that $G$ contains a monomial normal subgroup $H$ so that $H$ has a nonscalar diagonal matrix. Note that a (qualitative) description of these groups were already known and can be found in $[\mathbf{S i}],[\mathbf{D Z 1}]$; we will emphasize that our goal is an explicit exhibition of these groups in terms of generators.

Before stating our main results, we will clarify some notions first. Throughout this paper, $p$ denotes an odd prime number. Two finite subgroups $G_{1}$ and $G_{2}$ in $S L(p, \boldsymbol{C})$ are called equivalent, if there exists some $g \in S L(p, \boldsymbol{C})$ such that $G_{2}=g G_{1} g^{-1}$. A general program initiated by Jordan, Klein and Blichfeldt is to find a complete list of all the non-equivalent finite subgroups in $S L(n, \boldsymbol{C})$ by exhibiting their generators, when $n$ is a small positive integer.

Definition 1.1. Given $S L(n, \boldsymbol{C})$, take $x_{0}, x_{1}, \ldots, x_{n-1}$ to be the standard basis and denote $V=\oplus_{0 \leq i \leq n-1} \boldsymbol{C} \cdot x_{i}$ so that we get an isomorphism between $S L(n, \boldsymbol{C})$ and $S L(V)$ via this basis $x_{0}, \ldots, x_{n-1}$.

A finite subgroup $G \subset S L(n, \boldsymbol{C})$ is called imprimitive if $G$ is irreducible and there exists a decomposition $V=V_{1} \oplus \cdots \oplus V_{r}$ of $V$ into a direct sum of proper subspaces $V_{i} \neq 0,1 \leq i \leq r$ such that the action of any $g \in G$ on $V$ induces a permutation on the set $\left\{V_{i} \mid 1 \leq i \leq r\right\}$.

A finite subgroup $G \subset S L(n, \boldsymbol{C})$ is called primitive if $G$ is irreducible and is not imprimitive.

If we choose a fixed basis for $V$, we will call an imprimitive subgroup of $G L(n, \boldsymbol{C})$ a monomial group if all the imprimitivity subspaces are one-dimensional. Specifically a monomial group $G \subset S L(n, \boldsymbol{C})$ is irreducible and consists of matrices, where each row (resp. column) has only one non-zero entry (remember that we choose the standard basis $x_{0}, x_{1}, \ldots, x_{n-1}$ to be the basis for presenting matrices of $S L(n, \boldsymbol{C})$ ).

In order to have a better perspective of the question we investigate in this paper, we will review some previously known results.

Theorem 1.2 (Blichfeldt [Bl, p.106], [YY, p.18]). Let $G$ be a finite primitive subgroup in $S L(3, \boldsymbol{C})$ such that $G$ contains a monomial normal subgroup. Then $G$ is equivalent to one of the following three groups,
(i) $G_{1}$ is a group of order 108 generated by

$$
S=\left(\begin{array}{ccc}
1 & & \\
& \omega & \\
& & \omega^{2}
\end{array}\right), \quad T=\left(\begin{array}{ccc}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \quad V=\frac{1}{\sqrt{-3}}\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & \omega & \omega^{2} \\
1 & \omega^{2} & \omega
\end{array}\right)
$$

where $\omega$ is a primitive cubic root of unity;
(ii) $G_{2}$ is a group of order 216 generated by $G_{1}$ and

$$
W=\frac{1}{\sqrt{-3}}\left(\begin{array}{ccc}
1 & 1 & \omega^{2} \\
1 & \omega & 1 \\
\omega & 1 & 1
\end{array}\right)
$$

(iii) $G_{3}$ is a group of order 648 generated by $G_{1}$ and

$$
U=\left(\begin{array}{ccc}
\xi & & \\
& \xi & \\
& & \xi \omega
\end{array}\right)
$$

where $\xi$ is a primitive 9-th root of unity satisfying $\xi^{3}=\omega^{2}$.
THEOREM 1.3. Let $G$ be a finite primitive subgroup in $\operatorname{SL}(p, \boldsymbol{C})$ containing a non-trivial monomial normal subgroup.
(1) (Brauer $[\mathbf{B r} 1,(9 \mathrm{~A})]$ ) If $p=5$, then $G$ is equivalent to either (i) $G_{0}, a$ uniquely determined group of order $5^{4} \cdot 24$ whose Sylow 5 -subgroups are not abelian, and which contains a normal subgroup $D$ of order $5^{3}$ and exponent 5 , or (ii) a certain subgroup of $G_{0}$ in (i) with $D$ as its Sylow 5 -subgroup.
(2) (Wales [Wa2, Theorem 4.1]) If $p=7$, then $G$ is equivalent to either (i) $G_{0}$, a uniquely determined group of order $7^{4} \cdot 48$ whose Sylow 7 -subgroups are not abelian, and which contains a normal subgroup $D$ of order $7^{3}$ and exponent 7 satisfying $G_{0} / D \simeq S L\left(2, \boldsymbol{F}_{7}\right)$; or (ii) a certain subgroup of $G_{0}$ in (i) with $D$ as its Sylow 7-subgroup.

Theorem 1.4 (Dixon and Zalesski [DZ1, Lemma 1.1]). Let $G$ be a finite primitive subgroup of $S L(p, C)$ and $Z$ be its center. Let $S$ be the socle of $G / Z$. If $S$ is an elementary abelian p-group of order $p^{2}$, then $G / Z$ is isomorphic to a subgroup of $S L(p, \boldsymbol{C})$ which is a split extension of $S$ by $S L\left(2, \boldsymbol{F}_{p}\right)$.

In the above theorem, the extension of $S$ by $S L\left(2, \boldsymbol{F}_{p}\right)$ was explained in [DZ1, p.126, the fourth paragraph]; see [Si, Theorem 1] also. For applications to problems in geometry, the goal of this article is to provide a more explicit description of the group $G$ beyond the qualitative information (see Theorems 2.5, 2.6, 2.7, Summary and Example 8.14 at the end of Section 8). In particular, see the appendix for a list of generators of these subgroups (there are precisely six non-equivalent such groups if $p=5$, and precisely eleven such groups if $p=7$ ). Our proof will not assume previous knowledge of results in $[\mathbf{S i}],[\mathbf{D Z 1}],[\mathbf{S u}]$. We remark that, in Theorem 1.4 if the socle $S$ is not an elementary abelian $p$-group of order $p^{2}$, then it is a non-abelian simple group and its structure is depicted in [DZ1, Theorem 1.2] (see also the remark of Proposition 2.3).

In this article, we will denote by $p$ an odd prime number. $\boldsymbol{F}_{p} \simeq \boldsymbol{Z}_{p}$ is the finite field with $p$ elements and $\zeta=e^{2 \pi \sqrt{-1} / p}$ is a primitive $p$-th root of unity. $S_{n}$, $G L\left(n, \boldsymbol{F}_{p}\right)$ and $P G L\left(n, \boldsymbol{F}_{p}\right)$ denote the symmetric group on $n$ letters, the general linear group and the projective linear group over $\boldsymbol{F}_{p}$ respectively. We emphasize that a monomial (or imprimitive) group in $S L(p, \boldsymbol{C})$ is necessarily irreducible.

## 2. Main results.

In Blichfeldt's proof, the invariant triangles were crucial in determining the group structure [Bl, p.105], [YY, p.18]. Unfortunately Blichfeldt talked about them in passing without taking the trouble to provide a formal definition. Here is a notion which will play the same role as invariant triangles in our case.

Definition 2.1. Let $\Gamma$ be a finite monomial subgroup of $G L(n, \boldsymbol{C})$ and $U=\oplus_{0 \leq i \leq n-1} \boldsymbol{C} \cdot x_{i}$, where $x_{0}, x_{1}, \ldots, x_{n-1}$ is the standard basis. A $\Gamma$-polygon $\Delta=\left\{v_{0}, v_{1}, \ldots, v_{n-1}\right\}$ is a set of $n$ vectors in $U$ satisfying (i) $U=\sum_{0 \leq i \leq n-1} \boldsymbol{C} \cdot v_{i}$, and (ii) for any $g \in \Gamma$, any $0 \leq i \leq n-1, g \cdot v_{i} \in \boldsymbol{C} v_{j}$ for some $j$. Two $\Gamma$-polygons $\left\{v_{0}, v_{1}, \ldots, v_{n-1}\right\}$ and $\left\{\lambda_{0} v_{0}, \lambda_{1} v_{1}, \ldots, \lambda_{n-1} v_{n-1}\right\}, \lambda_{i} \in \boldsymbol{C} \backslash\{0\}$, will be regarded as the same $\Gamma$-polygon.

From the definition, $\left\{x_{0}, x_{1}, \ldots, x_{n-1}\right\}$ is a $\Gamma$-polygon. We will show that there are only finitely many $\Gamma$-polygons (see Lemma 3.1).

Definition 2.2. Let $x_{0}, x_{1}, \ldots, x_{p-1}$ be the standard basis. We will define $\sigma, \tau, \lambda_{d} \in S L(p, \boldsymbol{C})$ by

$$
\begin{array}{r}
\sigma: x_{j} \mapsto x_{j+1}, \\
\tau: x_{j} \mapsto \zeta^{j} x_{j}, \\
\lambda_{d}: x_{j} \mapsto \varepsilon x_{d j}
\end{array}
$$

where $d \not \equiv 0(\bmod p), 0 \leq j \leq p-1$, and $\varepsilon \in C \backslash\{0\}$ is adjusted to ensure $\operatorname{det}\left(\lambda_{d}\right)=1$. In particular, we require $\varepsilon=1$ or -1 .

The following Proposition, although it will not be used anywhere in this paper, shows that our assumptions are equivalent to those of Dixon and Zalesski in Theorem 1.4 [ $\mathbf{D Z} 1$, Lemma 1.1]. Its proof relies on the validity of Lemmas 3.7 and 3.8 to be proved later; we include this Proposition and its proof here for the convenience of the reader.

Proposition 2.3. Let $G$ be a finite primitive subgroup in $S L(p, \boldsymbol{C})$. Then the followings are equivalent.
(1) $G$ contains a monomial normal subgroup $H$ so that $H$ has a non-scalar diagonal matrix.
(2) If $S$ is the socle of $G / Z$ with $Z$ being the center of $G$, then $S$ is an elementary abelian group of order $p^{2}$.

Proof. $\quad(1) \Rightarrow(2) \quad$ By Lemma 3.7 and Lemma $3.8 D$ is an extra-special group of order $p^{3}$, and $D \triangleleft G$. Hence the socle of $G / Z$ is not a non-abelian simple
group. Apply [DZ1].
$(2) \Rightarrow(1)$ From the proof of [DZ1, Lemma 1.1], there exists a normal subgroup $S_{0}$ in $G$ such that $S_{0}$ is an extra-special group of order $p^{3}$. Hence $S_{0}$ is equivalent to a monomial group containing a non-scalar diagonal matrix.

REMARK. In a previous version we even tried to prove that any one statement in Proposition 2.3 is equivalent to a weaker condition that $G$ contains a non-trivial monomial normal subgroup $H$ (such a subgroup is not contained in the center of $G$, because $H$ is irreducible by Definition 1.1), using [DZ1, Theorem 1.2] and the classification of finite simple groups. We thank Zalesski for communicating one of us that the list in [DZ1, Theorem 1.2] missed some groups (e-mail to J. Zhang, 28 Feb. 2007).

Definition 2.4. Let $x_{0}, x_{1}, \ldots, x_{p-1}$ be the standard basis. We will define $p+1$ sets $\Delta_{\infty}, \Delta_{0}, \ldots, \Delta_{p-1}$ as follows.
$\Delta_{\infty}=\left\{x_{0}, x_{1}, \ldots, x_{p-1}\right\} ;$
$\Delta_{0}=\left\{u_{0}, u_{1}, \ldots, u_{p-1}\right\}$, where $u_{j}=\sum_{0 \leq \ell \leq p-1} \zeta^{j \ell} x_{\ell}$ for $0 \leq j \leq p-1$;
$\Delta_{i}=\left\{v_{0}, v_{1}, \ldots, v_{p-1}\right\}$, where $1 \leq i \leq p-1$ and

$$
v_{0}=\sum_{0 \leq \ell \leq p-1} \zeta^{i\left(_{2}^{\ell}\right)} x_{\ell}, v_{j}=\sigma^{j}\left(v_{0}\right)=\sum_{0 \leq \ell \leq p-1} \zeta^{i\left(\frac{\ell}{2}\right)} x_{\ell+j}
$$

for $1 \leq j \leq p-1$.
We will prove that they are all the $D$-polygons for some monomial group $D \subset S L(p, \boldsymbol{C})$.

The following Theorems 2.5-2.7 are the main tools of finding explicit generators of all the primitive groups $G \subset S L(p, \boldsymbol{C})$ with monomial normal subgroups (containing a non-scalar diagonal matrix). In fact, use Theorems 2.6 and 2.7 first, and reduce the question to finding the conjugacy classes of some subgroups in $S L\left(2, \boldsymbol{F}_{p}\right)$, which will be explained more precisely in Lemma 7.2 and Theorem 7.5. Then we may apply Theorem 2.5 to achieve our goal. A detailed strategy of solving this question will be given in Section 8. A list of these groups will be provided in the Appendix when $p=5$ or 7 .

Theorem 2.5. Let $G^{\prime} \subset S L(p, \boldsymbol{C})$ be a finite primitive subgroup such that $G^{\prime}$ has a monomial normal subgroup $H^{\prime}$ containing a non-scalar diagonal matrix. Then $G^{\prime}$ is equivalent to a group $G \subset S L(p, \boldsymbol{C})$ with the following properties.
(A) $G$ contains the subgroup $D=\langle\sigma, \tau\rangle$ as a normal subgroup.
(B) $\Delta_{\infty}, \Delta_{0}, \ldots, \Delta_{p-1}$ are all the $D$-polygons.
(C) The group $G$ acts on the set $\left\{\Delta_{\infty}, \Delta_{0}, \ldots, \Delta_{p-1}\right\}$ by $g\left(\Delta_{i}\right):=\left\{g\left(w_{0}\right), g\left(w_{1}\right)\right.$, $\left.\ldots, g\left(w_{p-1}\right)\right\}$ for any $g \in G$, where $i \in\{\infty, 0,1, \ldots, p-1\}$ and $\Delta_{i}=\left\{w_{0}, w_{1}, \ldots\right.$, $\left.w_{p-1}\right\}$.
(D) The group action of $G$ in (C) induces a non-trivial group homomorphism $\phi: G \rightarrow P G L\left(2, \boldsymbol{F}_{p}\right)$ with $\operatorname{Ker}(\phi)=\langle\sigma, \tau\rangle$ or $\left\langle\sigma, \tau, \lambda_{p-1}\right\rangle$ according to whether $\lambda_{p-1} \notin G$ or $\lambda_{p-1} \in G$. Denote $H_{0}=\operatorname{Ker}(\phi)$.
(E) For any $g \in G$, if $\phi(g)$ is known, then some element $\rho$ may be described explicitly, where $g \in \rho \cdot \operatorname{Ker}(\phi)$. More explicitly, if $g \in G$ satisfies
(i) $g: \Delta_{\infty} \mapsto \Delta_{\infty}, \Delta_{0} \mapsto \Delta_{0}$, then there exist $\rho \in g H_{0}$ and some integer $k \not \equiv 0$ $(\bmod p)$ such that

$$
\rho: x_{\ell} \mapsto \varepsilon \cdot x_{k \ell}
$$

for $0 \leq \ell \leq p-1, \varepsilon \in \boldsymbol{C} \backslash\{0\}$, and $\phi(\rho) \in P G L\left(2, \boldsymbol{F}_{p}\right)$ is the map $x \mapsto k^{-2} x$, where $x=0,1,2, \ldots, p-1, \infty$; or
(ii) $g: \Delta_{\infty} \mapsto \Delta_{\infty}, \Delta_{0} \mapsto \Delta_{i}$ for some $1 \leq i \leq p-1$, then there exist $\rho \in g H_{0}$ and some integer $k \not \equiv 0(\bmod p)$ such that

$$
\rho: x_{\ell} \mapsto c \zeta^{i\left(\begin{array}{c}
k \ell
\end{array}\right)} x_{k \ell}
$$

for $0 \leq \ell \leq p-1, c \in \boldsymbol{C} \backslash\{0\}$, and $\phi(\rho) \in P G L\left(2, \boldsymbol{F}_{p}\right)$ is the map $x \mapsto k^{-2} x+i$, where $x=0,1, \ldots, p-1, \infty$; or
(iii) $g: \Delta_{\infty} \mapsto \Delta_{0} \mapsto \Delta_{\infty}$, then there exist $\rho \in g H_{0}$ and some integer $k \not \equiv 0$ $(\bmod p)$ such that

$$
\rho: x_{\ell} \mapsto c \cdot \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{k \ell^{\prime}} x_{\ell^{\prime}}
$$

for $0 \leq \ell \leq p-1, c \in \boldsymbol{C} \backslash\{0\}$, and $\phi(\rho) \in P G L\left(2, \boldsymbol{F}_{p}\right)$ is the map $x \mapsto-k^{2} / x$, where $x=0,1, \ldots, p-1, \infty$; or
(iv) $g: \Delta_{\infty} \mapsto \Delta_{0} \mapsto \Delta_{i}$ for some $1 \leq i \leq p-1$, then there exist $\rho \in g H_{0}$ and some integer $k \not \equiv 0(\bmod p)$ such that

$$
\left.\rho: x_{\ell} \mapsto c \zeta^{-i\left(-i_{2}^{-1} k \ell\right.}\right) \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{k \ell \ell^{\prime}} x_{\ell^{\prime}}
$$

for $0 \leq \ell \leq p-1, \quad c \in \boldsymbol{C} \backslash\{0\}, \quad$ and $\quad \phi(\rho) \in P G L\left(2, \boldsymbol{F}_{p}\right) \quad$ is the map $x \mapsto$ $i /\left(1-k^{-2} i x\right)$, where $x=0,1, \ldots, p-1, \infty$; or
(v) $g: \Delta_{\infty} \mapsto \Delta_{i} \mapsto \Delta_{\infty}$ for some $1 \leq i \leq p-1$, then there exist $\rho \in g H_{0}$ and
some integer $k \not \equiv 0(\bmod p)$ such that

$$
\rho: x_{\ell} \mapsto c \zeta^{-i\binom{\ell}{2}-i\binom{-k \ell}{2}} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{i\left(\frac{\ell}{2}\right) x_{\ell+k \ell}}
$$

for $0 \leq \ell \leq p-1, \quad c \in C \backslash\{0\} \quad$ and $\quad \phi(\rho) \in P G L\left(2, \boldsymbol{F}_{p}\right) \quad$ is the map $\quad x \mapsto$ $\left(i x-i^{2} k^{2}-i^{2}\right) /(x-i)$, where $x=0,1, \ldots, p-1, \infty$; or
(vi) $g: \Delta_{\infty} \mapsto \Delta_{i} \mapsto \Delta_{0}$ for some $1 \leq i \leq p-1$, then there exist $\rho \in g H_{0}$ and some integer $k \not \equiv 0(\bmod p)$ such that

$$
\rho: x_{\ell} \mapsto c \zeta^{-i\binom{\ell}{2}} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{i\left(\ell_{2}^{\ell}\right)} x_{\ell^{\prime}+k \ell}
$$

for $0 \leq \ell \leq p-1, \quad c \in \boldsymbol{C} \backslash\{0\} \quad$ and $\quad \phi(\rho) \in P G L\left(2, \boldsymbol{F}_{p}\right) \quad$ is the map $\quad x \mapsto$ $\left(i x-i^{2}\right) /\left(x+i k^{2}-i\right)$; or
(vii) $g: \Delta_{\infty} \mapsto \Delta_{i} \mapsto \Delta_{j}$ for some $1 \leq i \neq j \leq p-1$, then there exist $\rho \in g H_{0}$ and some integer $k \not \equiv 0(\bmod p)$ such that

$$
\rho: x_{\ell} \mapsto c \zeta^{\left.\frac{1}{2} \ell^{2}\left(\frac{\ell^{2} k^{2}}{i-j}-i-i k^{2}\right)+i \ell\right]} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{i\left(\frac{\ell_{2}}{2}\right)} x_{\ell^{\prime}+k \ell}
$$

for $0 \leq \ell \leq p-1, \quad c \in \boldsymbol{C} \backslash\{0\} \quad$ and $\quad \phi(\rho) \in P G L\left(2, \boldsymbol{F}_{p}\right) \quad$ is the map $\quad x \mapsto$ $\left(i x+\delta j-i^{2}\right) /(x+\delta-i)$, where $\delta=(i-j)^{-1} i^{2} k^{2}$.

Remarks. In the explicit formula of $\rho$ of Part (E), there are two parameters $c \in C \backslash\{0\}$ and $k \not \equiv 0(\bmod p)$. It is understood that $c$ is adjusted to ensure that $\rho \in S L(p, \boldsymbol{C})$, and (according to the following Theorem 2.6) $k$ should be chosen to guarantee that the "determinant" of the fractional linear transformation $\phi(\rho) \in P G L\left(2, \boldsymbol{F}_{p}\right)$ is 1 .

THEOREM 2.6. Keep the assumptions and notation in Theorem 2.5.
(1) For any $g \in G, \phi(g) \in P S L\left(2, \boldsymbol{F}_{p}\right)$; thus we may regard $\phi$ as a map from $G$ to $\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$.
(2) For any $g \in G$, if $g \cdot \tau \cdot g^{-1}=\zeta^{r} \tau^{a} \sigma^{c}, g \cdot \sigma \cdot g^{-1}=\zeta^{s} \tau^{b} \sigma^{d}$ for some $a, b, c, d, r, s \in \boldsymbol{F}_{p}$, define

$$
\Phi(g)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in G L\left(2, \boldsymbol{F}_{p}\right) .
$$

Then $\Phi(g) \in S L\left(2, \boldsymbol{F}_{p}\right)$; and therefore $\Phi: G \rightarrow S L\left(2, \boldsymbol{F}_{p}\right)$ is a well-defined group homomorphism with $\operatorname{Ker}(\Phi)=D$.
(3) If $\pi_{0}: S L\left(2, \boldsymbol{F}_{p}\right) \rightarrow \operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$ is the canonical projection, then $\pi_{0} \Phi=\phi$.

Theorem 2.7. Keep the assumptions and notation in Theorem 2.5. Define $\rho_{1}, \rho_{2}, \rho_{3} \in S L(p, \boldsymbol{C}) b y$

$$
\begin{aligned}
& \rho_{1}: x_{\ell} \mapsto c_{1} \zeta^{\left(\frac{\ell}{2}\right)} x_{\ell}, \\
& \rho_{2}: x_{\ell} \mapsto c_{2} \cdot \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{\ell^{\prime}} x_{\ell^{\prime}}, \\
& \rho_{3}: x_{\ell} \mapsto c_{3} x_{h \ell},
\end{aligned}
$$

where $h$ is a generator of $\boldsymbol{F}_{p}^{\times}$and $c_{1}, c_{2}, c_{3} \in \boldsymbol{C} \backslash\{0\}$.
(1) Let $G_{0}$ be the subgroup of $S L(p, \boldsymbol{C})$ generated by $D$ and $\rho_{1}, \rho_{2}, \rho_{3}$. Then $G_{0}$ is a primitive group of order $p^{4}\left(p^{2}-1\right)$ containing a monomial normal subgroup $H$ which has a non-scalar diagonal matrix.
(2) Let $G^{\prime} \subset S L(p, C)$ be any finite primitive subgroup such that $G^{\prime}$ has a monomial normal subgroup $H^{\prime}$ containing a non-scalar diagonal matrix. Then $G^{\prime}$ is equivalent to a subgroup $G$ of $G_{0}$ such that $G$ contains $D$. Moreover, if $p^{4}$ divides the order of $G$, then $G=G_{0}$; if $p^{4}$ doesn't divide the order of $G$, then $G$ is a semidirect product of $D$ and a subgroup of $S L\left(2, \boldsymbol{F}_{p}\right)$.

One crucial tool in our proof of these theorems is the notion of $\Gamma$-polygons for a monomial group $\Gamma \subset S L(n, \boldsymbol{C})$ (see Definition 2.1). Roughly speaking, a $\Gamma$-polygon is simply a decomposition of an $n$-dimensional space into a direct sum of some one-dimensional eigenspaces. In other words, a $\Gamma$-polygon corresponds to an index $n$ subgroup $D$ of $\Gamma$ with a one-dimensional $D$-eigenspace. Another tool is a formula of Gauss sum $\sum_{0 \leq \ell \leq p-1} \zeta^{\ell^{2}}$, which helps to find the explicit formulas of elements in $G$ (see Theorem 4.5 and the proof of Theorem 2.5 in Section 6).

We will explain briefly the ideas of our proof. Let $G \subset S L(p, \boldsymbol{C})$ be a finite primitive subgroup containing a monomial normal group $H$ such that $H$ has a non-scalar diagonal matrix. We consider the projection $\pi: H \rightarrow S_{p}$, where $\pi(h)(i)=j$ if and only if $h\left(x_{i}\right) \in \boldsymbol{C} \cdot x_{j}$ for $0 \leq i \leq p-1$. Since $H$ is normal in $G$ and $G$ is primitive, $H$ has at least two $H$-polygons. Using $H$-polygons, we may determine explicitly elements in $\operatorname{Ker}(\pi)$ (see Lemma 3.7). With the conjugation action of $H$ on $\operatorname{Ker}(\pi)$ we find that $H$ is solvable (see Lemma 3.8). Hence $\pi(H)$ is a transitive solvable subgroup in $S_{p}$; and therefore we know what it looks like. In particular, its Sylow $p$-subgroup is normal. Thus the preimage of this subgroup
under $\pi$, denoted by $D$, is the unique Sylow $p$-subgroup of $H$. It follows that $D$ is a monomial normal subgroup of $G$; it is the maximal normal $p$-subgroup studied in [Br1].
$D$ is an extra-special group of order $p^{3}$. If $Z$ is the center of $G$, then $D / Z$ is the socle of $G / Z$ in the paper by Dixon and Zalesski [DZ1]. With the aid of $D$ and $D$-polygons, it is possible to find the generators of $H$. However, we adopt another approach. Because $D$ is monomial normal and contains a non-scalar diagonal matrix, $D$ itself is a "legal" candidate of $H$. Thus it is unnecessary to find other monomial normal subgroup containing $D$.

Now consider the conjugation action of $G$ on $D / Z$. Since $D / Z$ may be regarded as a 2 -dimensional vector space over $\boldsymbol{F}_{p}$, we get a representation of $G$ to $G L\left(2, \boldsymbol{F}_{p}\right)$. Descending to $P G L\left(2, \boldsymbol{F}_{p}\right)$, we get the homomorphism $\phi: G \rightarrow P G L\left(2, \boldsymbol{F}_{p}\right)$. This homomorphism induces an action of $G$ on the set of $D$-polygons. The action of $G$ on these $D$-polygons is just the same as that described in Theorem 2.5(C). We will proceed to prove Theorem 2.5. For any two points $i, j \in \boldsymbol{P}^{1}\left(\boldsymbol{F}_{p}\right)=\{0,1, \ldots, p-1, \infty\}$, if we know the images of $g\left(\Delta_{i}\right)$ and $g\left(\Delta_{j}\right)$, it is possible to obtain an explicit form of some element $\rho \in g \cdot \operatorname{Ker}(\phi)$. In determining the explicit form of $\rho$, a lot of "tedious" computations are required. It is amid these computations that the formula of Gauss sum comes to the rescue. As a by-product, we find that $\phi(G)$ is a subgroup of $\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$; thus we get a homomorphism $\phi: G \rightarrow \operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$. Better than it is that this map $\phi: G \rightarrow$ $\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$ can be lifted to a map $\Phi: G \rightarrow S L\left(2, \boldsymbol{F}_{p}\right)$ so that the associated action of $G$ is equivariant to the aforementioned action of $G$ on $D / Z$. It is not difficult to find that the kernel of $\Phi$ is $D$.

However we take a slightly different way in the presentation of this paper for this action of $G$. We study the $D$-polygons in Section 4. The action of $G$ on these $D$-polygons is defined as in Theorem 2.5(C) and Lemma 3.3. Thus we get a group homomorphism $\phi: G \rightarrow P G L\left(2, \boldsymbol{F}_{p}\right)$ as in Theorem 2.5(D). It will be explained in Section 5 that this action is just the conjugation action of $G$ on $D / Z$ mentioned before. Being armed with this action we will prove Theorem 2.5(E). By Theorem $2.5(\mathrm{E})$, it can be shown that the image of $\phi: G \rightarrow P G L\left(2, \boldsymbol{F}_{p}\right)$ is contained in $P S L\left(2, \boldsymbol{F}_{p}\right)$ and this map can be lifted to $\Phi: G \rightarrow S L\left(2, \boldsymbol{F}_{p}\right)$ (see Section 7).

Apparently, the order of the group $G$ is a divisor of $p^{4}\left(p^{2}-1\right)$, which was anticipated by Brauer and Wales when $p=5$ or $7[\mathbf{B r} \mathbf{1}],[\mathbf{W a 2}]$. Moreover, all the subgroups of $S L\left(2, \boldsymbol{F}_{p}\right)$ of the form $\Phi(G)$ can be listed up to conjugation in $S L\left(2, \boldsymbol{F}_{p}\right)$ and the generators of $\Phi(G)$ may be exhibited (see Section 8). Thus we may describe the groups $G$ explicitly by using Theorem 2.5 . We will remark that a description of all the subgroups of $S L\left(2, \boldsymbol{F}_{p}\right)$ is usually known as a theorem of Dickson (see Theorem 7.5 or [Suz, Theorem, p.404]). What we need is to find all the conjugacy classes of the subgroups and to find a set of generators for a
representative of each conjugacy class, instead of merely a description of these subgroups as abstract groups.

More notation need be introduced (besides those in the last paragraph of Section 1). We will present our results in terms of matrix groups instead of a faithful representation of some group; thus $I_{n}$ is the $n \times n$ identity matrix and $x_{0}, x_{1}, \ldots, x_{p-1}$ is the standard basis. If $a$ is an integer, we denote $\binom{a}{2}=\frac{a(a-1)}{2} \in \boldsymbol{Z}_{p}$. Note that the simple-minded formula $\binom{a+b}{2}=\binom{a}{2}+\binom{b}{2}+a b$ is quite handy in Section 6. If $a$ is an integer with $a \not \equiv 0(\bmod p),\left(\frac{a}{p}\right)$ denotes the Legendre symbol.

## 3. Determining the structure of monomial normal subgroups.

Lemma 3.1. Let $\Gamma$ be a finite monomial group in $G L(n, \boldsymbol{C})$.
(1) If $\Delta=\left\{u_{0}, u_{1}, \ldots, u_{n-1}\right\}$ is a $\Gamma$-polygon, then the subgroup $\Gamma_{0}:=\{g \in \Gamma$ : $\left.g\left(u_{0}\right) \in C \cdot u_{0}\right\}$ is of index $n$ in $\Gamma$.
(2) If $\Gamma_{0}$ is a subgroup $\Gamma$ of index $n$ and $\Gamma_{0}$ has a "generalized eigenvector", i.e. a non-zero vector $v$ satisfying $g(v) \in \boldsymbol{C} \cdot v$ for any $g \in \Gamma_{0}$, then the orbit of $\boldsymbol{C} \cdot v$ under $\Gamma$ forms a $\Gamma$-polygon.
(3) There is a one-to-one correspondence between the set of $\Gamma$-polygons and the set of conjugacy classes of subgroups $\Gamma_{0}$ of $\Gamma$ satisfying the properties (i) $\left[\Gamma: \Gamma_{0}\right]=n$, and (ii) $\Gamma_{0}$ has a "generalized eigenvector". In particular, there are only finitely many $\Gamma$-polygons.

Proof. We will prove (1) only and leave the proof of (2) and (3) to the reader.

For the proof of (1), if $\left[\Gamma: \Gamma_{0}\right]<n$, then the orbit of $u_{0}$ under $\Gamma$ contains less than $n$ elements. Since the subspaces in an orbit of $\Gamma$ generate a $\Gamma$-invariant subspace, this will be a contradiction to the assumption that $\Gamma$ is irreducible.

From now on we will consider finite subgroups in $S L(p, \boldsymbol{C})$. Remember that $x_{0}, x_{1}, \ldots, x_{p-1}$ denotes the standard basis.

Lemma 3.2. If $\widetilde{G}$ is a finite primitive subgroup of $\operatorname{SL}(p, \boldsymbol{C})$ such that $\widetilde{G}$ has a monomial normal subgroup $\widetilde{H}$ containing a non-scalar diagonal matrix, then there exists some element $g \in S L(p, C)$ satisfying (i) $g^{-1} \widetilde{H} g$ is a monomial group, (ii) $\sigma \in g^{-1} \widetilde{H} g$ (see Definition 2.2 for $\sigma$ ), and (iii) $g^{-1} \widetilde{H} g$ contains a non-scalar diagonal matrix.

Proof. Consider the map $\pi^{\prime}: \widetilde{H} \rightarrow S_{p}$ defined by $\pi^{\prime}(g)(i)=j$ if and only if $g\left(x_{i}\right) \in \boldsymbol{C} \cdot x_{j}$ for $0 \leq i \leq p-1$. Since $\widetilde{H}$ is irreducible, the image $\pi^{\prime}(\widetilde{H})$ is a transitive subgroup of $S_{p}$. We may assume that the $p$-cycle $(0,1, \ldots, p-1)$
belongs to $\pi(\widetilde{H})$ if we reindex $x_{0}, x_{1}, \ldots, x_{p-1}$ when necessary. Find $\sigma^{\prime} \in \widetilde{H}$ so that $\pi^{\prime}\left(\sigma^{\prime}\right)=(0,1, \ldots, p-1)$, i.e. $\sigma^{\prime}\left(x_{j}\right) \in \boldsymbol{C} x_{j+1}$. Define $x_{0}^{\prime}=x_{0}$ and $x_{j}^{\prime}=\sigma^{\prime}\left(x_{j-1}^{\prime}\right)$ inductively for $1 \leq j \leq p-1$.

Then $\sigma^{\prime}: x_{0}^{\prime} \mapsto x_{1}^{\prime} \mapsto x_{2}^{\prime} \mapsto \cdots \mapsto x_{p-1}^{\prime} \mapsto c x_{0}^{\prime}$ for some $c \in \boldsymbol{C} \backslash\{0\}$. Since $\operatorname{det}\left(\sigma^{\prime}\right)=1$, it follows that $c=1$. Define $g \in S L(p, \boldsymbol{C})$ by $g\left(x_{j}\right)=d x_{j}^{\prime}$, for $0 \leq j \leq$ $p-1$ and $d \in \boldsymbol{C} \backslash\{0\}$ is chosen to ensure that $\operatorname{det}(g)=1$. It is not difficult to verify that $g^{-1} \widetilde{H} g$ is a monomial group, $\sigma \in g^{-1} \widetilde{H} g$ and $g^{-1} \widetilde{H} g$ contains a nonscalar diagonal matrix.

Convention. From now on, $G$ and $H$ are the groups defined as: $G=g^{-1} \widetilde{G} g$ and $H=g^{-1} \widetilde{H} g$ in the above lemma. Thus $G$ and $H$ satisfy the properties (i) $G$ is a finite primitive subgroup of $S L(p, \boldsymbol{C})$, (ii) $H$ is a monomial normal subgroup of $G$, (iii) $\sigma \in H$, and (iv) $H$ contains a non-scalar diagonal matrix. We will define $\pi: H \rightarrow S_{p}$ by $\pi(h)(i)=j$ if and only if $h\left(x_{i}\right) \in \boldsymbol{C} x_{j}$ for $0 \leq i, j \leq p-1$. Define $D=\langle\operatorname{Ker}(\pi), \sigma\rangle$. All these notation will remain in force till the end of this paper, unless otherwise specified.

In the rest of this section we will prove that $\operatorname{Ker}(\pi)=\left\langle\tau, \zeta I_{p}\right\rangle ;$ in particular, $\tau$ and $\zeta I_{p}$ belong to $H$.

Lemma 3.3. For any $g \in G$ and any $H$-polygon $\Delta=\left\{u_{0}, u_{1}, \ldots, u_{p-1}\right\}$, define $g(\Delta)=\left\{g\left(u_{0}\right), g\left(u_{1}\right), \ldots, g\left(u_{p-1}\right)\right\}$.
(1) $g(\Delta)$ is an $H$-polygon. In particular, the group $G$ acts on the set of all $H$-polygons.
(2) There are at least two H-polygons. Thus there are at least two D-polygons also.

Proof. (1) For any $h \in H$, we will show that $h\left(g\left(u_{i}\right)\right) \in \boldsymbol{C} \cdot g\left(u_{j}\right)$ for some $j$. Since $g^{-1} h g \in H$, it follows that $h\left(g\left(u_{i}\right)\right)=g\left(g^{-1} h g\right)\left(u_{i}\right)=g\left(g^{-1} h g\left(u_{i}\right)\right)=$ $g\left(\lambda \cdot u_{j}\right)$ for some $j$ and some $\lambda \in C \backslash\{0\}$. Thus $h\left(g\left(u_{i}\right)\right)=\lambda \cdot g\left(u_{j}\right)$.
(2) Assume that there is only one $H$-polygon. Thus $\Delta=\left\{x_{0}, x_{1}, \ldots, x_{p-1}\right\}$ is the unique $H$-polygon. From (1), $g(\Delta)=\Delta$ for any $g \in G$. Thus $g\left(x_{i}\right)=\lambda_{i} x_{j}$ for some $j$ and some $\lambda_{i} \in C \backslash\{0\}$, i.e. $G$ is a monomial group, which contradicts with the assumption that $G$ is primitive.

Lemma 3.4. Let $\Delta=\left\{u_{0}, u_{1}, \ldots, u_{p-1}\right\}$ be a $D$-polygon. If $\sigma\left(u_{i}\right) \in \boldsymbol{C} u_{i}$ for some $0 \leq i \leq p-1$, then $\Delta=\left\{\sum_{0 \leq \ell \leq p-1} \zeta^{i \ell} x_{\ell}: 0 \leq i \leq p-1\right\}$.

Proof. The cyclic group $\langle\sigma\rangle$ acts on the set $\left\{\boldsymbol{C} u_{i}: 0 \leq i \leq p-1\right\}$. If it has a fixed point, then the action is trivial because any $\sigma$-orbit in the set has length 1 or $p$. Thus, if $\sigma\left(u_{i}\right) \in \boldsymbol{C} u_{i}$ for some $i$, then $\sigma\left(u_{j}\right) \in \boldsymbol{C} u_{j}$ for any $0 \leq j \leq p-1$. It
follows that $u_{0}, u_{1}, \ldots, u_{p-1}$ are linearly independent eigenvectors of $\sigma$. However, all the eigenvectors of $\sigma$ (up to a scalar) are of the form $\sum_{0 \leq \ell \leq p-1} \zeta^{i \ell} x_{\ell}$ for some $0 \leq i \leq p-1$.

Definition 3.5. Let $\Delta=\left\{v_{0}, v_{1}, \ldots, v_{p-1}\right\}$ be a $D$-polygon so that $\sigma\left(v_{i}\right) \notin \boldsymbol{C} v_{i}$ for any $0 \leq i \leq p-1$. Since the $\sigma$-orbit containing $\boldsymbol{C} v_{0}$ is of length $p$, this orbit is just $\left\{\boldsymbol{C} v_{j}: 0 \leq j \leq p-1\right\}$. Thus, after reindexing $v_{0}, v_{1}, \ldots, v_{p-1}$, we may assume that $\sigma \cdot v_{j} \in \boldsymbol{C} v_{j+1}$. Define a map $\pi_{\Delta}: D \rightarrow S_{p}$ by $\pi_{\Delta}(h)(i)=j$ if and only if $h\left(v_{i}\right) \in \boldsymbol{C} v_{j}$ for $0 \leq i \leq p-1$. We find that $\pi_{\Delta}(\sigma)=(0,1, \ldots, p-1)$.

Recall the definition of $\Delta_{\infty}, \Delta_{0}, \Delta_{1}, \ldots, \Delta_{p-1}$ in Definition 2.4.
Lemma 3.6. Let $\Delta=\left\{v_{0}, v_{1}, \ldots, v_{p-1}\right\}$ be a $D$-polygon and $\Delta \neq \Delta_{\infty}$. Assume that $\sigma\left(v_{i}\right) \notin \boldsymbol{C} v_{i}$ for any $0 \leq i \leq p-1$.
(1) $\pi_{\Delta}(D)$ is the cyclic group generated by $\pi_{\Delta}(\sigma)$.
(2) If $\rho \in \operatorname{Ker}(\pi)$ is a non-scalar matrix, then $\pi_{\Delta}(\rho)$ is also a generator of $\pi_{\Delta}(D)$.
(3) $\operatorname{Ker}(\pi)=\left\langle\tau, \zeta I_{p}\right\rangle$.

## Proof.

Step 1: Note that $\operatorname{Ker}(\pi)$ is abelian, because it consists of diagonal matrices. Thus $D=\langle\operatorname{Ker}(\pi), \sigma\rangle$ is solvable. It follows that $\pi_{\Delta}(D)$ is a solvable subgroup of $S_{p}$. Thus $\pi_{\Delta}(D)$ is generated by the permutation $s_{1}$ and $s_{2}$, where $s_{1}: x \mapsto x+1$ and $s_{2}: x \mapsto d x$ for $0 \leq x \leq p-1$ and some $d \not \equiv 0(\bmod p)$ by [Coh, Proposition 11.6, p.117]. Note that $\pi_{\Delta}(D)$ is abelian if and only if $d \equiv 1(\bmod p)$.

Since $\pi_{\Delta}(\sigma)=(0,1, \ldots, p-1)$, we find that $\left\langle\pi_{\Delta}(\sigma)\right\rangle$ is normal in $\pi_{\Delta}(D)$ and $\Delta=\left\{v_{0}, \sigma\left(v_{0}\right), \ldots, \sigma^{p-1}\left(v_{0}\right)\right\}$. If we write $\sigma^{i}\left(v_{0}\right)=\sum_{0 \leq j \leq p-1} c_{i j} x_{j}$, where $c_{i j} \in \boldsymbol{C}$, there exists some $i$ so that $c_{i 0} \neq 0$. Multiplying $\sigma^{i}\left(v_{0}\right)$ by a non-zero scalar, we can assume that $c_{i 0}=1$. By abusing the notation we will denote $\sigma^{i}\left(v_{0}\right)$ by $v_{0}$. Write $v_{0}=\sum_{0 \leq j \leq p-1} c_{j} x_{j}$ and $v_{i}=\sigma^{i}\left(v_{0}\right)=\sum_{0 \leq j \leq p-1} c_{j} x_{j+i}$, where $c_{0}=1$ and $c_{j} \in \boldsymbol{C}$. Note that the set $\left\{v_{0}, v_{1}, \ldots, v_{p-1}\right\}$ is a $D$-polygon equivalent to (i.e. regarded as the same as) the previous one. Thus we call this "new" $D$-polygon by $\Delta$ also.

Step 2: For any $\rho \in \operatorname{Ker}(\pi)$ which is not a scalar matrix, $\pi_{\Delta}(\rho)$ is not the identity permutation.

For, write $\rho: x_{j} \mapsto \lambda_{j} x_{j}$, where $\lambda_{j} \in C \backslash\{0\}$ and assume that $\pi_{\Delta}(\rho)$ is the identity permutation. Then $\rho\left(v_{i}\right)=a_{i} v_{i}$ for some $a_{i} \in \boldsymbol{C} \backslash\{0\}$, i.e. $\sum_{j} c_{j} \lambda_{j+i} x_{j+i}=$ $a_{i} \sum_{j} c_{j} x_{j+i}$. Thus $c_{j} \lambda_{j+i}=a_{i} c_{j}$ for any $0 \leq j \leq p-1$. Since $c_{0}=1$, we find $a_{i}=\lambda_{i}$. It follows that $c_{j} \lambda_{j+i}=\lambda_{i} c_{j}$ for any $0 \leq i, j \leq p-1$. By assumption $\Delta \neq \Delta_{\infty}$. Thus there is some index $\ell$ with $1 \leq \ell \leq p-1$ satisfying that $c_{\ell} \neq 0$. Hence $\lambda_{\ell+i}=\lambda_{i}$ for any $0 \leq i \leq p-1$. It follows that $\lambda_{0}=\lambda_{\ell}=\lambda_{2 \ell}=\cdots=\lambda_{(p-1) \ell}$, i.e. $\lambda_{0}=\lambda_{1}=\cdots=$
$\lambda_{p-1}$ and $\rho$ is a scalar matrix.
Step 3: There is some non-scalar matrix $\rho \in \operatorname{Ker}(\pi)$ such that $\pi_{\Delta}(\rho)$ belongs to $\left\langle\pi_{\Delta}(\sigma)\right\rangle$, and thus it is a generator of $\left\langle\pi_{\Delta}(\sigma)\right\rangle$. Hence $\pi_{\Delta}(D)=\pi_{\Delta}(\operatorname{Ker}(\pi))$.

Assume that $\pi_{\Delta}(\rho) \notin\left\langle\pi_{\Delta}(\sigma)\right\rangle$ for any non-scalar matrix $\rho \in \operatorname{Ker}(\pi)$. Then $\pi_{\Delta}(\operatorname{Ker}(\pi)) \cap\left\langle\pi_{\Delta}(\sigma)\right\rangle=\{\operatorname{id}\}$. Since $\operatorname{Ker}(\pi) \triangleleft D$, it follows that $\pi_{\Delta}(\operatorname{Ker}(\pi))$ is normal in $\pi_{\Delta}(D)$. Because both $\left\langle\pi_{\Delta}(\sigma)\right\rangle$ and $\pi_{\Delta}(\operatorname{Ker}(\pi))$ are normal subgroups, $\pi_{\Delta}(D)$ is a direct product of $\left\langle\pi_{\Delta}(\sigma)\right\rangle$ and $\pi_{\Delta}(\operatorname{Ker}(\pi))$. Thus $\pi_{\Delta}(D)$ is an abelian group. From the structure of $\pi_{\Delta}(D)$, we find $s_{2}=\mathrm{id}$ and thus $\pi_{\Delta}(D)\left\langle\pi_{\Delta}(\sigma)\right\rangle$. We are led to the conclusion $\pi_{\Delta}(\rho) \in\left\langle\pi_{\Delta}(\sigma)\right\rangle$ for any non-scalar matrix $\rho$ in $\operatorname{Ker}(\pi)$. A contradiction to the starting assumption.

Thus there is some non-scalar $\rho \in \operatorname{Ker}(\pi)$ such that $\left\langle\pi_{\Delta}(\rho)\right\rangle=\left\langle\pi_{\Delta}(\sigma)\right\rangle$. It follows that $\pi_{\Delta}(D)=\pi_{\Delta}(\operatorname{Ker}(\pi))$.

Step 4: Proof of (1) and (2).
Since $\operatorname{Ker}(\pi)$ is abelian, we find that $\pi_{\Delta}(D)$ is abelian and $s_{2}=\mathrm{id}$. Thus we find that $\pi_{\Delta}(D)=\left\langle\pi_{\Delta}(\sigma)\right\rangle$, which is equal to $\left\langle\pi_{\Delta}(\rho)\right\rangle$ for some non-scalar $\rho \in \operatorname{Ker}(\pi)$.

Now consider any non-scalar matrix $\rho$ in $\operatorname{Ker}(\pi)$. Since $\pi_{\Delta}(\rho)$ is not the identity permutation, it is also a generator of the cyclic group generated by $\pi_{\Delta}(\sigma)$.

Step 5: If $\rho \in \operatorname{Ker}(\pi)$ is any non-scalar matrix and $1 \leq k^{\prime} \leq p-1$, then $\rho^{k^{\prime}}$ is not a scalar matrix.

For, if $\rho^{k^{\prime}}$ is a scalar matrix, then $\pi_{\Delta}\left(\rho^{k^{\prime}}\right)=$ id. On the other hand, $\pi_{\Delta}(\rho)=$ $\pi_{\Delta}(\sigma)^{k}$ for some $1 \leq k \leq p-1$. Thus id $=\pi_{\Delta}\left(\rho^{k^{\prime}}\right)=\pi_{\Delta}(\rho)^{k^{\prime}}=\pi_{\Delta}(\sigma)^{k k^{\prime}}$. Since $\pi_{\Delta}(\sigma)$ is a $p$-cycle, this is impossible.

Step 6: If $\rho^{\prime} \in \operatorname{Ker}(\pi)$ be any non-scalar matrix, then there is some $1 \leq k^{\prime} \leq$ $p-1$ such that $\rho^{\prime k^{\prime}}=\zeta^{b} \tau^{a}$, where $1 \leq a, b \leq p-1$. Moreover, $\left\langle\tau, \zeta I_{p}\right\rangle \subset \operatorname{Ker}(\pi)$.

Let $\rho^{\prime} \in \operatorname{Ker}(\pi)$ be any non-scalar matrix. Then $\pi_{\Delta}\left(\rho^{\prime}\right)=\pi_{\Delta}(\sigma)^{k}$ for some $1 \leq k \leq p-1$. Choose $k^{\prime}$ such that $k k^{\prime} \equiv 1(\bmod p)$ and define $\rho=\rho^{\prime k^{\prime}}$. Then $\rho \in$ $\operatorname{Ker}(\pi)$ is not a scalar matrix by Step 5 and $\pi_{\Delta}(\rho)=\pi_{\Delta}(\sigma)=(0,1, \ldots, p-1)$.

Write $\rho: x_{j} \mapsto t_{j} x_{j}$ for $0 \leq j \leq p-1$ and $t_{j} \in \boldsymbol{C} \backslash\{0\}$. Note that $\rho\left(v_{j}\right)=$ $b_{j} v_{j+1}$ for any $0 \leq j \leq p-1$, where $b_{j} \in C \backslash\{0\}$. Substitute it into the formula $v_{j}=\sum_{\ell} c_{\ell} x_{\ell+j}$ with $c_{0}=1$. We get $\sum_{\ell} c_{\ell} t_{\ell+j} x_{\ell+j}=b_{j} \sum_{\ell} c_{\ell} x_{\ell+j+1}$. Hence $b_{j}=c_{1} t_{j+1}$ and $c_{\ell+1} t_{\ell+j+1}=c_{1} c_{\ell} t_{j+1}$ for any $0 \leq \ell, j \leq p-1$. In particular $c_{j} \neq 0$ for all $0 \leq j \leq p-1$.

Taking $\ell=1$ in the formula $c_{\ell+1} t_{\ell+j+1}=c_{1} c_{\ell} t_{j+1}$, we get

$$
\frac{t_{j+1}}{t_{j}}=\frac{c_{1}^{2}}{c_{2}}
$$

for any $0 \leq j \leq p-1$. Denote $t=c_{1}^{2} / c_{2}$. We find that $t^{p}=\prod_{0 \leq j \leq p-1}\left(t_{j+1} / t_{j}\right)=1$.

Hence $t=\zeta^{a}$ for some $a$, i.e. $t_{j+1}=\zeta^{a} t_{j}$ for $0 \leq j \leq p-1$. Note that $a \not \equiv 0(\bmod p)$; otherwise $\rho$ would be a scalar matrix.

Thus we may write $\rho: x_{j} \mapsto t_{0} \zeta^{a j} x_{j}$ for $0 \leq j \leq p-1$. Since $\operatorname{det}(\rho)=1$, we find $t_{0}=\zeta^{b}$ for some integer $b$.

It is easy to verify that $\sigma \rho \sigma^{-1}=\zeta^{-a} \rho$. Thus $\zeta^{-a} I_{p}=\sigma \rho \sigma^{-1} \rho^{-1} \in D$. Hence $\zeta I_{p} \in \operatorname{Ker}(\pi)$. Since $\rho=\zeta^{b} \tau^{a}$, we find that $\tau \in \operatorname{Ker}(\pi)$ and $\rho \in\left\langle\tau, \zeta I_{p}\right\rangle$. In particular, the order of $\rho$ is $p$.

Step 7: $\operatorname{Ker}(\pi)=\left\langle\tau, \zeta I_{p}\right\rangle$.
Because of Step 6, it remains to show that $\operatorname{Ker}(\pi)$ is a $p$-group. Suppose not. Since $\operatorname{Ker}(\pi)$ is abelian, there exists an element $\rho^{\prime}$ in $\operatorname{Ker}(\pi)$ and the order of $\rho^{\prime}$ is $k^{\prime}$ with $1 \leq k^{\prime} \leq p-1$. Obviously $\rho^{\prime}$ is not a scalar matrix. Now there is some $1 \leq$ $k^{\prime \prime} \leq p-1$ such that $\rho^{\prime k^{\prime \prime}}$ is of order $p$. This is impossible.

Lemma 3.7. $\operatorname{Ker}(\pi)=\left\langle\tau, \zeta I_{p}\right\rangle$. In particular, $\left\langle\tau, \zeta I_{p}\right\rangle$ is a normal subgroup of $H$.

Proof. By Lemma 3.3, there are at least two $D$-polygons. Let $\Delta=$ $\left\{u_{0}, u_{1}, \ldots, u_{p-1}\right\}$ be a $D$-polygon other than $\Delta_{\infty}$.

Case 1: $\quad \sigma\left(u_{i}\right) \notin \boldsymbol{C} u_{i}$ for any $0 \leq i \leq p-1$.
Apply Lemma 3.6.
Case 2: $\quad \sigma\left(u_{i}\right) \in \boldsymbol{C} u_{i}$ for some $0 \leq i \leq p-1$.
Apply Lemma 3.4 and get $u_{i}=\sum_{0 \leq j \leq p-1} \zeta^{i j} x_{j}$ for $0 \leq i \leq p-1$. For any nonscalar matrix $\rho \in \operatorname{Ker}(\pi)$, we find that $\rho\left(u_{0}\right)=a u_{i}$ for some $i$. Obviously $i \not \equiv 0$ $(\bmod p)$.

Write $\rho: x_{j} \mapsto c_{j} x_{j}$ for $c_{j} \in \boldsymbol{C} \backslash\{0\}$. From the relation $\rho\left(u_{0}\right)=a u_{i}$, we find $a=c_{0}$ and $c_{j}=c_{0} \zeta^{i j}$. Thus the non-scalar matrix $\rho$ is just $c_{0} \tau^{i}$. Since $\operatorname{det}(\rho)=1$ we find $c_{0}=\zeta^{b}$ for some integer $b$. Consider $\sigma \rho \sigma^{-1} \rho^{-1}$ again. We conclude that $\operatorname{Ker}(\pi)=\left\langle\tau, \zeta I_{p}\right\rangle$ as in the proof of Lemma 3.6(3).

Lemma 3.8. $H$ is a solvable group and $D$ is a normal subgroup of $G$.
Proof. Since $\left\langle\tau, \zeta I_{p}\right\rangle$ is normal in $H$ by Lemma 3.7, we find that $\rho \tau \rho^{-1}=\tau^{a} \cdot \zeta^{b} I_{p}$ for some $a, b \in \boldsymbol{Z}_{p}$ with $a \not \equiv 0(\bmod p)$. Hence the following map $\Psi$ is a homomorphism from $H$ to $\boldsymbol{Z}_{p} \cdot \boldsymbol{Z}_{p}^{\times}$(the semi-direct product of $\boldsymbol{Z}_{p}$ with $\boldsymbol{Z}_{p}^{\times}$ where $\boldsymbol{Z}_{p}$ is a normal subgroup),

$$
\begin{gathered}
\Psi: H \longrightarrow \boldsymbol{Z}_{p} \cdot \boldsymbol{Z}_{p}^{\times} \\
\rho \longmapsto(a, b)
\end{gathered}
$$

if $\rho \tau \rho^{-1}=\tau^{a} \cdot \zeta^{b} I_{p}$.

We claim that $\operatorname{Ker}(\Psi)=\left\langle\tau, \zeta I_{p}\right\rangle$. Suppose that $\rho \in \operatorname{Ker}(\Psi)$. Then $\rho \tau=\tau \rho$. Since $\tau$ is a diagonal matrix with distinct eigenvalues, it is not difficult to find that $\rho$ is also a diagonal matrix. Thus $\rho \in \operatorname{Ker}(\pi)=\left\langle\tau, \zeta I_{p}\right\rangle$.

Since the kernel and the image of $\Psi$ are solvable groups, so is $H$. Now $\pi(H)$ is a transitive solvable subgroup of $S_{p}$. Hence $|\pi(H)|=p f$ for some $f$ dividing $p-1$; moreover, the $p$-cycle $(0,1, \ldots, p-1)$ generates a normal subgroup of $\pi(H)$. Hence $D=\pi^{-1}(\langle(0,1, \ldots, p-1)\rangle)$ is a normal Sylow $p$-subgroup of $H$. It follows that $D$ is a characteristic subgroup of $H$. Thus $D \triangleleft G$.

## 4. D-polygons and Gauss sums.

First we will determine all the $D$-polygons.
Lemma 4.1. The monomial group $D$ has precisely $p+1$ subgroups of index $p: D_{\infty}=\left\langle\tau, \zeta I_{p}\right\rangle$ and $D_{i}=\left\langle\sigma \tau^{i}, \zeta I_{p}\right\rangle$, where $0 \leq i \leq p-1$. These subgroups provide all the D-polygons $\Delta_{\infty}, \Delta_{0}, \Delta_{1}, \ldots, \Delta_{p-1}$, which are defined in Definition 2.4 .

Proof. Note that $\sigma \tau \sigma^{-1} \tau^{-1}=\zeta^{-1} I_{p}$.
It is not difficult to show that all the index $p$ subgroups of $D$ are $D_{\infty}$ and $D_{i}$ with $0 \leq i \leq p-1$. Now we will determine $D$-polygons via these index $p$ subgroups. We will do this for $D_{i}$, where $0 \leq i \leq p-1$ and leave the case $D_{\infty}$ to the reader.

Write the coset decomposition of $D$ with respect to $D_{i}$, i.e. $D=\bigcup_{0 \leq j \leq p-1} g_{j} D_{i}$ with $g_{0}=$ id. Let $v$ be a common eigenvector for all elements in $D_{i}$. By Lemma 3.1 the set $\left\{g_{j}(v): 0 \leq j \leq p-1\right\}$ is the $D$-polygon associated to $D_{i}$.

Since the subspace $\boldsymbol{C} \cdot v$ is fixed by $D_{i}$, all the other subspaces $\boldsymbol{C} \cdot g_{j}(v)$ are fixed by $D_{i}$ also (see the proof of Lemma 3.4). Hence these $g_{j}(v)$ are nothing but the eigenvectors of $\sigma \tau^{i}$.

The map $\sigma \tau^{i}$ can be exhibited as $\sigma \tau^{i}: x_{j} \mapsto \zeta^{i j} x_{j+1}$. Thus it is routine to verify all elements of $\Delta_{i}$ in Definition 2.4 are eigenvectors of $\sigma \tau^{i}$.

Once we know that $D$ is a monomial normal subgroup of $G$, it would be unnecessary to determine the structure of $H$. We may simply replace $H$ by $D$ and proceed to the proof of Theorem 2.5.

Recall the definitions of $u_{i}, v_{j}$ in Definition 2.4.
Lemma 4.2. Let $g \in G$.
(1) If $g\left(\Delta_{\infty}\right)=\Delta_{\infty}$ and $g\left(x_{0}\right) \in C \cdot x_{0}$, then there exists some $k \not \equiv 0(\bmod p)$ such that $g: x_{\ell} \mapsto c_{\ell} x_{k \ell}$ for $0 \leq \ell \leq p-1$ and $c_{\ell} \in C \backslash\{0\}$.
(2) If $g\left(\Delta_{\infty}\right)=\Delta_{0}$ and $g\left(x_{0}\right) \in \boldsymbol{C} \cdot u_{0}$, then there exists some $k \not \equiv 0(\bmod p)$
such that $g: x_{\ell} \mapsto c_{\ell} u_{k \ell}$ for $0 \leq \ell \leq p-1$ and $c_{\ell} \in C \backslash\{0\}$.
(3) If $g\left(\Delta_{\infty}\right)=\Delta_{i}$ for some $1 \leq i \leq p-1$ and $g\left(x_{0}\right) \in \boldsymbol{C} \cdot v_{0}$, then there exists some $k \not \equiv 0(\bmod p)$ such that $g: x_{\ell} \mapsto c_{\ell} v_{k \ell}$ for $0 \leq \ell \leq p-1$ and $c_{\ell} \in C \backslash\{0\}$.

Proof. We will prove (1) only, because the proof of (2) and (3) are almost the same.

Since $g\left(\Delta_{\infty}\right)=\Delta_{\infty}$ there is a permutation $\delta \in S_{p}$ such that $g\left(x_{\ell}\right)=c_{\ell} x_{\delta(\ell)}$ and $\delta(0)=0$.

Note that $g^{-1} \sigma g=\zeta^{r} \sigma^{s} \tau^{t}$ for some $r, s, t$ because $D \triangleleft G$. Suppose that $g\left(x_{k}\right) \in \boldsymbol{C} \cdot x_{1}$, i.e. $\delta(k)=1$. Consider $g^{-1} \sigma g\left(x_{0}\right)=\zeta^{r} \sigma^{s} \tau^{t}\left(x_{0}\right)$. We find that $k=s$, i.e. $\sigma g=\zeta^{r} g \sigma^{k} \tau^{t}$.

For any $0 \leq j \leq p-1$, consider $\sigma g\left(x_{j}\right)=\zeta^{r} g \sigma^{k} \tau^{t}\left(x_{j}\right)$. We find that $\sigma(j)=$ $\delta(j+k)$ for any $j$. By induction we get $\delta(j k)=j$ for any $j$, i.e. $\delta(j)=k^{-1} j$ for $0 \leq j \leq p-1$.

In case of (2), we may consider $g^{-1} \tau g$; in case of (3), consider $g^{-1} \sigma g$.
Lemma 4.3. Keep the notation in Theorem 2.5; in particular, $H_{0}=\operatorname{Ker}(\phi)$. Then $H_{0}=\left\langle\sigma . \tau, \lambda_{d}\right\rangle$ for some integer $d$ with $d^{2} \equiv 1(\bmod p)$. More generally, if $g \in G$ satisfies $g\left(\Delta_{\infty}\right)=\Delta_{\infty}$ and $g\left(\Delta_{i}\right)=\Delta_{i}$ for some $0 \leq i \leq p-1$, then $\left\langle g, H_{0}\right\rangle=\left\langle g^{\prime}, H_{0}\right\rangle$, where $g^{\prime}$ is defined by

$$
g^{\prime}: x_{\ell} \mapsto \varepsilon \zeta^{i\binom{d^{\ell} \ell}{2}-i\binom{\ell}{2}} x_{d^{\prime} \ell}
$$

for some $d^{\prime} \not \equiv 0(\bmod p)$, for any $0 \leq \ell \leq p-1$, and $\varepsilon=1$ or -1 .
Proof.
Step 1: If $g \in \operatorname{Ker}(\phi)$, then $\langle g, D\rangle=\left\langle\lambda_{d}, D\right\rangle$ for some $d \not \equiv 0(\bmod p)$ with $d^{2} \equiv 1(\bmod p)$.

Since $g\left(\Delta_{\infty}\right)=\Delta_{\infty}$ and $g\left(\Delta_{0}\right)=\Delta_{0}$, replace $g$ by $\sigma^{r} g \tau^{s}$ for suitable $r$ and $s$ if necessary; we will denote $\sigma^{r} g \tau^{s}$ by $g$ (by abusing the notation). We may assume that $g\left(x_{0}\right) \in \boldsymbol{C} \cdot x_{0}$ and $g\left(u_{0}\right) \in \boldsymbol{C} \cdot u_{0}$, where $u_{0}=\sum_{0 \leq \ell \leq p-1} x_{\ell}$.

By Lemma 4.2 there exists an integer $d \not \equiv 0(\bmod p)$ such that $g: x_{\ell} \mapsto c_{\ell} x_{d \ell}$ for $0 \leq \ell \leq p-1$. Substitute it into $g\left(u_{0}\right)=a u_{0}$ for some $a \in C \backslash\{0\}$. It follows that $c_{0}=c_{1}=\cdots=c_{p-1}$.

Since $g\left(\Delta_{i}\right)=\Delta_{i}$ for any $1 \leq i \leq p-1$, we have $g\left(v_{0}\right)=b \cdot v_{t}$ for some $0 \leq t \leq p-1, b \in \boldsymbol{C} \backslash\{0\}$, where $v_{0}=\sum_{0 \leq \ell \leq p-1} \zeta^{i\left(\frac{\ell}{2}\right)} x_{\ell}$ and $\Delta_{i}=\left\{v_{0}, v_{1}, \ldots, v_{p-1}\right\}$. Substitute $g: x_{\ell} \mapsto c x_{d \ell}$ into this formula. We get

$$
\begin{aligned}
c \sum_{0 \leq \ell \leq p-1} \zeta^{i\binom{\ell}{2}} x_{d \ell} & =a \sum_{0 \leq \ell \leq p-1} \zeta^{i\binom{\ell}{2}} x_{\ell+t} \\
& =a \sum_{0 \leq \ell \leq p-1} \zeta^{i\binom{(\ell-t}{2}} x_{d \ell}
\end{aligned}
$$

Hence

$$
c \cdot \zeta^{i\binom{\ell}{2}}=a \zeta^{i\binom{d-t}{2}}
$$

for any $0 \leq \ell \leq p-1$.
Thus, for any $0 \leq \ell \leq p-1$, the value

$$
\xi^{i\binom{(d-t}{2}-i\binom{\ell}{2}}=\xi^{\left.\frac{i}{2}\left(d^{2}-1\right) \ell^{2}-(2 d t+d-1) \ell+\left(t^{2}-t\right)\right]}
$$

is a constant. Hence $d^{2} \equiv 1(\bmod p)$.
Step 2: If $i$ is some integer with $0 \leq i \leq p-1$ and $g \in G$ satisfies $g\left(\Delta_{\infty}\right)=$ $\Delta_{\infty}$ and $g\left(\Delta_{i}\right)=\Delta_{i}$, then there is some $g^{\prime} \in\langle g, D\rangle$ given by

$$
g^{\prime}: x_{\ell} \mapsto \varepsilon \xi^{i\left(\frac{d \ell^{\prime} \ell}{2}\right)-i\binom{\ell}{2}} x_{d^{\prime} \ell}
$$

for some $d^{\prime} \not \equiv 0(\bmod p), \varepsilon= \pm 1$.
When $i \equiv 0(\bmod p)$, the proof is similar to Step 1 and is left to the reader. It remains to prove the case when $1 \leq i \leq p-1$.

Replacing $g$ by $\sigma^{r} g \tau^{s}$ if necessary, we may assume that $g\left(x_{0}\right) \in \boldsymbol{C} \cdot x_{0}$ and $g\left(v_{0}\right) \in \boldsymbol{C} \cdot v_{0}$, where $v_{0}=\sum_{0 \leq \ell \leq p-1} \zeta^{i\left(\frac{\ell}{2}\right)} x_{\ell}$.

Apply Lemma 4.2. Find an integer $d^{\prime} \not \equiv 0(\bmod p)$ so that $g^{\prime}: x_{\ell} \mapsto c_{\ell} x_{d^{\prime} \ell}$ for $c_{\ell} \in \boldsymbol{C} \backslash\{0\}$. Substitute it into $g\left(v_{0}\right)=a v_{0}$ for some $a \in \boldsymbol{C} \backslash\{0\}$. We find that $c_{\ell} \cdot c_{0}^{-1}=\zeta^{i\binom{d_{\ell} \ell}{2}-i\binom{\ell}{2}}$ for any $\ell$. Since $\operatorname{det}(g)=1$, it follows that $c_{0}=\varepsilon \cdot \zeta^{t}$, where $\varepsilon=\operatorname{sgn}\left\{x \mapsto d^{\prime} x: 0 \leq x \leq p-1\right\}$ and $t$ is some integer.

Lemma 4.4. Let a be an integer. Then

$$
\sum_{0 \leq \ell \leq p-1} \zeta^{a \ell}= \begin{cases}0, & \text { if } a \not \equiv 0(\bmod p) \\ p, & \text { if } a \equiv 0(\bmod p)\end{cases}
$$

Proof. This formula is standard and thus its proof is omitted.

Theorem 4.5. Let $a$ be an integer with $a \not \equiv 0(\bmod p)$. Then

$$
\sum_{0 \leq \ell \leq p-1} \zeta^{a \ell^{2}}=\left(\frac{a}{p}\right) \sqrt{\left(\frac{-1}{p}\right) p}
$$

Proof. Omitted.
Lemma 4.6. If $a$ and $b$ are integers with $a \not \equiv 0(\bmod p)$, then

$$
\sum_{0 \leq \ell \leq p-1} \zeta^{a\left(\frac{\ell}{2}\right)+b \ell}=\left(\frac{2 a}{p}\right) \zeta^{-\frac{a\left(2 a^{-1} b-1\right)^{2}}{8}} \sqrt{\left(\frac{-1}{p}\right) p}
$$

Proof.

$$
\begin{aligned}
\sum_{0 \leq \ell \leq p-1} \zeta^{a\left(\frac{\ell}{2}\right)+b \ell} & =\sum_{\ell} \zeta^{\frac{a}{2}\left(\ell^{2}-\ell\right)+b \ell}=\sum_{\ell} \zeta^{\left.\frac{a}{2} \ell^{2}-\ell+2 a^{-1} b \ell\right]} \\
& \left.=\sum_{\ell} \zeta^{\left.\frac{a}{2} \ell^{2}+\left(2 a^{-1} b-1\right) \ell\right]}=\sum_{\ell} \zeta^{\frac{a}{2}\left[\left(\ell+\frac{2 a^{-1}-1 b-1}{2}\right)^{2}-\frac{\left(2 a^{-1} b-1\right)^{2}}{4}\right]}\right] \\
& \left.=\sum_{\ell} \zeta^{\frac{a}{2}\left(\ell+\frac{2 a^{-1}-1-1}{2}\right.}\right)^{2}-\frac{a\left(2 a^{-1}-1-1\right)^{2}}{8} \\
& =\zeta^{-\frac{a\left(2 a^{-1}-1-1\right)^{2}}{8}} \sum_{\ell} \zeta^{\frac{a}{2} \ell^{2}} .
\end{aligned}
$$

## 5. Proof of Theorem 2.5: the first stage.

We will start to prove Theorem 2.5. The proof of Theorem 2.5(E) will be delayed till Section 6.
(A) has been proved in Lemma 3.8.
(B) is proved in Lemma 4.1.
(C) The group action of $G$ on the set $\left\{\Delta_{\infty}, \Delta_{0}, \ldots, \Delta_{p-1}\right\}$ is well-defined because of Lemma 3.3.

It remains to discuss (D).
Now we will consider the action of $G$ on the $D$-polygons $\Delta_{\infty}, \Delta_{0}, \ldots, \Delta_{p-1}$. Note that, for $i=0,1, \ldots, p-1, \infty$, each $\Delta_{i}$ is associated to $D_{i}$, where $D_{\infty}=\left\langle\tau, \zeta I_{p}\right\rangle, D_{i}=\left\langle\sigma \tau^{i}, \zeta I_{p}\right\rangle$ for $0 \leq i \leq p-1$.

Since $D \triangleleft G$ and that $D_{\infty}, D_{0}, \ldots, D_{p-1}$ are all the index $p$ subgroup $D$, it follows that $G$ permutes $D_{\infty}, D_{0}, \ldots, D_{p-1}$.

Lemma 5.1. Let $x, y \in\{\infty, 0,1, \ldots, p-1\}$. For any $g \in G, g\left(\Delta_{x}\right)=\Delta_{y}$ if and only if $g \cdot D_{x} \cdot g^{-1}=D_{y}$.

Proof. From the proof of Lemma 4.1, elements of $\Delta_{x}$ are precisely the linearly independent eigenvectors of $D_{x}$. Hence the result.

Definition 5.2. For any $g \in G$, if $g \cdot \tau \cdot g^{-1}=\zeta^{r} \tau^{a} \sigma^{c}, g \cdot \sigma \cdot g^{-1}=\zeta^{s} \tau^{b} \sigma^{d}$ for some $a, b, c, d, r, s \in \boldsymbol{F}_{p}$. We will define a map $\Phi: G \rightarrow G L\left(2, \boldsymbol{F}_{p}\right)$ by

$$
\Phi(g)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in G L\left(2, \boldsymbol{F}_{p}\right) .
$$

This map is the conjugation action of $G$ on $D /\left\langle\zeta I_{p}\right\rangle \simeq \boldsymbol{F}_{p} \cdot \tau^{\prime} \oplus \boldsymbol{F}_{p} \cdot \sigma^{\prime} \simeq \boldsymbol{F}_{p}^{2}$, where $\tau^{\prime}$ and $\sigma^{\prime}$ are the images of $\tau$ and $\sigma$ in $D /\left\langle\zeta I_{p}\right\rangle$ respectively. The coordinates of $\tau^{\prime}$ and $\sigma^{\prime}$ are $\binom{1}{0}$ and $\binom{0}{1}$ respectively. The projective line $\boldsymbol{P}^{1}\left(\boldsymbol{F}_{p}\right)$ consists of $p+1$ points: $\infty=\binom{1}{0}, i=\binom{i}{1}$ for $0 \leq i \leq p-1$. These points correspond to $D_{\infty}$, $D_{i}$ for $0 \leq i \leq p-1$, and they also correspond to $\Delta_{\infty}, \Delta_{i}$ for $0 \leq i \leq p-1$. It is straightforward to see that these correspondences respect the actions of $G$.

We will show that $\Phi(g) \in S L\left(2, \boldsymbol{F}_{p}\right)$ in Section 7. At present we only know that $\Phi(g) \in G L\left(2, \boldsymbol{F}_{p}\right)$. Let $\pi_{0}: G L\left(2, \boldsymbol{F}_{p}\right) \rightarrow P G L\left(2, \boldsymbol{F}_{p}\right)$ be the canonical projection. By Lemma 5.1 we find that $\phi(g)=\pi_{0} \Phi(g)$. Note that

$$
\phi(g)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in P G L\left(2, \boldsymbol{F}_{p}\right)
$$

may be regarded as a fractional linear transformation on $\boldsymbol{P}^{1}\left(\boldsymbol{F}_{p}\right)$ which sends $x \in \boldsymbol{P}^{1}\left(\boldsymbol{F}_{p}\right)=\{\infty, 0,1, \ldots, p-1\}$ to $(a x+b) /(c x+d)$.

We record the above discussion as the following lemma.
Lemma 5.3. Keep the notation in Theorem 2.5. Let the points $\infty, 0,1, \ldots, p-1$ on $\boldsymbol{P}^{1}\left(\boldsymbol{F}_{p}\right)$ correspond to the $D$-polygons $\Delta_{\infty}, \Delta_{0}, \Delta_{1}, \ldots, \Delta_{p-1}$. If $g \in G$ satisfies $g \cdot \tau \cdot g^{-1}=\zeta^{r} \tau^{a} \sigma^{c}, g \cdot \sigma \cdot g^{-1}=\zeta^{s} \tau^{b} \sigma^{d}$ for some $a, b, c, d, r, s \in \boldsymbol{F}_{p}$, then $g$ permutes $\Delta_{\infty}, \Delta_{0}, \Delta_{1}, \ldots, \Delta_{p-1}$ as the fractional linear transformation $x \mapsto(a x+b) /(c x+d)$, where $x=\infty, 0,1, \ldots, p-1$. Moreover this action induces a non-trivial group homomorphism $\phi: G \rightarrow P G L\left(2, \boldsymbol{F}_{p}\right)$ such that $\operatorname{Ker}(\phi)=$ $\left\langle\sigma, \tau, \lambda_{d}\right\rangle$ for some integer $d^{2} \equiv 1(\bmod p)$.

Proof. The assertion about $\operatorname{Ker}(\phi)$ is proved in Lemma 4.3.
If $\phi$ is trivial, i.e. $G=\operatorname{Ker}(\phi)$, then $G=\left\langle\sigma, \tau, \lambda_{d}\right\rangle$ is a monomial group. This is
a contradiction to the assumption that $G$ is primitive.

## 6. Proof of Theorem 2.5: the second stage.

All the notation are the same as in Theorem 2.5.
Let $g \in G$.
Case 1: $g: \Delta_{\infty} \mapsto \Delta_{\infty}, \Delta_{0} \mapsto \Delta_{0}$.
Apply Lemma 4.3. There exists $\rho \in g H_{0}$ such that $\rho: x_{\ell} \mapsto \varepsilon x_{k \ell}$ for some $k \not \equiv 0(\bmod p)$ and for any $0 \leq \ell \leq p-1$.

It remains to find $\phi(\rho)$ explicitly. Note that $\phi(g)=\phi(\rho)$.
Since $\Delta_{\infty}$ and $\Delta_{0}$ correspond to the groups $D_{\infty}=\left\langle\tau, \zeta I_{p}\right\rangle$ and $D_{0}=\left\langle\sigma, \zeta I_{p}\right\rangle$ respectively, the assumption that $g\left(\Delta_{\infty}\right)=\Delta_{\infty}$ and $g\left(\Delta_{0}\right)=\Delta_{0}$ is equivalent to that $g \tau g^{-1}=\zeta^{r} \tau^{a}$ and $g \sigma g^{-1}=\zeta^{s} \sigma^{d}$ for some integers $r, s, a, d$. Hence $g$ gives rise to the matrix

$$
\left(\begin{array}{ll}
a & 0  \tag{6.1}\\
0 & d
\end{array}\right)=\left(\begin{array}{ll}
\lambda & 0 \\
0 & 1
\end{array}\right) \in P G L\left(2, \boldsymbol{F}_{p}\right)
$$

where $\lambda=a d^{-1} \in \boldsymbol{F}_{p}^{\times}$. It remains to evaluate $\lambda$ in terms of the constant $k$ in the definition of $\rho$.

Note that (6.1) corresponds to the fractional linear transformation $x \mapsto \lambda x$. Since $1 \mapsto \lambda$, it suffices to find $g\left(\Delta_{1}\right)$.

Clearly $g\left(\Delta_{1}\right)=\Delta_{i}$ for some $1 \leq i \leq p-1$.
Write $\quad \Delta_{i}=\left\{w_{0}, w_{1}, \ldots, w_{p-1}\right\}$, where $w_{0}=\sum_{0 \leq \ell \leq p-1} \zeta^{i\binom{\ell}{2}} x_{\ell}$, and $\Delta_{1}=$ $\left\{v_{0}, \ldots, v_{p-1}\right\}$, where $v_{0}=\sum_{0 \leq \ell \leq p-1} \zeta^{\binom{\ell}{2}} x_{\ell}$.

From the assumption $\rho\left(v_{0}\right)=a \cdot w_{t}$ for some $0 \leq t \leq p-1$, we find

$$
\begin{aligned}
\varepsilon \sum_{0 \leq \ell \leq p-1} \zeta^{\left(\frac{\ell}{2}\right)} x_{k \ell} & =a \sum_{0 \leq \ell \leq p-1} \zeta^{i\left(\frac{\ell}{2}\right)} x_{\ell+t} \\
& =a \sum_{0 \leq \ell \leq p-1} \zeta^{i\left(e_{2}^{(-t}\right)} x_{\ell} \\
& =a \sum_{0 \leq \ell \leq p-1} \zeta^{i\left(\frac{k-t}{(k-t)}\right.} x_{k \ell} .
\end{aligned}
$$

Thus we find that, for any $0 \leq \ell \leq p-1$,

$$
\varepsilon \zeta^{\left(\frac{1}{2}\right)}=a \zeta^{\zeta^{i(k-t}\binom{k}{2}} .
$$

Hence we get $i k^{2} \equiv 1(\bmod p)$ and $1=i k(1+2 t)$, i.e. $g\left(\Delta_{1}\right)=\Delta_{k^{-2}}$ and $\lambda=k^{-2}$.

Case 2: $g: \Delta_{\infty} \mapsto \Delta_{\infty}, \Delta_{0} \mapsto \Delta_{i}$ for some $1 \leq i \leq p-1$.
Write $\Delta_{0}=\left\{u_{0}, \ldots, u_{p-1}\right\}, \Delta_{i}=\left\{v_{0}, \ldots, v_{p-1}\right\}$, where $u_{0}=x_{0}+\cdots+x_{p-1}$ and $v_{0}=\sum_{0 \leq \ell \leq p-1} \zeta^{i\binom{\ell}{2}} x_{\ell}$.

As in the proof of Lemma 4.3, consider $\sigma^{-r} g \tau^{s}$ for suitable $r, s$. We find $\rho \in g H_{0}$ such that $\rho\left(x_{0}\right) \in \boldsymbol{C} \cdot x_{0}$ and $\rho\left(u_{0}\right) \in \boldsymbol{C} \cdot v_{0}$.

Apply Lemma 4.2. There exists $k \not \equiv 0(\bmod p)$ such that $\rho: x_{\ell} \mapsto c_{\ell} x_{k \ell}$ for $0 \leq \ell \leq p-1$ and $c_{\ell} \in \boldsymbol{C} \backslash\{0\}$. Substitute it into $\rho\left(u_{0}\right)=a v_{0}$ for $a \in \boldsymbol{C} \backslash\{0\}$. We get

$$
\sum_{0 \leq \ell \leq p-1} c_{\ell} x_{k \ell}=a \sum_{0 \leq \ell \leq p-1} \zeta^{i\binom{\ell}{2}} x_{\ell}=a \sum_{0 \leq \ell \leq p-1} \zeta^{i\binom{(k)}{2}} x_{k \ell} .
$$

Thus we get

$$
\rho: x_{\ell} \mapsto c \cdot \zeta^{i\binom{k}{2}} x_{k \ell}
$$

for some $c \in C \backslash\{0\}$.
It remains to determine $\phi(\rho)$. Note that $g$ determines the element

$$
\left(\begin{array}{cc}
a & b i  \tag{6.2}\\
0 & b
\end{array}\right)=\left(\begin{array}{cc}
\lambda & i \\
0 & 1
\end{array}\right) \in P G L\left(2, \boldsymbol{F}_{p}\right)
$$

where $\lambda \in \boldsymbol{F}_{p}^{\times}$.
Since (6.2) determines the map $x \mapsto \lambda x+i$, we will find $g\left(\Delta_{1}\right)$. Note that either $g\left(\Delta_{1}\right)=\Delta_{0}$ or $g\left(\Delta_{1}\right)=\Delta_{j}$ for some $1 \leq j \leq p-1$. It is not difficult to show that, (i) if $g\left(\Delta_{1}\right)=\Delta_{0}$, then $1+i k^{2} \equiv 0(\bmod p)$; and (ii) if $g\left(\Delta_{1}\right)=\Delta_{j}$, then $1+(i-j) k^{2} \equiv 0(\bmod p)$.

In either case, it will imply that $\lambda=k^{-2}$. The details are left to the reader.
Case 3: $g: \Delta_{\infty} \mapsto \Delta_{0} \mapsto \Delta_{\infty}$.
Use similar methods in Case 2. Let $\rho=\sigma^{-r} g \tau^{s}$ so that $\rho\left(x_{0}\right) \in C \cdot u_{0}$ and $\rho\left(u_{0}\right) \in C \cdot x_{0}$. Apply Lemma 4.2 to get that $\rho: x_{\ell} \mapsto c_{\ell} u_{k \ell}$ for some $k \not \equiv 0(\bmod p)$ and $c_{\ell} \in \boldsymbol{C} \backslash\{0\}$. Substitute it into $\rho\left(u_{0}\right)=a x_{0}$ for some $a \in \boldsymbol{C} \backslash\{0\}$. We get

$$
\sum_{0 \leq \ell^{\prime} \leq p-1}\left(\sum_{0 \leq \ell \leq p-1} c_{\ell} \zeta^{k \ell \ell^{\prime}}\right) x_{\ell^{\prime}}=a x_{0} .
$$

Define a complex $p \times p$ matrix $T=\left(t_{\ell^{\prime}, \ell}\right)_{0 \leq \ell^{\prime}, \ell \leq p-1}$ by defining $t_{\ell^{\prime}, \ell}=\zeta^{k \ell \ell^{\prime}}$.
If $0 \leq \ell^{\prime} \neq \ell^{\prime \prime} \leq p-1$, then $\sum_{0 \leq \ell \leq p-1} t_{\ell^{\prime}, \ell} \cdot \bar{t}_{\ell^{\prime \prime}, \ell}=\sum_{0 \leq \ell \leq p-1} \zeta^{k\left(\ell^{\prime}-\ell^{\prime \prime}\right) \ell}=0 \quad$ by Lemma 4.4.

Thus $T \cdot{ }^{t} \bar{T}=p \cdot I_{p}$, where ${ }^{t} \bar{T}$ is the conjugate transpose of the matrix $T$. Moreover,

$$
T\left(\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{p-1}
\end{array}\right)=a\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

Multiply ${ }^{t} \bar{T}$ on both side of the above identity. We get

$$
p c_{\ell}=a
$$

for any $0 \leq \ell \leq p-1$. Thus $\rho: x_{\ell} \mapsto c \sum_{0 \leq \ell^{\prime} \leq p-1} \xi^{k \ell^{\prime}} x_{\ell^{\prime}}$ for some $c \in C \backslash\{0\}$.
Now we will determine $\phi(\rho)$. Since $g$ determines

$$
\left(\begin{array}{cc}
0 & a \\
b & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & \lambda \\
1 & 0
\end{array}\right) \in P G L\left(2, \boldsymbol{F}_{p}\right),
$$

$\phi(\rho)$ is the map $x \mapsto \lambda / x$. We will find $g\left(\Delta_{1}\right)$. Note that $g\left(\Delta_{1}\right)=\Delta_{i}$ for some $1 \leq i \leq p-1$.

Thus we have a relation $g\left(\sum_{\ell} \zeta^{\binom{\ell}{2}} x_{\ell}\right)=a \sum_{\ell} \zeta^{i\binom{\ell}{2}} x_{\ell+t}$ for some $a \in \boldsymbol{C} \backslash\{0\}$ and some $0 \leq t \leq p-1$. Hence get

$$
c \sum_{\ell} \zeta^{\left(\frac{\ell}{2}\right)+k \ell \ell^{\prime}}=a \zeta^{i\left({ }_{2}^{\left({ }_{2}^{2}\right.}\right)}
$$

for any $0 \leq \ell^{\prime} \leq p-1$. Apply Lemma 4.6 to evaluate the left-hand side of the above relation (with $a=1$ and $b=k \ell^{\prime}$ ). We find a non-zero constant $A$ such that

$$
\begin{equation*}
c \cdot A \cdot \zeta^{\frac{\left(22 t(-1)^{2}\right.}{8}}=a \zeta^{i\left(\ell_{2}^{\prime-t}\right)} \tag{6.3}
\end{equation*}
$$

for any $0 \leq \ell^{\prime} \leq p-1$. In particular, taking $\ell^{\prime} \equiv 0(\bmod p)$, we get

$$
\begin{equation*}
c \cdot A \cdot \zeta^{-\frac{1}{8}}=a \zeta^{i\binom{-t}{2}} \tag{6.4}
\end{equation*}
$$

Dividing (6.3) by (6.4), we find that

$$
\zeta^{-\frac{\left(2 k^{\prime}-1\right)^{2}}{8}+\frac{1}{8}}=\zeta^{i\left(\ell^{\prime}-t\right)-i\binom{-t}{2}}
$$

for any $0 \leq \ell^{\prime} \leq p-1$. It is easy to find that $i=-k^{2}$. Thus $\lambda=-k^{2}$.
Case 4: $\quad g: \Delta_{\infty} \mapsto \Delta_{0} \mapsto \Delta_{i}$ for some $1 \leq i \leq p-1$.
Define $u_{0}=x_{0}+\cdots+x_{p-1}$ and $v_{0}=\sum_{0 \leq \ell \leq p-1} \zeta^{i\binom{\ell}{2}} x_{\ell}$.
Find suitable $r$ and $s$ so that $\rho=\tau^{r} g \tau^{s} \in g H_{0}$ and $\rho\left(x_{0}\right) \in \boldsymbol{C} u_{0}, \rho\left(u_{0}\right) \in \boldsymbol{C} \cdot v_{0}$.
By Lemma 4.2 , there exists $k \not \equiv 0(\bmod p)$ such that $\rho: x_{\ell} \mapsto c_{\ell} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{k \ell \ell^{\prime}} x_{\ell^{\prime}}$ for $0 \leq \ell \leq p-1$ and $c_{\ell} \in \boldsymbol{C} \backslash\{0\}$. Substitute it into $\rho\left(u_{0}\right)=a v_{0}$ for some $a \in \boldsymbol{C} \backslash\{0\}$. We find that
for any $0 \leq \ell^{\prime} \leq p-1$.
We will use the same method in Case 3 and define a complex $p \times p$ matrix $T=\left(t_{\ell^{\prime}, \ell}\right)_{0 \leq \ell^{\prime}, \ell \leq p-1}$ by defining $t_{\ell^{\prime}, \ell}=\zeta^{k \ell \ell^{\prime}}$.

Then $T \cdot{ }^{t} \bar{T}=p \cdot I_{p}$ and

$$
T \cdot\left(\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{p-1}
\end{array}\right)=a\left(\begin{array}{c}
1 \\
\vdots \\
\zeta^{i\left(\ell_{2}^{\prime}\right)} \\
\vdots
\end{array}\right)
$$

It follows that

Hence

$$
p \cdot c_{\ell}=a \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{-k \ell \ell^{\prime}} \cdot \zeta^{i\left(\frac{\ell_{2}^{\prime}}{2}\right)}=a \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{i\left(\frac{\ell^{\prime}}{2}\right)-k \ell \ell^{\prime}}
$$

for any $0 \leq \ell \leq p-1$.
Apply Lemma 4.6. We find a non-zero constant $A$ such that

$$
c_{\ell}=A \cdot \zeta^{-\frac{i\left(2 i^{-1}-1+1\right)^{2}}{8}}
$$

for $0 \leq \ell \leq p-1$. In particular, $c_{0}=A \cdot \zeta^{-\frac{i}{8}}$. Hence

$$
c_{\ell} \cdot c_{0}^{-1}=\zeta^{-i \frac{\left.\left(2 i^{-1} k+1\right)^{2}-1\right]}{8}}=\zeta^{-i\left(-i_{2}^{-1}{ }_{2} \ell\right)}
$$

as desired.
Now consider $\phi(\rho)$. Since $g \cdot \tau \cdot g^{-1}=\zeta^{r} \sigma^{a}, g \cdot \sigma \cdot g^{-1}=\zeta^{s}\left(\sigma \tau^{i}\right)^{b}$ for some $a, b$ $\not \equiv 0(\bmod p)$, we find that $\phi(\rho)$ determines

$$
\left(\begin{array}{cc}
0 & i b \\
a & b
\end{array}\right)=\left(\begin{array}{cc}
0 & i \\
\lambda & 1
\end{array}\right) \in \operatorname{PGL}\left(2, \boldsymbol{F}_{p}\right)
$$

Hence $\phi(\rho)$ is the map $x \mapsto i /(1+\lambda x)$. We will find the value of $\lambda$. Since $-\lambda^{-1} \mapsto \infty$, we will find some $1 \leq j \leq p-1$ such that $g\left(\Delta_{j}\right)=\Delta_{\infty}$.

Consider $\rho\left(\sum_{0 \leq \ell \leq p-1} \zeta^{j\left(\frac{\ell}{2}\right)} x_{\ell}\right)=a x_{t}$ for some $0 \leq t \leq p-1$ and $a \in \boldsymbol{C} \backslash\{0\}$. Substitute the map $\rho: x_{\ell} \mapsto c \zeta^{-i\left(i_{2}^{-i 2^{k} k}\right)} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{k \ell \ell^{\prime}} x_{\ell^{\prime}}$ to get

$$
\begin{equation*}
\left.\sum_{0 \leq \ell \leq p-1} \zeta^{j\left(\frac{\ell}{2}\right)-i\left(-i_{2}^{-i} k \ell\right.}\right)+k \ell^{\prime}=0 \tag{6.5}
\end{equation*}
$$

for any $\ell^{\prime} \not \equiv t(\bmod p)$.
The left-hand side of (6.5) can be written as

$$
\sum_{\ell} \zeta^{\frac{j}{2}\left(\ell^{2}-\ell\right)-\frac{k}{2}\left(i^{-1} k \ell^{2}+\ell\right)+k \ell \ell^{\prime}}=\sum_{\ell} \zeta^{\left(j-i^{-1} k^{2}\right)\left(\frac{\ell}{2}\right)+\frac{2 k^{\ell}-k-i^{-1} k^{2}}{2} \ell}
$$

which is not zero for any $0 \leq \ell^{\prime} \leq p-1$ provided that $j-i^{-1} k^{2} \not \equiv 0(\bmod p)$, because of Lemma 4.6.

Thus $j \equiv i^{-1} k^{2}(\bmod p)$ and $\lambda=-k^{-2} i$.
Case 5: $\quad g: \Delta_{\infty} \mapsto \Delta_{i} \mapsto \Delta_{\infty}$ for some $1 \leq i \leq p-1$.
Find $\rho=\sigma^{-r} g \tau^{t} \in g H_{0}$, where $r, t$ are suitable integers so that $\rho\left(x_{0}\right) \in \boldsymbol{C} \cdot v_{0}$ and $\rho\left(v_{0}\right) \in \boldsymbol{C} \cdot x_{0}$, where $\Delta_{i}=\left\{v_{0}, v_{1}, \ldots, v_{p-1}\right\}$ and $v_{0}=\sum_{0 \leq \ell \leq p-1} i^{i\left(\frac{\ell}{2}\right)} x_{\ell}$. Apply Lemma 4.2 to get $\rho: x_{\ell} \mapsto c_{\ell} v_{k \ell}$ for some $k \not \equiv 0(\bmod p)$. Substitute it into $\rho\left(v_{0}\right)=$ $a x_{0}$ for some $a \in \boldsymbol{C} \backslash\{0\}$. We find that

$$
\sum_{0 \leq \ell, \ell^{\prime} \leq p-1} c_{\ell} \zeta^{i\left(\frac{\ell}{2}\right)+i\left(\frac{\ell_{2}^{\prime}}{2}\right)} x_{\ell^{\prime}+k \ell}=a x_{0} .
$$

The left-hand side of the above identity may be written as

$$
\sum_{\ell, \ell^{\prime}} c_{\ell} \zeta^{i{ }^{\ell}\binom{\ell}{2}+i\left({ }_{2}^{\ell-k \ell}\right)} x_{\ell^{\prime}}=\sum_{0 \leq \ell^{\prime} \leq p-1}\left(\sum_{0 \leq \ell \leq p-1} c_{\ell} \zeta^{i\left(\frac{\ell}{2}\right)+i\left(\ell_{2}^{\left(\ell_{2}-k\right)}\right)}\right) x_{\ell^{\prime}} .
$$


If $\quad 0 \leq \ell^{\prime} \neq \ell^{\prime \prime} \leq p-1, \quad$ then $\quad \sum_{0 \leq \ell \leq p-1} t_{\ell^{\prime}, \ell} \cdot \bar{t}_{\ell^{\prime \prime}, \ell}=\sum_{\ell} \zeta^{i\left(\ell^{\left(\ell_{2}-k\right)}\right.} 2^{\left.()^{\prime \prime}-k \ell\right)}=$ $\sum_{\ell} \zeta^{i\binom{\ell}{2}-i\binom{\ell_{2}}{2}+i k \ell\left(\ell^{\prime \prime}-\ell^{\prime}\right)}=\zeta^{i\binom{\ell_{2}}{2}-i\binom{\ell_{2}^{\prime \prime}}{2}}=\sum_{\ell}\left(\zeta^{i k\left(\ell^{\prime \prime}-\ell^{\prime}\right)}\right)^{\ell}=0$ by Lemma 4.4. In summary, $T \cdot{ }^{t} \bar{T}=p \cdot I_{p}$, where ${ }^{t} \bar{T}$ is the conjugate transpose of the matrix $T$.

We also find that

$$
T\left(\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{p-1}
\end{array}\right)=a\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

Multiply ${ }^{t} \bar{T}$ on both sides of the above identity. We get

$$
p c_{\ell}=a \cdot \zeta^{-i\binom{\ell}{2}-i(-k \ell)}
$$

Thus $\rho$ may be defined as

$$
\rho: x_{\ell} \mapsto c \cdot \zeta^{-i\binom{\ell}{2}-i\binom{-k \ell}{2}} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{i\left(\frac{\ell}{2}\right)} x_{\ell^{\prime}+k \ell}
$$

for any $0 \leq \ell \leq p-1$ and for some $c \in C \backslash\{0\}$.
Now we will determine $\phi(\rho)$.

Since $g \cdot \tau \cdot g^{-1}=\zeta^{r}\left(\sigma \tau^{i}\right)^{a}, g \cdot \sigma \tau^{i} \cdot g^{-1}=\zeta^{s} \cdot \tau^{b}$ for some $a, b \not \equiv 0(\bmod p)$, we get $g \cdot \sigma \cdot g^{-1}=\zeta^{s^{\prime}} \tau^{b-a i^{2}} \sigma^{-a i}$. The matrix determined by $g$ is

$$
\left(\begin{array}{cc}
a i & b-a i^{2} \\
a & -a i
\end{array}\right)=\left(\begin{array}{cc}
i & \lambda-i^{2} \\
1 & -i
\end{array}\right) \in P G L\left(2, \boldsymbol{F}_{p}\right)
$$

Thus $\phi(\rho)$ is the map $x \mapsto\left(i x+\lambda-i^{2}\right) /(x-i)$.
We will find $g\left(\Delta_{0}\right)$. Note that $g\left(\Delta_{0}\right)$ may be $\Delta_{0}$ or $\Delta_{j}$ for some $1 \leq j \leq p-1$.
Case 5.1: Suppose that $g\left(\Delta_{0}\right)=\Delta_{0}$.
From $\rho\left(\sum_{\ell} x_{\ell}\right)=a \sum_{\ell} \zeta^{j \ell} x_{\ell}$, where $a \in \boldsymbol{C} \backslash\{0\}$, we get

$$
\begin{equation*}
c \cdot \sum_{0 \leq \ell \leq p-1} \zeta^{-i\left(\frac{\ell}{2}\right)-i\binom{-k \ell}{2}+i\binom{\ell-k \ell}{2}}=a \zeta^{j \ell^{\prime}} \tag{6.6}
\end{equation*}
$$

for any $0 \leq \ell^{\prime} \leq p-1$.
The left-hand side of (6.6) may be simplified as

$$
\begin{aligned}
c \cdot \sum_{0 \leq \ell \leq p-1} \zeta^{-i\binom{\ell}{2}+i\binom{\ell_{2}^{\prime}}{2}-i k \ell^{\prime}} & =c \cdot \zeta^{i\left(\begin{array}{l}
\ell_{2}^{\prime}
\end{array}\right)} \sum_{0 \leq \ell \leq p-1} \zeta^{-i\left(\frac{\ell}{2}\right)-i k \ell^{\prime}} \\
& =A \zeta^{i\left(\frac{l^{\prime}}{2}\right)+\frac{i\left(2 l^{\prime}-1\right)^{2}}{8}}
\end{aligned}
$$

for some non-zero constant $A$ which is independent of $\ell^{\prime}$, by Lemma 4.6. Thus

$$
A \cdot \zeta^{i\left(\frac{\rho}{2}\right)+\frac{i\left(2 k l^{\prime}-1\right)^{2}}{8}}=a \zeta^{j \ell^{\prime}}
$$

for any $0 \leq \ell^{\prime} \leq p-1$. In particular, $A \cdot \zeta^{\frac{i}{8}=a}$. Thus we have

$$
\zeta^{i\left(\ell_{2}^{\ell}\right)+\frac{i\left(2 k e^{\prime}-1\right)^{2}}{8}-\frac{i}{8}}=\zeta^{j \ell^{\prime}}
$$

for any $0 \leq \ell^{\prime} \leq p-1$. It follows that

$$
i\binom{\ell^{\prime}}{2}+\frac{i k \ell^{\prime}\left(k \ell^{\prime}-1\right)}{2} \equiv j \ell^{\prime} \quad(\bmod p)
$$

for any $0 \leq \ell^{\prime} \leq p-1$.
Thus $i+i k^{2} \equiv 0(\bmod p)$, i.e. $k^{2} \equiv-1(\bmod p)$.
Case 5.2: Suppose that $g\left(\Delta_{0}\right)=\Delta_{j}$ for some $1 \leq j \leq p-1$. It is clear that $j \not \equiv i(\bmod p)$.

From $\rho\left(\sum_{\ell} x_{\ell}\right)=a \sum_{\ell} \zeta^{j\binom{\ell}{2}} x_{\ell+t}$ for some $0 \leq t \leq p-1$ and $a \in \boldsymbol{C} \backslash\{0\}$, we get

$$
c \cdot \sum_{0 \leq \ell \leq p-1} \zeta^{-i\left(\frac{\ell}{2}\right)-i\binom{-k \ell}{2}+i\binom{\ell-k \ell}{2}}=a \zeta^{j\left(\begin{array}{l}
\ell\left({ }_{2}^{2}\right) \tag{6.7}
\end{array}\right)}
$$

for any $0 \leq \ell^{\prime} \leq p-1$.
Note that the left-hand side of (6.7) is the same as that of (6.6). Hence we get

$$
A \cdot \zeta^{i\left(\frac{e^{\prime}}{2}\right)+\frac{i\left(2 k e^{-11)^{2}}\right.}{8}}=a \zeta^{j\left({ }_{2}^{\left(l_{2}-t\right.}\right)}
$$

for any $0 \leq \ell^{\prime} \leq p-1$. It follows that

$$
\zeta^{i\left(\frac{l_{2}^{\prime}}{2}\right)+\frac{i\left(2 h h^{l}-1\right)^{2}}{8}-\frac{i}{8}}=\zeta^{j\left({ }^{\left(e^{2}-t\right)}-j\left(\frac{-t}{2}\right)\right.}
$$

for any $0 \leq \ell^{\prime} \leq p-1$.
Hence we get $i+i k^{2}=j$.
Combine the results of Case 5.1 and Case 5.2. We find that $g\left(\Delta_{0}\right)=\Delta_{i+i k^{2}}$.
On the other hand, the fractional linear transformation we obtain is $x \mapsto\left(i x+\lambda-i^{2}\right) /(x-i)$. Hence $\quad 0 \mapsto\left(\lambda-i^{2}\right) /(-i)$. We get $i+i k^{2}=$ $\left(\lambda-i^{2}\right) /(-i)$. Thus $\lambda=-i^{2} k^{2}$.

Case 6: $g: \Delta_{\infty} \mapsto \Delta_{i} \mapsto \Delta_{0}$ for some $1 \leq i \leq p-1$.
Find suitable $r$ and $s$ so that $\rho=\sigma^{r} g \tau^{s} \in g H_{0} \quad$ and $\rho\left(x_{0}\right) \in \boldsymbol{C} \cdot v_{0}$, $\rho\left(v_{0}\right) \in \boldsymbol{C} \cdot u_{0}$, where $v_{0}=\sum_{\ell} \zeta^{i\left(\frac{\ell}{2}\right)} x_{\ell}, u_{0}=\sum_{\ell} x_{\ell}$.

By Lemma 4.2 , there exists $k \not \equiv 0(\bmod p)$ and $\rho: x_{\ell} \mapsto c_{\ell} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{i\left(\begin{array}{l}\left(\ell_{2}\right)\end{array}\right)} x_{\ell^{\prime}+k \ell}$. Substitute this into $\rho\left(v_{0}\right)=a u_{0}$ for some $a \in \boldsymbol{C} \backslash\{0\}$. We get

$$
\sum_{0 \leq \ell \leq p-1} c_{\ell} \zeta^{i\left(\frac{\ell}{2}\right)+i\binom{\left(e_{2}^{-k \ell}\right)}{2}=a}
$$

for any $0 \leq \ell^{\prime} \leq p-1$.
Define a $p \times p$ complex matrix $T=\left(t_{\ell^{\prime}, \ell}\right)_{0 \leq \ell^{\prime}, \ell \leq p-1}$, where $t_{\ell^{\prime}, \ell}=\zeta^{i\binom{\ell}{2}+i\left({ }^{\ell^{\prime}-k \ell}{\underset{2}{2}}^{2}\right)}$.
If $\ell^{\prime} \neq \ell$, then

$$
\sum_{0 \leq \ell \leq p-1} t_{\ell^{\prime}, \ell} \cdot \bar{t}_{\ell^{\prime \prime}, \ell}=\sum_{0 \leq \ell \leq p-1} \zeta^{\frac{i}{2}\left(\ell^{\prime \prime}-\ell\right)\left(\ell^{\prime \prime}+\ell^{\prime}-1+k \ell\right)}=0
$$

by Lemma 4.4.
Hence we find that $T \cdot{ }^{t} \bar{T}=p \cdot I_{p}$ and

$$
T\left(\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{p-1}
\end{array}\right)=a\left(\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right)
$$

Solve these $c_{\ell}$. We get

$$
\begin{equation*}
p c_{\ell}=a \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{-i\left(\frac{\ell}{2}\right)-i\left(\ell_{2}^{\ell_{2}-k \ell}\right)} \tag{6.8}
\end{equation*}
$$

for $0 \leq \ell \leq p-1$.
The right-hand side of (6.8) may be simplified as

$$
\begin{aligned}
& a \sum_{\ell^{\prime}} \zeta^{\left.-i\left[\begin{array}{l}
\ell \\
2
\end{array}\right)+\binom{\ell}{2}+\binom{-k \ell}{2}-k \ell^{\prime}\right]}=a \zeta^{-i\binom{\ell}{2}-i\binom{-k \ell}{2}} \sum_{\ell^{\prime}} \zeta^{i\binom{\ell}{2}+i k \ell \ell^{\prime}} \\
& =A \zeta^{-i\binom{\ell}{2}} \cdot \zeta^{-i\left(-\frac{-k \ell}{2}\right)} \cdot \zeta^{\frac{i(2 k+1)^{2}}{8}} .
\end{aligned}
$$

for some non-zero constant $A$ which is independent of $\ell$, by Lemma 4.6.
We obtain

$$
p c_{\ell}=A \cdot \zeta^{-i\binom{\ell}{2}-i(-k \ell)+\frac{i(2 k+1)^{2}}{8}}
$$

and

$$
c_{\ell} \cdot c_{0}^{-1}=\zeta^{-i\left(\frac{\ell}{2}\right)-i\left(-\frac{k \ell}{2}\right)+\frac{i(2 k \ell+1)^{2}}{8}-\frac{i}{8}}=\zeta^{i\left(\frac{\ell}{2}\right)} .
$$

Thus $\rho$ can be chosen as the following map

$$
\rho: x_{\ell} \mapsto c \cdot \zeta^{-i\left(\frac{\ell}{2}\right)} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{i\left(\frac{\ell_{2}^{\prime}}{2}\right)} x_{\ell^{\prime}+k \ell} .
$$

It remains to determine $\phi(\rho)$. From $g \cdot \tau \cdot g^{-1}=\zeta^{r}\left(\sigma \tau^{i}\right)^{a}$ and $g \cdot\left(\sigma \tau^{i}\right) \cdot g^{-1}=$ $\zeta^{s} \cdot \sigma^{b}$, where $a, b \not \equiv 0(\bmod p)$, we find that $g \sigma g^{-1}=\zeta^{s^{\prime}} \tau^{-a i^{2}} \sigma^{b-a i}$. We get the matrix

$$
\left(\begin{array}{cc}
a i & -a i^{2} \\
a & b-a i
\end{array}\right)=\left(\begin{array}{cc}
i & -i^{2} \\
1 & \lambda-i
\end{array}\right) \in P G L\left(2, \boldsymbol{F}_{p}\right)
$$

Hence $\phi(\rho)$ is the map $x \mapsto\left(i x-i^{2}\right) /(x+\lambda-i)$.
We will find $g\left(\Delta_{0}\right)$. Note that $g\left(\Delta_{0}\right)$ may be $\Delta_{\infty}$ or $\Delta_{0}$ for some $1 \leq j \leq p-1$.
Case 6.1: Suppose that $g\left(\Delta_{0}\right)=\Delta_{\infty}$.
From the relation $g\left(\sum_{\ell} x_{\ell}\right)=a x_{t}$ for some $0 \leq t \leq p-1$ and some $a \in C \backslash\{0\}$, we find that

$$
c \cdot \sum_{\ell^{\prime}}\left(\sum_{\ell} \zeta^{-i\binom{\ell}{2}+i\binom{\ell^{\prime}-k \ell}{2}}\right) x_{\ell^{\prime}}=a x_{t}
$$

Thus

$$
\begin{equation*}
\left.\sum_{\ell} \zeta^{-i\left(\frac{\ell}{2}\right)+i\left(\ell_{2}^{\ell}-k \ell\right.}\right)=0 \tag{6.9}
\end{equation*}
$$

for any $\ell^{\prime} \not \equiv t(\bmod p)$.
The left-hand side of (6.9) can be written as

$$
\begin{aligned}
\sum_{\ell} \zeta^{-i\binom{\ell}{2}+i\binom{\ell_{2}^{\prime}}{2}+i(-k \ell)-i k \ell^{\prime}} 2 & =\zeta^{i\binom{\ell_{2}}{2}} \sum_{\ell} \zeta^{-i\binom{\ell}{2}+i(-k \ell)-i k \ell \ell^{\prime}} \\
& =\zeta^{i\binom{\ell_{2}}{2}} \sum_{\ell} \zeta^{\left.\frac{i}{2}\left(k^{2}-1\right) \ell^{2}+\left(k+1-2 k \ell^{\prime}\right) \ell\right]}
\end{aligned}
$$

which is never zero by Lemma 4.6 , if $k^{2}-1 \not \equiv 0(\bmod p)$.
We conclude that $k^{2}-1 \equiv 0(\bmod p)$.
Case 6.2: Suppose that $g\left(\Delta_{0}\right)=\Delta_{j}$, for some $1 \leq j \leq p-1$.
From the relation $g\left(\sum_{\ell} x_{\ell}\right)=a \sum_{\ell} \zeta^{j}{ }^{\left(\frac{\ell}{2}\right)} x_{\ell+t}$ for some $0 \leq t \leq p-1$ and some $a \in C \backslash\{0\}$, we find that

$$
c \cdot \sum_{\ell} \zeta^{-i\left(\frac{\ell}{2}\right)+i\left(\ell_{2}^{\prime}-k\right)}=a \zeta^{j\left(\ell_{2}^{\ell}-t\right)}
$$

for any $0 \leq \ell^{\prime} \leq p-1$.
Proceed as in Case 6.1. We get

$$
\begin{equation*}
c \cdot \zeta^{i\binom{\ell_{2}^{\prime}}{2}} \sum_{\ell} \zeta^{\frac{i}{2}\left[\left(k^{2}-1\right) \ell^{2}+\left(k+1-2 k \ell^{\prime}\right) \ell\right]}=a \zeta^{j\left(\ell^{\prime}-t\right)} \tag{6.10}
\end{equation*}
$$

for any $0 \leq \ell^{\prime} \leq p-1$.
If $k^{2}-1 \equiv 0(\bmod p)$, then the left-hand side of (6.10) becomes zero for those $\ell^{\prime}$ such that $k+1-2 k \ell^{\prime} \not \equiv 0(\bmod p)$. This will lead to a contradiction. Thus $k^{2}-1 \neq 0$.

We rewrite the left-hand-side of (6.10) as
by Lemma 4.6, where $A$ is a constant independent of $\ell^{\prime}$.
Hence we get

$$
\left.\zeta^{i\left(\frac{l}{2}\right)-\frac{i\left(k-2 k^{\ell}+1\right)^{2}}{8\left(k^{2}-1\right)}+\frac{i(k+1)^{2}}{8\left(k^{2}-1\right)}}=\zeta^{j\left(\frac{\mu}{2}-t\right)-j(-t} \frac{(-t}{2}\right)
$$

for $0 \leq \ell^{\prime} \leq p-1$.
We find that

$$
i \ell^{\prime}\left(\ell^{\prime}-1\right)-\frac{-i k \ell^{\prime}\left(k \ell^{\prime}-k-1\right)}{k^{2}-1}=j \ell^{\prime}\left(\ell^{\prime}-1\right)-2 j t \ell^{\prime}
$$

for $0 \leq \ell^{\prime} \leq p-1$.
Hence $j=i-\frac{i k^{2}}{k^{2}-1}=-i\left(k^{2}-1\right)^{-1}$.
Combine the results of Case 6.1 and Case 6.2, we find that $\lambda=i k^{2}$.
Case 7: $g: \Delta_{\infty} \mapsto \Delta_{i} \mapsto \Delta_{j}$ for some $1 \leq i \neq j \leq p-1$.
Find suitable $r$ and $s$ so that $\rho=\sigma^{r} g \tau^{s} \in g H_{0}$ and $\rho\left(x_{0}\right) \in \boldsymbol{C} v_{0}, \rho\left(v_{0}\right) \in \boldsymbol{C} w_{0}$, where $v_{0}=\sum_{\ell} \zeta^{i\left(\frac{\ell}{2}\right)} x_{\ell}, w_{0}=\sum_{\ell} \zeta^{j}{ }^{\left(\frac{\ell}{2}\right)} x_{\ell}$.

By Lemma 4.2 there exists $k \not \equiv 0(\bmod p)$ such that

$$
\rho: x_{\ell} \mapsto c_{\ell} \sum_{0 \leq \ell^{\prime} \leq p-1} \zeta^{i\left(\frac{\ell_{2}}{2}\right)} x_{\ell^{\prime}+k \ell} .
$$

Substitute it into $\rho\left(v_{0}\right)=a w_{0}$ for some $a \in \boldsymbol{C} \backslash\{0\}$. We get

$$
\left.\sum_{\ell^{\prime}}\left(\sum_{\ell} c_{\ell} \zeta^{i\left(\frac{\ell}{2}\right)+i\left(\ell_{2}^{\prime}-\kappa_{2}\right)}\right)\right) x_{\ell^{\prime}}=a \sum_{\ell^{\prime}} \zeta^{j\left(\frac{\ell_{2}}{2}\right)} x_{\ell^{\prime}} .
$$

Use the same technique as in Case 6. We find that

$$
c_{\ell} c_{0}^{-1}=A \zeta^{\frac{1}{2} \ell^{\left.\ell^{2}\left(\frac{i^{2} k^{2}}{i-j}-i-i k^{2}\right)+i \ell\right]}}
$$

for any $0 \leq \ell \leq p-1$. The details are left to the reader.
Now consider $\phi(\rho)$. The matrix determined by $g$ is

$$
\left(\begin{array}{cc}
a i & b j-a i^{2} \\
a & b-a i
\end{array}\right)=\left(\begin{array}{cc}
i & \lambda j-i^{2} \\
1 & \lambda-i
\end{array}\right) \in P G L\left(2, \boldsymbol{F}_{p}\right) .
$$

Hence $\phi(\rho)$ is the map $x \mapsto\left(i x+\lambda j-i^{2}\right) /(x+\lambda-i)$.
We will determine the preimage of $\Delta_{\infty}$. It may happen that $g\left(\Delta_{0}\right)=\Delta_{\infty}$ or $g\left(\Delta_{t}\right)=\Delta_{\infty}$ for some $1 \leq t \leq p-1$.

Case 7.1: Suppose that $g\left(\Delta_{0}\right)=\Delta_{\infty}$.
From $g\left(\sum_{\ell} x_{\ell}\right)=a x_{t^{\prime}}$ for some $0 \leq t^{\prime} \leq p-1$ and some $a \in \boldsymbol{C} \backslash\{0\}$, we find that

$$
c \cdot \sum_{0 \leq \ell^{\prime} \leq p-1}\left(\sum_{0 \leq \ell \leq p-1} \xi^{\alpha_{\ell}+i\left(\left(_{-}^{\ell_{2}-k \ell}\right)\right.}\right) x_{\ell^{\prime}}=a x_{t^{\prime}}
$$

where $\alpha_{\ell}=\frac{1}{2}\left[\ell^{2}\left(\frac{i^{2} k^{2}}{i-j}-i-i k^{2}\right)+i \ell\right]$.
Hence

$$
\sum_{0 \leq \ell \leq p-1} \zeta^{\alpha_{\ell}+i\left(\ell_{2}^{\ell-k \ell}\right)}=0
$$

for any $\ell^{\prime} \not \equiv t^{\prime}(\bmod p)$.
This will imply $j \equiv i-i k^{2}(\bmod p)$. The verification is omitted.
Case 7.2: Suppose that $g\left(\Delta_{t}\right)=\Delta_{\infty}$ for some $1 \leq t \leq p-1$.
From $g\left(\sum_{\ell} \zeta^{\left(t_{2}^{\ell}\right)} x_{\ell}\right)=a x_{t^{\prime}}$ for some $0 \leq t^{\prime} \leq p-1$ and some $a \in C \backslash\{0\}$, we find that

$$
\left.c \cdot \sum_{0 \leq \ell^{\prime} \leq p-1}\left(\sum_{0 \leq \ell \leq p-1} \zeta^{\alpha_{\ell}+t\left(\frac{\ell}{2}\right)+i\left(\ell^{\prime \prime-}{ }_{2}\right)}\right)\right) x_{\ell^{\prime}}=a x_{t^{\prime}}
$$

where $\alpha_{\ell}$ is same as in the previous case.
It follows that

$$
\sum_{0 \leq \ell \leq p-1} \zeta^{\alpha_{\ell}+t\binom{\ell}{2}+i\binom{\ell_{2}^{\prime}-k \ell}{2}}=0
$$

for any $\ell^{\prime} \not \equiv t^{\prime}(\bmod p)$.
Note that

$$
\begin{aligned}
\left.\sum_{0 \leq \ell \leq p-1} \zeta^{\alpha_{\ell}+t\binom{\ell}{2}+i\left(\ell^{\ell^{\prime}-k \ell} 2\right.} \begin{array}{c}
2
\end{array}\right) & =\sum_{0 \leq \ell \leq p-1} \zeta^{\left.\alpha_{\ell}+t\binom{\ell}{2}+i\left[\begin{array}{c}
\ell^{\prime} \\
2
\end{array}\right)+\binom{-k \ell}{2}-k \ell \ell^{\prime}\right]} \\
& =\zeta^{i\binom{\ell^{\prime}}{2}} \sum_{0 \leq \ell \leq p-1} \zeta^{\frac{1}{2}\left[\ell^{2}\left(\frac{i^{2} k^{2}}{i-j}-i+t\right)+\ell\left(i-t+i k-2 i k \ell^{\prime}\right)\right]}
\end{aligned}
$$

is never zero by Lemma 4.6 , provided that $\frac{i^{2} k^{2}}{i-j}-i+t \not \equiv 0(\bmod p)$.
We conclude that $\frac{i^{2} k^{2}}{i-j}-i+t \equiv 0(\bmod p)$.
Combine the results of Case 7.1 and Case 7.2. We find $g\left(\Delta_{t}\right)=\Delta_{\infty}$ with $t=i-\frac{i^{2} k^{2}}{i-j}$. Hence $\lambda=(i-j)^{-1} i^{2} k^{2}$.

## 7. Proof of Theorem 2.6 and Theorem 2.7.

Proof of Theorem 2.6 (1).
The "determinants" of the fractional linear transformation in (i) $\sim$ (vii) of (E) in Theorem 2.5 belong to $\boldsymbol{F}_{p}^{\times 2}$. Thus these elements may be adjusted to become elements in $\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$.

Because of Theorem $2.6(1)$ it is important to know the subgroups in $\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$.

THEOREM 7.1 ([ $\mathbf{H u}, 8.27$ Hauptsatz, p.213]). A subgroup of $\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$ is isomorphic to one of the following groups,
(i) a cyclic group of order $m$, where $m$ is a divisor of $p,(p-1) / 2$ or $(p+1) / 2$,
(ii) a dihedral group of order $2 m$, where $m$ is a divisor of $(p-1) / 2$ or $(p+1) / 2$,
(iii) the alternating group $A_{4}$,
(iv) the symmetric group $S_{4}$ if $p^{2} \equiv 1(\bmod 16)$,
(v) the alternating group $A_{5}$ if $p=5$ or $p^{2} \equiv 1(\bmod 5)$,
(vi) a semi-direct product of a cyclic group of order $p$ with a cyclic group of order $m$, where $m$ is a divisor of $p-1$,
(vii) the group $\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$ itself.

## Proof of Theorem 2.7.

(1) It is routine to verify that $\rho_{1} \tau \rho_{1}^{-1}=\tau, \rho_{1} \sigma \rho_{1}^{-1}=\sigma \tau, \rho_{2} \tau \rho_{2}^{-1}=\sigma^{-1}$,
$\rho_{2} \sigma \rho_{2}^{-1}=\tau, \rho_{3} \tau \rho_{3}^{-1}=\tau^{h^{-1}}, \rho_{3} \sigma \rho_{3}^{-1}=\sigma^{h}$. In the notation of Theorem 2.6(2), we find that

$$
\Phi\left(\rho_{1}\right)=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), \Phi\left(\rho_{2}\right)=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \Phi\left(\rho_{3}\right)=\left(\begin{array}{cc}
h^{-1} & 0 \\
0 & h
\end{array}\right) .
$$

Thus $\Phi\left(\rho_{i}\right) \in S L\left(2, \boldsymbol{F}_{p}\right)$ for $i=1,2,3$. Clearly $\phi\left(\rho_{i}\right)=\pi_{0} \Phi\left(\rho_{i}\right)$ by Lemma 5.3.
Since every matrix in $S L\left(2, \boldsymbol{F}_{p}\right)$ can be brought to a diagonal matrix by the row operations and the column operations, it follows that $S L\left(2, \boldsymbol{F}_{p}\right)$ is generated by $\Phi\left(\rho_{1}\right), \Phi\left(\rho_{2}\right), \Phi\left(\rho_{3}\right)$. Thus $\phi\left(G_{0}\right)=P S L\left(2, \boldsymbol{F}_{p}\right)$.

Note that $\lambda_{p-1}$ belongs to the cyclic subgroup generated by $\rho_{3}$. It follows that the order of $G_{0}$ is $2 p^{3} \cdot\left|\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)\right|=p^{4}\left(p^{2}-1\right)$. Obviously $G_{0}$ is primitive.
(2) Since $\phi(G) \subset \phi\left(G_{0}\right)$, hence $G \subset G_{0}$. The proof of the remaining part will be delayed till we finish the proof of Theorem 2.6.

Proof of Theorem 2.6 (2) and (3).
By Theorem $2.7(2), G \subset G_{0}$. Hence $\Phi(G) \subset \Phi\left(G_{0}\right)$. In the proof of Theorem 2.6(1) we have found that $\Phi\left(G_{0}\right)=\left\langle\Phi\left(\rho_{i}\right): i=1,2,3\right\rangle \subset S L\left(2, \boldsymbol{F}_{p}\right)$ and $\phi\left(\rho_{i}\right)=$ $\pi_{0} \Phi\left(\rho_{i}\right)$. Hence the same conclusions are valid for all elements of $G$. Note that $\lambda_{p-1}$ is not in the kernel of $\Phi$. Apply Lemma 4.3 to show that $\operatorname{Ker}(\Phi)=D$.

Lemma 7.2. Keep the assumptions and notation in Theorem 2.7. If $G_{1}, G_{2}$ are primitive subgroups of $G_{0}$ containing $D$ such that $\Phi\left(G_{1}\right)$ and $\Phi\left(G_{2}\right)$ are conjugate to each other in $S L\left(2, \boldsymbol{F}_{p}\right)$, then $G_{1}$ is conjugate to $G_{2}$ in $G_{0}$. In particular, they are equivalent in $S L(p, \boldsymbol{C})$.

Proof. Suppose that $\Phi\left(G_{2}\right)=g^{\prime} \Phi\left(G_{1}\right) g^{\prime-1}$ for some $g^{\prime} \in S L\left(2, \boldsymbol{F}_{p}\right)$. Choose a preimage $g \in G_{0}$ of $g^{\prime}$. Then $G_{2}=g G_{1} g^{-1}$.

Lemma 7.3. Keep the assumptions and notation in Theorem 2.5. If $\phi(G)$ is isomorphic to a cyclic group of order $m$ with $m$ dividing $p(p-1) / 2$ or the semidirect product in (vi) of Theorem 7.1, then $G$ is not a primitive group.

Proof. We may assume that $\phi(G)$ is nontrivial. If $\phi(G)$ is a subgroup of a cyclic group of order $p$ or $(p-1) / 2$, it is conjugate to a cyclic group with generator of the form $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ or $\left(\begin{array}{cc}a & 0 \\ 0 & a^{-1}\end{array}\right)$ for some $a \in \boldsymbol{F}_{p} \backslash\{0\}$. Apply Part (ii) of (E) in Theorem 2.5. The group $G$ is equivalent to a monomial group.

Now suppose $\phi(G)$ is isomorphic to the semi-direct product in (vi) of Theorem 7.1. Without loss of generality we may assume that the generator of the
cyclic subgroup of order $p$ in $\phi(G)$ is of the form $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$. It is routine to verify that $\phi(G)$ is a triangular matrix group in $\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$. Apply Part (ii) of (E) in Theorem 2.5 to show that $G$ is a monomial group.

Lemma 7.4. If $\Gamma$ is a subgroup of $S L\left(2, \boldsymbol{F}_{p}\right)$ and $\pi_{0}(\Gamma)=P S L\left(2, \boldsymbol{F}_{p}\right)$, where $\pi_{0}: S L\left(2, \boldsymbol{F}_{p}\right) \rightarrow \operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$ is the canonical projection, then $\Gamma=S L\left(2, \boldsymbol{F}_{p}\right)$.

Proof.
Case 1: $-I_{2}=\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right) \in \Gamma$.
Clearly we have $\Gamma=S L\left(2, \boldsymbol{F}_{p}\right)$.
Case 2: $-I_{2}=\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right) \notin \Gamma$.
Since $\Gamma$ is an index two subgroup in $S L\left(2, \boldsymbol{F}_{p}\right)$, it is a normal subgroup. Thus $S L\left(2, \boldsymbol{F}_{p}\right)$ is a direct product of $\Gamma$ and $-I_{2}$.

On the other hand, $\Gamma$ has an element of order two; call it $\rho$. Note that $\rho$ and - $I_{2}$ are conjugate in $G L\left(2, \boldsymbol{F}_{p}\right)$. Since $-I_{2}$ is in the center of $G L\left(2, \boldsymbol{F}_{p}\right)$, it follows that $\rho=-I_{2}$. A contradiction.

Proof of Theorem 2.7 (2) (continued).
Suppose $p^{4}$ is a divisor of $|G|$. Then $p$ divides the order of $\phi(G)$. By Theorem 7.1 and Lemma 7.3 we find that $\phi(G)=\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$. By Theorem 2.6 $\pi_{0}(\Phi(G))=\operatorname{PSL}\left(2, \boldsymbol{F}_{p}\right)$. Thus $\Phi(G)=S L\left(2, \boldsymbol{F}_{p}\right)$ by Lemma 7.4. It follows that $G=G_{0}$.

If $p^{4}$ doesn't divide $|G|$, then the order of $\Phi(G) \cong G / D$ is relatively prime to that of $D$. Hence this group extension splits by Schur-Zassenhaus Theorem [Suz, Theorem 8.10, p.235].

By Theorem 2.7(2) it remains to find subgroups in $S L\left(2, \boldsymbol{F}_{p}\right)$ whose orders are relatively prime to $p$. It is a special case of Dickson's Theorem [Suz, Theorem 6.17 , p.404], [Hu, p.213]. We record it as the following theorem.

ThEOREM 7.5. Let $p$ be an odd prime number, $q=p^{f}$ for some positive integer $f$, and $\Gamma$ be a subgroup of $S L\left(2, \boldsymbol{F}_{q}\right)$ such that the order of $\Gamma$ is relatively prime to $p$. Then $\Gamma$ is isomorphic to one of the following groups,
(i) a cyclic group of order $m$, where $m$ is a divisor of $q-1$ or $q+1$,
(ii) a group of order $4 m$ generated by $x, y$ with relation $x^{m}=y^{2}$ and $y^{-1} x y=x^{-1}$, where $m \geq 2$ and is a divisor of $(q-1) / 2$ or $(q+1) / 2$,
(iii) the group $S L\left(2, \boldsymbol{F}_{3}\right)$ if $p \neq 3$,
(iv) the group $\widehat{S_{4}}$ if $q^{2} \equiv 1(\bmod 16)$, where $\widehat{S_{4}}$ is the representation group of the symmetric group of degree 4 in which the transpositions correspond to the
elements of order 4;
(v) the group $S L\left(2, \boldsymbol{F}_{5}\right)$ if $q^{2} \equiv 1(\bmod 5)$.

The group in (ii) will be called a binary dihedral group of order $4 m$.

## 8. Subgroups of $S L\left(2, F_{q}\right)$.

In this section we will find explicit generators of all the subgroups (up to conjugation in $S L\left(2, \boldsymbol{F}_{q}\right)$ ) in Theorem 7.5. We emphasize that $q$ is an odd prime power.

First we give an isomorphism of $S U\left(2, \boldsymbol{F}_{q^{2}}\right)$ onto $S L\left(2, \boldsymbol{F}_{q}\right)$.
Definition 8.1. For any $a \in \boldsymbol{F}_{q^{2}}$, write $\bar{a}=a^{q}$, the conjugate of $a$. We define $S U\left(2, \boldsymbol{F}_{q^{2}}\right)$ by

$$
S U\left(2, \boldsymbol{F}_{q^{2}}\right)=\left\{\left(\begin{array}{cc}
a & b \\
-\bar{b} & \bar{a}
\end{array}\right) \in S L\left(2, \boldsymbol{F}_{q^{2}}\right): a, b \in \boldsymbol{F}_{q^{2}}\right\} .
$$

Lemma 8.2. Let $\alpha \in \boldsymbol{F}_{q^{2}} \backslash \boldsymbol{F}_{q}$ be any element such that $\alpha \bar{\alpha}=-1$. Define a group homomorphism $\Psi$ by

$$
\begin{aligned}
\Psi: \quad S U\left(2, \boldsymbol{F}_{q^{2}}\right) & \longrightarrow S L\left(2, \boldsymbol{F}_{q}\right) \\
\left(\begin{array}{cc}
a & b \\
-\bar{b} & \bar{a}
\end{array}\right) & \mapsto\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)\left(\begin{array}{cc}
a & b \\
-\bar{b} & \bar{a}
\end{array}\right)\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)^{-1} .
\end{aligned}
$$

Then $\Psi$ is an isomorphism.
Remarks. The existence of $\alpha$ is ensured by the fact that the norm map from $\boldsymbol{F}_{q^{2}}^{\times}$to $\boldsymbol{F}_{q}^{\times}$is surjective and the preimage of -1 is not contained in $\boldsymbol{F}_{q}$.

Proof. The map $\Psi$ is well-defined because it is routine to verify that each entry of $\Psi(A)$, where $A \in S U\left(2, \boldsymbol{F}_{q^{2}}\right)$ is invariant under the conjugation map on $\boldsymbol{F}_{q^{2}}$. Since $S L\left(2, \boldsymbol{F}_{q}\right)$ and $S U\left(2, \boldsymbol{F}_{q^{2}}\right)$ have the same order and $\Psi$ is injective, thus $\Psi$ is an isomorphism. See [Hu, 8.8 Hilfssatz, p.194] for a somewhat different proof.

Recall several facts about $S L\left(2, \boldsymbol{F}_{q}\right)$.
Lemma 8.3 ([Suz, (6.23), p.410]).
(1) There exist an element $A_{1}$ of order $q-1$ and an element $A_{2}$ of order $q+1$ in $S L\left(2, \boldsymbol{F}_{q}\right)$;
(2) Any cyclic subgroup of $\operatorname{SL}\left(2, \boldsymbol{F}_{q}\right)$ with order relatively prime to $q$ is conjugate to a subgroup of $\left\langle A_{1}\right\rangle$ or $\left\langle A_{2}\right\rangle$;
(3) If $q \neq 3$ (resp. $q=3$ and $i=2$ ), the normalizer of $A_{i}$ in $S L\left(2, \boldsymbol{F}_{q}\right)$ is a binary dihedral group of order $2\left(q+(-1)^{i}\right)$ defined in Theorem 7.5(ii). In particular, all binary dihedral groups of order $2(q+1)$ (resp. of order $2(q-1)$ with $q>3)$ are conjugate in $S L\left(2, \boldsymbol{F}_{q}\right)$.

Lemma 8.4 ([Suz, (6.19), p.407]). Let $x$ be a non-scalar matrix of $\operatorname{SL}\left(2, \boldsymbol{F}_{q}\right)$.
(1) $x^{2}$ is a scalar matrix if and only if the trace of $x$ is 0 .
(2) $x^{3}$ is the identity matrix if and only if the trace of $x$ is -1 .

Lemma 8.5. Let $m \geq 2$ be an integer, and $\Gamma=\left\langle x, y: x^{m}=y^{2}, y^{-1} x y=x^{-1}\right\rangle$ be a binary dihedral group of order $4 m$. Let $n \geq 2$ be a divisor of $m$.
(1) If $\Gamma^{\prime}$ is a non-abelian subgroup of $\Gamma$ with order $4 n$, then it is isomorphic to a binary dihedral group of order $4 n$.
(2) There are at most two conjugacy classes for binary dihedral groups of order $4 n$ contained in $\Gamma$. There are precisely two such conjugacy classes if and only if $m / n$ is even.

Proof. Let $\Gamma^{\prime}$ be a non-abelian subgroup with order $4 n$ contained in $\Gamma$.
Since $\Gamma^{\prime}$ is not contained in $\langle x\rangle, \Gamma^{\prime}$ contains an element $u$ outside $\langle x\rangle$. Hence $u=x^{k} y$ for some $k$. Note that the order of $u$ is 4 . Clearly $\Gamma=\langle x, u\rangle$ with $u^{-1} x u=x^{-1}$.

Let $v$ be an element in $\Gamma^{\prime} \backslash\langle u\rangle$ of maximal order. Note that the order of $v$ must be even. Furthermore we may assume that $v=x^{i}$ with $i=m / n$. For, if $v=x^{i} u$ then $x^{i} \in \Gamma^{\prime}$ and we may replace $x^{i} u$ by $x^{i}$. It is not difficult to show that $\Gamma^{\prime}=\langle v, u\rangle$ and is a binary dihedral group of order $4 n$.

For any integers $j$ and $t$, note that $x^{j} \Gamma^{\prime} x^{-j}=\left\langle v, x^{2 j} u\right\rangle=\left\langle v, v^{t} x^{2 j} u\right\rangle=$ $\left\langle v, x^{t i+2 j} u\right\rangle$. In particular, if $i=m / n$ is odd, then $\Gamma^{\prime}$ is conjugate to $\langle v, y\rangle$. Similarly, if $m / n$ is even, then $\Gamma^{\prime}$ is conjugate either to $\langle v, y\rangle$ or $\langle v, x y\rangle$; it is not difficult to see that $\langle v, y\rangle$ is not conjugate to $\langle v, x y\rangle$ in $\Gamma$.

Definition 8.6. We will define several elements in $\boldsymbol{F}_{q^{2}}$, which will be used in the remaining part of this section. Let $\xi$ be a fixed generator of $\boldsymbol{F}_{q^{2}}^{\times}$. Define $\alpha=\xi^{(q-1) / 2}, \eta=\xi^{q+1}$ and $\sigma=\xi^{\left(q^{2}-1\right) / 4}$. Note that $\alpha$ satisfies the assumption in Lemma 8.2 and $\sigma$ is a square root of -1 . We will choose $\epsilon \in \boldsymbol{F}_{q^{2}} \backslash \boldsymbol{F}_{q}$ such that $\epsilon \bar{\epsilon}=1 / 2$, which is possible because the norm map from $\boldsymbol{F}_{q^{2}}^{\times}$to $\boldsymbol{F}_{q}^{\times}$is surjective.

Definition 8.7. We will define some matrices in $S L\left(2, \boldsymbol{F}_{q}\right)$ by

$$
\tilde{z}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \tilde{x}=\left(\begin{array}{cc}
\eta^{-1} & 0 \\
0 & \eta
\end{array}\right), \tilde{y}=\left(\begin{array}{cc}
1 & \alpha^{-1}-\alpha \\
\alpha^{-1}-\alpha & \alpha^{-2}+\alpha^{2}-1
\end{array}\right)
$$

Note that $\tilde{y}$ is equal to

$$
\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)\left(\begin{array}{cc}
\alpha^{2} & 0 \\
0 & \alpha^{-2}
\end{array}\right)\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)^{-1}
$$

which is the pull-back of some matrix of $S U\left(2, \boldsymbol{F}_{q^{2}}\right)$ by Lemma 8.2.
Now we will describe conjugacy classes of subgroups in Theorem 7.5.
Proposition 8.8. The case of cyclic groups.
Any abelian subgroups of $S L\left(2, \boldsymbol{F}_{q}\right)$ of order relatively prime to $q$ are cyclic groups. Moreover, a cyclic subgroup of $S L\left(2, \boldsymbol{F}_{q}\right)$ of order $m$ dividing $q-1$ (resp. $q+1$ ) is conjugate to the subgroup $\left\langle\tilde{x}^{k}\right\rangle$, where $q-1=m k$ (resp. $\left\langle\tilde{y}^{k}\right\rangle$, where $q+1=m k)$.

Proof. Apply Theorem 7.5 and Lemma 8.3.
Theorem 8.9. The case of binary dihedral groups.
(1) The groups $\langle\tilde{x}, \tilde{z}\rangle$ and $\langle\tilde{y}, \tilde{z}\rangle$ are binary dihedral groups of order $2(q-1)$ (if $q \neq 3)$ and $2(q+1)$ respectively. Every binary dihedral group of $\operatorname{SL}\left(2, \boldsymbol{F}_{q}\right)$ with order $2(q-1)($ if $q \neq 3)$ or $2(q+1)$ is conjugate to $\langle\tilde{x}, \tilde{z}\rangle$ or $\langle\tilde{y}, \tilde{z}\rangle$.
(2) Assume that $q \neq 3$. Let $n \geq 4$ be an even divisor of $q-1$ and write $q-1=n k$. If $k$ is odd, every binary dihedral group in $S L\left(2, \boldsymbol{F}_{q}\right)$ with order $2 n$ is conjugate to $\left\langle\tilde{x}^{k}, \tilde{z}\right\rangle$. If $k$ is even, $\left\langle\tilde{x}^{k}, \tilde{z}\right\rangle$ and $\left\langle\tilde{x}^{k}, \tilde{x} \tilde{z}\right\rangle$ are two non-conjugate binary dihedral groups of order $2 n$; every binary dihedral group of order $2 n$ is conjugate to one of them.
(3) Let $n \geq 4$ be an even divisor of $q+1$ and write $q+1=n k$. If $k$ is odd, every binary dihedral group in $S L\left(2, \boldsymbol{F}_{q}\right)$ with order $2 n$ is conjugate to $\left\langle\tilde{y}^{k}, \tilde{z}\right\rangle$. If $k$ is even, $\left\langle\tilde{y}^{k}, \tilde{z}\right\rangle$ and $\left\langle\tilde{y}^{k}, \tilde{y} \tilde{z}\right\rangle$ are two non-conjugate binary dihedral groups of order $2 n$; every binary dihedral group of order $2 n$ is conjugate to one of them.

Proof. (1) follows from Lemma 8.3. (2) and (3) follow from Lemma 8.5 because every binary dihedral group of order $2 m$ can be enlarged to a binary dihedral group of order $2(q-1)$ or $2(q+1)$ by Lemma 8.3.

Definition 8.10. For $i=0,1$, we will define elements $a_{i}, b_{i}, u_{i}, w_{i}, s_{i}$,
$t_{i} \in \boldsymbol{F}_{q}$.
If $q \equiv 1(\bmod 4)$, define

$$
a_{i}=\frac{\eta^{i}}{4}-\eta^{-i}, \quad b_{i}=-\sigma\left(\frac{\eta^{i}}{4}+\eta^{-i}\right)
$$

where $i=0,1$.
If $q \equiv 3(\bmod 4)$, define

$$
\begin{aligned}
a_{i} & =\frac{-2 \alpha \sigma\left(\epsilon^{2} \alpha^{2 i}+\epsilon^{2 q} \alpha^{-2 i}\right)+\left(1-\alpha^{2}\right)\left(\epsilon^{2} \alpha^{2 i}-\epsilon^{2 q} \alpha^{-2 i}\right)}{1+\alpha^{2}}, \\
b_{i} & =\frac{2 \alpha\left(\epsilon^{2} \alpha^{2 i}-\epsilon^{2 q} \alpha^{-2 i}\right)+\sigma\left(1-\alpha^{2}\right)\left(\epsilon^{2} \alpha^{2 i}+\epsilon^{2 q} \alpha^{-2 i}\right)}{1+\alpha^{2}}
\end{aligned}
$$

where $i=0,1$.
After $a_{i}, b_{i}$ have been defined, we define $u_{i}, w_{i}, s_{i}, t_{i}$ by

$$
\begin{aligned}
& u_{i}=\frac{b_{i}-a_{i}-1}{2}, \quad w_{i}=\frac{b_{i}+a_{i}-1}{2}, \\
& s_{i}\left(a_{i}-b_{i}\right)=t_{i}\left(a_{i}+b_{i}\right)
\end{aligned}
$$

where $s_{i}^{2}+t_{i}^{2}=-1$.
ThEOREM 8.11. The case of $S L\left(2, \boldsymbol{F}_{3}\right)$ if $p \neq 3$, and $\widehat{S_{4}}$ if $q^{2} \equiv 1(\bmod 16)$.
We define matrices $E_{i}, L_{i} \in S L\left(2, \boldsymbol{F}_{q}\right)$ by

$$
E_{i}=\left(\begin{array}{cc}
u_{i} & w_{i} \\
w_{i}+1 & -1-u_{i}
\end{array}\right), L_{i}=\left(\begin{array}{cc}
s_{i} & t_{i} \\
t_{i} & -s_{i}
\end{array}\right)
$$

where $i=0,1$.
(1) Assume that $q \neq 3$.

The subgroups $\left\langle\tilde{z}, E_{0}\right\rangle$ and $\left\langle\tilde{z}, E_{1}\right\rangle$ are not conjugate in $S L\left(2, \boldsymbol{F}_{p}\right)$ if and only if $q^{2} \equiv 1(\bmod 16) ;$ both of these two groups are isomorphic to $S L\left(2, \boldsymbol{F}_{3}\right)$. Any subgroup of $S L\left(2, \boldsymbol{F}_{p}\right)$, which is isomorphic to $S L\left(2, \boldsymbol{F}_{3}\right)$, is conjugate to $\left\langle\tilde{z}, E_{0}\right\rangle$ or $\left\langle\tilde{z}, E_{1}\right\rangle$.
(2) Assume $q^{2} \equiv 1(\bmod 16)$.

The subgroups $\left\langle\tilde{z}, E_{0}, L_{0}\right\rangle$ and $\left\langle\tilde{z}, E_{1}, L_{1}\right\rangle$ are not conjugate in $S L\left(2, \boldsymbol{F}_{p}\right)$; both of them are isomorphic to $\widehat{S_{4}}$. Any subgroup of $S L\left(2, \boldsymbol{F}_{p}\right)$, which is isomorphic to
$\widehat{S_{4}}$, is conjugate to $\left\langle\tilde{z}, E_{0}, L_{0}\right\rangle$ or $\left\langle\tilde{z}, E_{1}, L_{1}\right\rangle$.
Proof. For brevity we will write $\Sigma=S L\left(2, \boldsymbol{F}_{q}\right)$ and denote a quaternion group of order 8 by $Q_{8}$.

Step 1: We will determine conjugacy classes of subgroups in $\Sigma$, which are isomorphic to $Q_{8}$.

Note that any subgroup in $\Sigma$, which is isomorphic to $Q_{8}$, is conjugate to $\langle\tilde{z}, M\rangle$, where $\tilde{z}$ is defined in Definition $8.7, M$ is a matrix of order 4 such that $\tilde{z}^{2}=M^{2}, M^{-1} \tilde{z} M=\tilde{z}^{-1}$. By Lemma $8.4 M$ has the form

$$
M=\left(\begin{array}{cc}
a & b \\
c & -a
\end{array}\right)
$$

where $a^{2}+b c=-1$.
Apply the relation $M^{-1} \tilde{z} M=\tilde{z}^{-1}$. We find that $b=c$.
Step 2: For the group $\langle\tilde{z}, M\rangle$ constructed in Step 1, we will find a matrix $E$ such that the order of $E$ is 3 and $\langle\tilde{z}, M, E\rangle$ is isomorphic to $S L\left(2, \boldsymbol{F}_{3}\right)$. In particular, $\langle\tilde{z}, M\rangle$ is a normal subgroup of $\langle\tilde{z}, M, E\rangle$.

Choose any elements $a, b \in \boldsymbol{F}_{q}$ satisfying $a^{2}+b^{2}=-1$. Define $u=$ $(b-a-1) / 2, w=(b+a-1) / 2$. Then $u(1+u)+w(w+1)=-1$. (We will explain later the reason why we choose $u, w$ in this way.) Define $E$ by

$$
E=\left(\begin{array}{cc}
u & w  \tag{8.1}\\
w+1 & -1-u
\end{array}\right)
$$

Then $E \in S L\left(2, \boldsymbol{F}_{q}\right)$ is a matrix of order 3 by Lemma 8.4.
Define

$$
y=E^{-1} \tilde{z} E=\left(\begin{array}{cc}
1+u+w & w-u \\
w-u & -1-u-w
\end{array}\right) .
$$

Substituting the relations $u=(b-a-1) / 2, w=(b+a-1) / 2$ into entries of the above matrix, we get

$$
\left(\begin{array}{cc}
1+u+w & w-u \\
w-u & -1-u-w
\end{array}\right)=\left(\begin{array}{cc}
b & a \\
a & -b
\end{array}\right)
$$

Moreover, it is routine to verify that $E^{-1} y E=\tilde{z} y$. In fact, starting from a matrix $E$ defined by (8.1) ( $u, w$ : undetermined coefficients) and defining $y$ by
requiring $y=E^{-1} \tilde{z} E$ and $E^{-1} y E=\tilde{z} y$, we are led to the equation $u(1+u)+$ $w(w+1)=-1$. To solve this equation, we may choose $u=(b-a-1) / 2, w=$ $(b+a-1) / 2$.

We conclude that $\langle\tilde{z}, y\rangle$ is isomorphic to $Q_{8}$ (by Step 1) and $\langle\tilde{z}, E\rangle$ is isomorphic to $S L\left(2, \boldsymbol{F}_{3}\right)$.

Step 3: If $q^{2} \equiv 1(\bmod 16)$, then 2 is a square in $\boldsymbol{F}_{q}$.
Write $q=p^{f}$ for some positive integer $f$. If $f$ is an even integer, since $\boldsymbol{F}_{p^{2}}$ is the unique quadratic extension of the prime field, the equation $X^{2}-2$ is reducible in $\boldsymbol{F}_{p^{2}}[X]$. Now assume that $f$ is an odd integer. It follows that $q \equiv p(\bmod 8)$. Since $q^{2} \equiv 1(\bmod 16)$, it is necessary that $p \equiv 1$ or $-1(\bmod 8)$. Thus 2 is a square in $\boldsymbol{F}_{p}$ by the quadratic reciprocity law.

Step 4: If $q^{2} \equiv 1(\bmod 16)$, we will find a matrix $L$ such that $L^{2}=-I_{2}$ and $\langle\tilde{z}, E, L\rangle \cong \widehat{S_{4}}$. In particular $\langle\tilde{z}, y\rangle$ is normal in $\langle\tilde{z}, E, L\rangle$.

By Lemma 8.4 and Step 1, choose $L$ to be

$$
L=\left(\begin{array}{cc}
s & t \\
t & -s
\end{array}\right)
$$

where $s, t$ are any elements in $\boldsymbol{F}_{q}$ satisfying $s^{2}+t^{2}=-1$. We require furthermore that $s(a-b)=t(a+b)$; be careful that, if $a=b$, choose $s^{2}=-1, t=0$; if $a=-b$, choose $s=0, t^{2}=-1$. (This is possible: If $a=b$ or $-b$, plugging in the relation $a^{2}+b^{2}=-1$, we get $2 a^{2}=-1$. Since 2 is a square in $\boldsymbol{F}_{q}$ by Step 3, so is -1 .)

It is easy to verify that $L^{-1} E L=E^{-1}, L^{-1} \tilde{z} L=\tilde{z}^{-1}, L^{-1} y L=y \tilde{z}$. Thus $\langle\tilde{z}, E, L\rangle \cong \widehat{S_{4}}$.

Step 5: For a finite group $\Gamma$, denote by $O_{2}(\Gamma)$ the maximal normal 2-subgroup of $\Gamma$. Consider two subgroups $T_{j}(j=0,1)$ in $\Sigma$ which are isomorphic to $S L(2,3)$ (resp. $\widehat{S_{4}}$ ). We will prove that $T_{0}$ and $T_{1}$ are conjugate in $\Sigma$ if and only if $O_{2}\left(T_{0}\right)$ and $O_{2}\left(T_{1}\right)$ are conjugate in $\Sigma$. Thus the conjugation problem in $\Sigma$ for subgroups isomorphic to $S L(2,3)$ (resp. $\widehat{S_{4}}$ ) is equivalent to that for subgroups isomorphic to $Q_{8}$ because the maximal normal 2-subgroup of $S L(2,3)$ (resp. $\widehat{S_{4}}$ ) is isomorphic to $Q_{8}$.

It suffices to show that, if $O_{2}\left(T_{0}\right)$ and $O_{2}\left(T_{1}\right)$ are conjugate in $\Sigma$, then $T_{0}$ and $T_{1}$ are conjugate in $\Sigma$.

Consider the normalizer of $O_{2}\left(T_{i}\right)$ in $\Sigma$ for $i=0,1$. Since $O_{2}\left(T_{i}\right)$ is isomorphic to $Q_{8}$ and the normalizer contains $T_{i}$ and is a subgroup of $\Sigma$, we find that, by Theorem 7.5, this subgroup is either isomorphic to $\widehat{S_{4}}$ if $q^{2} \equiv 1(\bmod 16)$, or isomorphic to $S L(2,3)$ otherwise. It follows that either $T_{i}$ equals to the normalizer of $O_{2}\left(T_{i}\right)$ in $\Sigma$ or $T_{i}$ is an index 2 subgroup of the normalizer of $O_{2}\left(T_{i}\right)$ in $\Sigma$. The
latter possibility occurs only when $q^{2} \equiv 1(\bmod 16)$. However, the group $\widehat{S_{4}}$ has only one subgroup of index 2 . Thus, if $O_{2}\left(T_{i}\right)$ are conjugate in $\Sigma$ for $i=0,1$, then the normalizer of $O_{2}\left(T_{i}\right)$ in $\Sigma$ are conjugate and therefore $T_{i}$ are conjugate.

Step 6: We will solve the conjugation problem for subgroups isomorphic to $Q_{8}$. In fact, we will exhibit two such subgroups which are possibly non-conjugate and prove that (i) $\Sigma$ has at most two conjugacy classes of subgroups isomorphic to $Q_{8}$, and (ii) $\Sigma$ has precisely two conjugacy classes of such subgroups if and only if $q^{2} \equiv 1(\bmod 16)$.

Case 1: $q \equiv 1(\bmod 4)$.
Recall the definitions of $\xi, \eta, \cdots$ in Definition 8.6 and $\tilde{z}, \tilde{x}, \cdots$ in Definition 8.7. Note that $\tilde{z}, \tilde{x} \in \Sigma$. Define a matrix $y \in \Sigma$ by

$$
y=\left(\begin{array}{cc}
\sigma & 0 \\
0 & \sigma^{-1}
\end{array}\right)
$$

A subgroup of $\Sigma$, which is isomorphic to $Q_{8}$, is conjugate to $\left\langle y, \tilde{z} \tilde{x}^{i}\right\rangle$ for some $i$. The conjugation by $\tilde{x}$ repeatedly will reduce these subgroups to at most two conjugacy classes : $\langle y, \tilde{z}\rangle$ and $\langle y, \tilde{z} \tilde{x}\rangle$. Note that both $\langle y, \tilde{z}\rangle$ and $\langle y, \tilde{z} \tilde{x}\rangle$ are binary dihedral groups. By Theorem 8.9(2), these two subgroups are not conjugate in $\Sigma$ if and only if $q-1 \equiv 0(\bmod 8)$, i.e. $q^{2} \equiv 1(\bmod 16)$.

Case 2: $q \equiv 3(\bmod 4)$.
Imitate the proof of the above case and construct the subgroups $\langle y, \tilde{z}\rangle$ and $\langle y, \tilde{z} \bar{x}\rangle$ in $S U\left(2, \boldsymbol{F}_{q^{2}}\right)$, where

$$
\bar{x}=\left(\begin{array}{cc}
\alpha^{2} & 0 \\
0 & \alpha^{2 q}
\end{array}\right) .
$$

Note that the conjugation by $\bar{x}$ is still an inner automorphism of $S U\left(2, \boldsymbol{F}_{q^{2}}\right)$. Thus there are at most two conjugacy classes in $S U\left(2, \boldsymbol{F}_{q^{2}}\right):\langle y, \tilde{z}\rangle$ and $\langle y, \tilde{z} \bar{x}\rangle$. Pull back these information from $S U\left(2, \boldsymbol{F}_{q^{2}}\right)$ to $\Sigma$ by Lemma 8.2. Apply Theorem 8.9 (3). We find that these two subgroups are not conjugate in $\Sigma$ if and only if $q+1 \equiv 0(\bmod 8)$, i.e. $q^{2} \equiv 1(\bmod 16)$.

Step 7: We will construct explicitly the conjugacy classes of subgroups isomorphic to $S L(2,3)$ or $\widehat{S_{4}}$. Because of Step 5 , we will construct conjugacy classes of subgroups isomorphic to $Q_{8}$ with the form in Step 1.

First we solve the question for the case $q \equiv 1(\bmod 4)$. The remaining case will be solved in Step 8.

Define

$$
S=\left(\begin{array}{cc}
1 & -\sigma / 2 \\
-\sigma & 1 / 2
\end{array}\right)
$$

Then

$$
S^{-1} \tilde{z} S=\left(\begin{array}{cc}
\sigma & 0 \\
0 & \sigma^{-1}
\end{array}\right)
$$

Now define $y_{0}=S \tilde{z} S^{-1}$ and $y_{1}=S \tilde{x} \tilde{z} S^{-1}$. Then

$$
y_{i}=\left(\begin{array}{cc}
-\sigma\left(\eta^{i} / 4+\eta^{-i}\right) & \eta^{i} / 4-\eta^{-i} \\
\eta^{i} / 4-\eta^{-i} & \sigma\left(\eta^{i} / 4+\eta^{-i}\right)
\end{array}\right)
$$

Clearly $\left\langle\tilde{z}, y_{i}\right\rangle \cong Q_{8}$. Corresponding to $y_{i}$ we can construct $E_{i}$ and $L_{i}$ as in Step 2 and Step 4 so that $\left\langle\tilde{z}, E_{i}\right\rangle \cong S L(2,3),\left\langle\tilde{z}, E_{i}, L_{i}\right\rangle \cong \widehat{S_{4}}$.

Step 8: The case $q \equiv 3(\bmod 4)$.
We will construct similar groups in $S U\left(2, \boldsymbol{F}_{q^{2}}\right)$ and pull back the information by Lemma 8.2. Explicitly define

$$
T=\left(\begin{array}{cc}
\epsilon & -\bar{\epsilon} \sigma \\
-\sigma \epsilon & \bar{\epsilon}
\end{array}\right) \in S U\left(2, \boldsymbol{F}_{q^{2}}\right)
$$

where $\epsilon$ is defined in Definition 8.6.
It is straightforward to check that

$$
T^{-1} \tilde{z} T=\left(\begin{array}{cc}
\sigma & 0 \\
0 & \sigma^{-1}
\end{array}\right)
$$

Define

$$
y_{i}^{\prime}=\left(\begin{array}{cc}
0 & \alpha^{2 i} \\
-\alpha^{-2 i} & 0
\end{array}\right)
$$

We find that $\left\langle T^{-1} \tilde{z} T, y_{i}^{\prime}\right\rangle \cong Q_{8}$.
Define

$$
y_{i}=\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right) T y_{i}^{\prime} T^{-1}\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)^{-1}
$$

It is easy to find that

$$
y_{i}=\left(\begin{array}{cc}
b_{i} & a_{i} \\
a_{i} & -b_{i}
\end{array}\right)
$$

where, for $i=0,1$,

$$
\begin{aligned}
b_{i} & =\frac{2 \alpha\left(\epsilon^{2} \alpha^{2 i}-\epsilon^{2 q} \alpha^{-2 i}\right)+\sigma\left(1-\alpha^{2}\right)\left(\epsilon^{2} \alpha^{2 i}+\epsilon^{2 q} \alpha^{-2 i}\right)}{1+\alpha^{2}} \\
a_{i} & =\frac{-2 \alpha \sigma\left(\epsilon^{2} \alpha^{2 i}+\epsilon^{2 q} \alpha^{-2 i}\right)+\left(1-\alpha^{2}\right)\left(\epsilon^{2} \alpha^{2 i}-\epsilon^{2 q} \alpha^{-2 i}\right)}{1+\alpha^{2}} .
\end{aligned}
$$

These subgroups $\left\langle\tilde{z}, y_{i}\right\rangle$ are isomorphic to $Q_{8}$. Once they are constructed, we may find the corresponding $E_{i}$ and $L_{i}$ as in Step 7.

Definition 8.12. Assume that $q^{2} \equiv 1(\bmod 5)$. Recall the definition of $\eta, \alpha$ in Definition 8.6.

If $q \equiv 1(\bmod 5)$, define $u=\left(\eta^{2(q-1) / 5}-1\right)^{-1}$.
If $q \equiv-1(\bmod 5)$, define $\beta=\alpha^{2(q+1) / 5}, u=\left(\beta^{2}-1\right)^{-1}$, and $w^{\prime} \in \boldsymbol{F}_{q^{2}}$ satisfies $w^{\prime} \overline{w^{\prime}}=1-u \bar{u}$; such an element $w^{\prime}$ does exist because the norm map from $\boldsymbol{F}_{q^{2}}^{\times}$to $\boldsymbol{F}_{q}^{\times}$is surjective.

Theorem 8.13. The case of $\operatorname{SL}\left(2, \boldsymbol{F}_{5}\right)$.
(1) Assume that $q \equiv 1(\bmod 5)$.

Define matrices B, $E_{1}, E_{2} \in \operatorname{SL}\left(2, \boldsymbol{F}_{q}\right)$ by

$$
B=\left(\begin{array}{cc}
\eta^{(q-1) / 5} & 0 \\
0 & \eta^{-(q-1) / 5}
\end{array}\right), \quad E_{i}=\left(\begin{array}{cc}
u & \eta^{-i} \\
-\eta^{i}\left(1+u+u^{2}\right) & -1-u
\end{array}\right)
$$

where $i=0,1$.
Then $\left\langle B, E_{0}\right\rangle$ and $\left\langle B, E_{1}\right\rangle$ are not conjugate in $S L\left(2, \boldsymbol{F}_{q}\right)$; both of them are isomorphic to $S L\left(2, \boldsymbol{F}_{5}\right)$. Moreover, any subgroup of $\operatorname{SL}\left(2, \boldsymbol{F}_{q}\right)$, which is isomorphic to $S L\left(2, \boldsymbol{F}_{5}\right)$, is conjugate to $\left\langle B, E_{0}\right\rangle$ or $\left\langle B, E_{1}\right\rangle$.
(2) Assume that $q \equiv-1(\bmod 5)$.

Define matrices B, $E_{1}, E_{2} \in \operatorname{SL}\left(2, \boldsymbol{F}_{q}\right)$ by

$$
B=\frac{1}{\beta\left(1+\alpha^{2}\right)}\left(\begin{array}{cc}
\beta^{2}+\alpha^{2} & \alpha\left(1-\beta^{2}\right) \\
\alpha\left(1-\beta^{2}\right) & 1+\alpha^{2} \beta^{2}
\end{array}\right), \quad E_{i}=\frac{1}{1+\alpha^{2}}\left(\begin{array}{cc}
\bar{\alpha} & \bar{\beta} \\
\bar{\gamma} & \bar{\delta}
\end{array}\right)
$$

where

$$
\begin{gathered}
\bar{\alpha}=u-\alpha^{2}(u+1)+\alpha\left(\alpha^{2 i} w^{\prime}-\alpha^{-2 i} w^{\prime q}\right) \\
\bar{\beta}=-\alpha(1+2 u)+\alpha^{2 i} w^{\prime}+\alpha^{2-2 i} w^{\prime q} \\
\bar{\gamma}=-\alpha(1+2 u)-\alpha^{2 i+2} w^{\prime}-\alpha^{-2 i} w^{\prime q}, \\
\bar{\delta}=-1-u+\alpha^{2} u-\alpha\left(\alpha^{2 i} w^{\prime}-\alpha^{-2 i} w^{\prime q}\right) .
\end{gathered}
$$

Then $\left\langle B, E_{0}\right\rangle$ and $\left\langle B, E_{1}\right\rangle$ are not conjugate in $S L\left(2, \boldsymbol{F}_{q}\right)$; both of them are isomorphic to $S L\left(2, \boldsymbol{F}_{5}\right)$. Moreover, any subgroup of $\operatorname{SL}\left(2, \boldsymbol{F}_{q}\right)$, which is isomorphic to $S L\left(2, \boldsymbol{F}_{5}\right)$, is conjugate to $\left\langle B, E_{0}\right\rangle$ or $\left\langle B, E_{1}\right\rangle$.

Proof. Denote $\Sigma=S L\left(2, \boldsymbol{F}_{q}\right)$.
Step 1: Recall a standard result about $S L\left(2, \boldsymbol{F}_{5}\right)$ (see [Suz, Example 4, p.176]): If $K$ is a group defined by $K=\left\langle x, y: x^{5}=y^{3}=1\right.$, where $(x y)^{2}$ is a central element of order 2$\rangle$, then there is a surjection from $K$ onto $S L\left(2, \boldsymbol{F}_{5}\right)$.

In particular, if we can find elements $x, y \in \Sigma$ such that $x^{5}=y^{3}=1$ and $(x y)^{2}=-I_{2}$, by Theorem 7.1 and Theorem 7.5, the subgroup $\langle x, y\rangle$ is isomorphic to $S L\left(2, \boldsymbol{F}_{5}\right)$ or $\Sigma$. Since $\Sigma /\left\langle-I_{2}\right\rangle$ is a simple group (remember $q^{2} \equiv 1(\bmod 5)$ ), $\langle x, y\rangle$ is isomorphic to $S L\left(2, \boldsymbol{F}_{5}\right)$.

We will consider the case $q \equiv 1(\bmod 5)$ first and discuss the case $q \equiv-1$ $(\bmod 5)$ later.

Define $a=\eta^{(q-1) / 5}$ and

$$
B=\left(\begin{array}{cc}
a & 0 \\
0 & a^{-1}
\end{array}\right)
$$

We will find matrix $X \in \Sigma$ such that $X \neq I_{2}$ and

$$
(B X)^{2}=\left(\begin{array}{cc}
-1 & 0  \tag{8.2}\\
0 & -1
\end{array}\right), \quad X^{3}=1
$$

Step 2: By Lemma 8.4 any matrix of order 3 is of the form

$$
\left(\begin{array}{cc}
u & w \\
v & -1-u
\end{array}\right)
$$

where $u, w, v \in \boldsymbol{F}_{q}$ with $u(1+u)+w v=-1$.
Define $u=\left(a^{2}-1\right)^{-1}, w \in \boldsymbol{F}_{q} \backslash\{0\}, v=-w^{-1}\left(1+u+u^{2}\right)$ and

$$
E=\left(\begin{array}{cc}
u & w \\
v & -1-u
\end{array}\right)
$$

Then $E$ is a solution of Equation (8.2), i.e. $(B E)^{2}=-I_{2}$ and $E^{3}=I_{2}$. In fact, it is obtained as follows.

For any matrix $X \in \Sigma$ with the form

$$
X=\left(\begin{array}{cc}
u & w \\
v & -1-u
\end{array}\right)
$$

consider $B X$. Note that

$$
(B X)^{2}=\left(\begin{array}{cc}
a^{2} u^{2}+v w & a^{2} u w-w(1+u) \\
u v-a^{-2} v(1+u) & v w+a^{-2}(1+u)^{2}
\end{array}\right)
$$

Hence $(B X)^{2}=-I_{2}$ if and only if $a^{2} u^{2}+v w=-1, w\left(a^{2} u-(1+u)\right)=v(u-$ $\left.a^{-2}(1+u)\right)=0$ and $a^{-2}(1+u)^{2}+v w=-1$.

We claim that $v w \neq 0$. Otherwise, $u(1+u)=-1$ and $a^{2}=-u^{-2}$. It follows that $u$ is of order 3 in $\boldsymbol{F}_{q}$ and $a^{6}=u^{-6}=1$, which is contradictory to the fact that the order of $a$ is 5 .

Hence $a^{2} u-(1+u)=0, u=\left(a^{2}-1\right)^{-1}$ and $v=-w^{-1}\left(1+u+u^{2}\right)$, which is the reason why we define the matrix $E$. Moreover, from the above discussion, Equation (8.2) has exactly $q-1$ solutions in $\Sigma$ with $w$ an arbitrary element in $\boldsymbol{F}_{q} \backslash\{0\}$. Any subgroup of $\Sigma$, which is isomorphic to $S L\left(2, \boldsymbol{F}_{5}\right)$, is conjugate to $\langle B, E\rangle$ for some $w \in \boldsymbol{F}_{q} \backslash\{0\}$.

Step 3: We will consider the question of conjugacy classes.
For any $b \in \boldsymbol{F}_{q} \backslash\{0\}$, note that

$$
\left(\begin{array}{cc}
b & 0 \\
0 & b^{-1}
\end{array}\right)\left(\begin{array}{cc}
u & w \\
v & -1-u
\end{array}\right)\left(\begin{array}{cc}
b^{-1} & 0 \\
0 & b
\end{array}\right)=\left(\begin{array}{cc}
u & b^{2} w \\
b^{-2} v & -1-u
\end{array}\right)
$$

Thus any subgroup of $\Sigma$, which is isomorphic to $S L\left(2, \boldsymbol{F}_{5}\right)$, is conjugate to $\left\langle B, E_{0}\right\rangle$ or $\left\langle B, E_{1}\right\rangle$, where $E_{i}$ is defined by

$$
E_{i}=\left(\begin{array}{cc}
u & \eta^{-i} \\
-\eta^{i}\left(1+u+u^{2}\right) & -1-u
\end{array}\right)
$$

where $u=\left(\eta^{2(q-1) / 5}-1\right)^{-1}$.
Step 4: We claim that $\left\langle B, E_{0}\right\rangle$ is not conjugate to $\left\langle B, E_{1}\right\rangle$ in $\Sigma$.
If not, find $x \in \Sigma$ such that $\left\langle B, E_{1}\right\rangle^{x}=\left\langle B, E_{0}\right\rangle$, where $\left\langle B, E_{1}\right\rangle^{x}$ denotes $x^{-1} \cdot\left\langle B, E_{1}\right\rangle \cdot x$.

There is an element $t \in\left\langle B, E_{0}\right\rangle$ such that $\langle B\rangle^{x}=\langle B\rangle^{t}$. Hence $x t^{-1} \in N_{\Sigma}(\langle B\rangle)=\langle\tilde{x}, \tilde{z}\rangle$, where $N_{\Sigma}(\langle B\rangle)$ denotes the normalizer of $\langle B\rangle$ in $\Sigma$.

Since $N_{\Sigma}(\langle B\rangle) \cap\left\langle B, E_{0}\right\rangle=N_{\left\langle B, E_{0}\right\rangle}(\langle B\rangle)$ is of order 20, there is an element $s$ in $\left\langle B, E_{0}\right\rangle$ of order 4 such that $s^{-1} \tilde{x} s=\tilde{x}^{-1}$ and $\langle\tilde{x}, \tilde{z}\rangle=\langle\tilde{x}, s\rangle$, where $s$ is of the form

$$
s=\left(\begin{array}{cc}
0 & \eta^{\ell} \\
-\eta^{-\ell} & 0
\end{array}\right)
$$

We conclude that there are exactly $(q-1) / 10$ subgroups of $\left\langle B, E_{0}\right\rangle$, which are conjugate to $\langle\tilde{x}, \tilde{z}\rangle ;$ moreover, there are exactly five solutions $X$ to Equation (8.2) in each of $\left\langle B, E_{0}\right\rangle^{\tilde{x}^{n}}$, where $n$ is any integer. For example, the five solutions in $\left\langle B, E_{0}\right\rangle$ are $B^{-j} E_{0} B^{j}$, with $j=0,1,2,3,4$.

Since $x t^{-1}=\tilde{x}^{n^{\prime}} s^{i^{\prime}}$, and $\left\langle B, E_{0}\right\rangle=\left\langle B, E_{1}\right\rangle^{x}=\left\langle B, E_{1}\right\rangle^{\tilde{x}^{n^{\prime}} s^{\prime} t}$. Thus $\left\langle B, E_{0}\right\rangle=$ $\left\langle B, E_{1}\right\rangle^{\tilde{x}^{n^{\prime}}}$ contains at least ten solutions of Equation (8.2), which is a contradiction.

Step 5: Now we consider the case $q \equiv-1(\bmod 5)$.
We may apply similar arguments in $S U\left(2, q^{2}\right)$. Thus we will simply exhibit the two non-conjugating classes in $S L\left(2, \boldsymbol{F}_{q}\right)$.

As before, we work in $S U\left(2, q^{2}\right)$ first. Define $\beta=\alpha^{2(q+1) / 5}, u=\left(\beta^{2}-1\right)^{-1}$. Note that $\beta^{q+1}=1$ and $u+u^{q}=\left(\beta^{2}-1\right)^{-1}+\left(\beta^{-2}-1\right)^{-1}=-1$. Define

$$
B^{\prime}=\left(\begin{array}{cc}
\beta & 0 \\
0 & \beta^{q}
\end{array}\right)
$$

All the solutions $X \in S U\left(2, q^{2}\right)$ (where $X \neq I_{2}$ ) to the following equation

$$
\left(B^{\prime} X\right)^{2}=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right), \quad X^{3}=1
$$

has the form

$$
X=\left(\begin{array}{cc}
u & w \\
w^{q} & u^{q}
\end{array}\right)
$$

with $u u^{q}+w w^{q}=1$.
There are exactly $q+1$ of them. Choose any $w^{\prime}$ satisfying $w^{\prime} w^{\prime q}=1-u u^{q}$ and define

$$
E_{i}^{\prime}=\left(\begin{array}{cc}
u & w^{\prime} \alpha^{2 i} \\
-\left(w^{\prime} \alpha^{2 i}\right)^{q} & u^{q}
\end{array}\right)
$$

where $i=0,1$. Thus both $\left\langle B^{\prime}, E_{0}^{\prime}\right\rangle$ and $\left\langle B^{\prime}, E_{1}^{\prime}\right\rangle$ are isomorphic to $S L(2,5)$.
Now we define

$$
B=\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)\left(\begin{array}{cc}
\beta & 0 \\
0 & \beta^{q}
\end{array}\right)\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)^{-1}
$$

and

$$
E_{i}=\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)\left(\begin{array}{cc}
u & \alpha^{2 i} w^{\prime} \\
-\left(\alpha^{2 i} w^{\prime}\right)^{q} & u^{q}
\end{array}\right)\left(\begin{array}{cc}
1 & \alpha \\
-\alpha & 1
\end{array}\right)^{-1}
$$

It is routine to verify that

$$
B=\frac{1}{\beta\left(1+\alpha^{2}\right)}\left(\begin{array}{cc}
\beta^{2}+\alpha^{2} & \alpha\left(1-\beta^{2}\right) \\
\alpha\left(1-\beta^{2}\right) & 1+\alpha^{2} \beta^{2}
\end{array}\right), \quad E_{i}=\frac{1}{1+\alpha^{2}}\left(\begin{array}{cc}
\bar{\alpha} & \bar{\beta} \\
\bar{\gamma} & \bar{\delta}
\end{array}\right)
$$

where

$$
\begin{gathered}
\bar{\alpha}=u-\alpha^{2}(u+1)+\alpha\left(\alpha^{2 i} w^{\prime}-\alpha^{-2 i} w^{\prime q}\right), \\
\bar{\beta}=-\alpha(1+2 u)+\alpha^{2 i} w^{\prime}+\alpha^{2-2 i} w^{\prime q}, \\
\bar{\gamma}=-\alpha(1+2 u)-\alpha^{2 i+2} w^{\prime}-\alpha^{-2 i} w^{\prime q}, \\
\bar{\delta}=-1-u+\alpha^{2} u-\alpha\left(\alpha^{2 i} w^{\prime}-\alpha^{-2 i} w^{\prime q}\right) .
\end{gathered}
$$

## Summary.

Because of Lemma 7.2 and Lemma 7.3, we find that any finite primitive subgroup in $S L(p, \boldsymbol{C})$ containing a non-trivial monomial normal subgroup $H$ so that $H$ has a non-scalar diagonal matrix is equivalent to a group $G$ such that $\Phi(G)$ is conjugate to $S L\left(2, \boldsymbol{F}_{p}\right)$, or a cyclic subgroup of order $m$, where $m \geq 3$ and $m$ is a divisor of $q+1$, or a group of type (ii)-(v) in Theorem 7.5. The generators of these subgroups of $S L\left(2, \boldsymbol{F}_{p}\right)$ (up to conjugation) may be found in Proposition 8.8, Theorem 8.9, Theorem 8.11 and Theorem 8.13. Once these subgroups are obtained, we may apply Theorem 2.5 .

In the Appendix the reader will find a list of generators of these subgroups when $p=5$ or 7 . The following example provides a brief account of our method in the case $p \leq 7$.

EXAMPLE 8.14. Subgroups in $S L(3, \boldsymbol{C})$. The conjugacy classes for $\Phi(G)$ are: a cyclic group of order 4 , a binary dihedral group of order 8 , or the group $S L\left(2, \boldsymbol{F}_{3}\right)$ itself. Thus we recover Theorem 1.2, i.e. Blichfeldt's Theorem.

Subgroups in $S L(5, C)$. The conjugacy classes for $\Phi(G)$ are: cyclic groups of order 3 or 6 , binary dihedral groups of order 8 or 12 , or a group isomorphic to $S L\left(2, \boldsymbol{F}_{3}\right)$, or the group $S L\left(2, \boldsymbol{F}_{5}\right)$ itself. Thus we obtain in total six non-equivalent primitive subgroups of this type. This provides an explicit description of Brauer's Theorem, i.e. Theorem 1.3(1).

Subgroups in $S L(7, \boldsymbol{C})$. The conjugacy classes for $\Phi(G)$ are: cyclic groups of order 4 or 8 , binary dihedral groups of order 8 (two non-conjugating subgroups), 12 or 16 , or two non-conjugate subgroups isomorphic to $S L\left(2, \boldsymbol{F}_{3}\right)$, or two nonconjugate subgroups isomorphic to $\widehat{S_{4}}$, or the group $S L\left(2, \boldsymbol{F}_{7}\right)$ itself. Thus we obtain in total eleven non-equivalent primitive subgroups of this type. This provides an explicit description of Wales's Theorem, i.e. Theorem 1.3(2).

## Appendix.

For the convenience of the reader, in this appendix we will provide a complete list of non-conjugate finite subgroups of $S L(p, \boldsymbol{C})$ containing a nontrivial monomial normal subgroup together when $p=5$ or 7 (see Theorem A. 3 and Theorem A.6).

Lemma A.1. Let $p=5$ or 7 , and $\zeta=e^{2 \pi \sqrt{-1} / p}$. Define the Vandermonde matrix $T=\left(a_{i j}\right)_{0 \leq i, j \leq p-1} \in G L(p, C)$ by defining $a_{i j}=\zeta^{i j}$. If $p=5$, then $\operatorname{det}(T)=-(\sqrt{5})^{5}$. If $p=7$, then $\operatorname{det}(T)=(\sqrt{7})^{7} \cdot \sqrt{-1}$.

Proof. Omitted.
Definition A.2. We will define matrices in $S L(5, \boldsymbol{C})$, which will be used in Theorem A.3. Let $\zeta=e^{2 \pi \sqrt{-1} / 5}$. Define

$$
\begin{aligned}
& \sigma=\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right), \quad \tau=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & \zeta & 0 & 0 & 0 \\
0 & 0 & \zeta^{2} & 0 & 0 \\
0 & 0 & 0 & \zeta^{3} & 0 \\
0 & 0 & 0 & 0 & \zeta^{4}
\end{array}\right), \\
& \rho_{1}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & \zeta & 0 & 0 \\
0 & 0 & 0 & \zeta^{3} & 0 \\
0 & 0 & 0 & 0 & \zeta
\end{array}\right), \quad \rho_{2}=-\frac{1}{\sqrt{5}}\left(\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1 \\
1 & \zeta & \zeta^{2} & \zeta^{3} & \zeta^{4} \\
1 & \zeta^{2} & \zeta^{4} & \zeta & \zeta^{3} \\
1 & \zeta^{3} & \zeta & \zeta^{4} & \zeta^{2} \\
1 & \zeta^{4} & \zeta^{3} & \zeta^{2} & \zeta
\end{array}\right), \\
& \rho_{3}=-\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0
\end{array}\right), \quad \rho_{4}=\frac{1}{\sqrt{5}}\left(\begin{array}{ccccc}
1 & \zeta^{2} & \zeta^{4} & \zeta & \zeta^{3} \\
1 & 1 & 1 & 1 & 1 \\
\zeta^{2} & 1 & \zeta^{3} & \zeta & \zeta^{4} \\
\zeta & \zeta^{2} & \zeta^{3} & \zeta^{4} & 1 \\
\zeta^{2} & \zeta & 1 & \zeta^{4} & \zeta^{3}
\end{array}\right), \\
& \rho_{5}=\frac{1}{\sqrt{5}}\left(\begin{array}{ccccc}
1 & 1 & \zeta^{3} & \zeta^{4} & \zeta^{3} \\
1 & \zeta^{2} & \zeta^{2} & 1 & \zeta \\
\zeta^{4} & \zeta^{3} & 1 & 1 & \zeta^{3} \\
\zeta^{2} & \zeta^{3} & \zeta^{2} & \zeta^{4} & \zeta^{4} \\
\zeta^{4} & \zeta^{2} & \zeta^{3} & \zeta^{2} & \zeta^{4}
\end{array}\right) .
\end{aligned}
$$

THEOREM A.3. Let $D=\langle\sigma, \tau\rangle \subset S L(5, C)$ where $\sigma, \tau, \rho_{i}$ are defined in Definition A.2. If $G \subset S L(5, C)$ is a finite primitive group containing a non-trivial monomial normal subgroup, then $G$ is conjugate to exactly one group in the following list,

$$
\begin{aligned}
G_{1} & =\left\langle D, \rho_{4}^{2}\right\rangle, \\
G_{2} & =\left\langle D, \rho_{4}\right\rangle, \\
G_{3} & =\left\langle D, \rho_{2}, \rho_{3}\right\rangle, \\
G_{4} & =\left\langle D, \rho_{2}, \rho_{4}\right\rangle, \\
G_{5} & =\left\langle D, \rho_{2}, \rho_{5}\right\rangle, \\
G_{6} & =\left\langle D, \rho_{1}, \rho_{2}, \rho_{3}\right\rangle .
\end{aligned}
$$

## Proof.

Step 1: By Proposition 2.3 we may assume that $G$ contains a non-scalar diagonal matrix.

Step 2: Apply Theorem 2.5 and Theorem 2.6. We may assume that there is a group homomorphism $\Phi: G \rightarrow S L\left(2, \boldsymbol{F}_{5}\right)$ such that $\operatorname{Ker}(\Phi)=D$. It remains to find $\Phi(G)$. Note that the conjugacy class of $G$ in $S L(p, \boldsymbol{C})$ depends only on the conjugacy class of $\Phi(G)$ in $S L\left(2, \boldsymbol{F}_{5}\right)$ by Lemma 7.2.

Step 3: By Theorem 2.7, if $5^{4}| | G \mid$, then $G$ is conjugate to $G_{0}=\left\langle D, \rho_{1}, \rho_{2}, \rho_{3}\right\rangle$ which is $G_{6}$ in our list. Thus we may assume that $5^{4} X|G|$ from now on.

Since $|D|=5^{3}$, it follows that $5 \backslash|\Phi(G)|$. Now we may use Theorem 7.5 and Lemma 7.3 to determine the structure of $\Phi(G)$.

Step 4: It is not difficult to see that $\Phi(G)$ is conjugate to one of the subgroups of $S L\left(2, \boldsymbol{F}_{5}\right)$ described in Example 8.14.

Step 5: If $\Phi(G)$ is a cyclic group of order 3 or 6 , apply Proposition 8.8. We may assume that $\Phi(G)=\left\langle\widetilde{y}^{2}\right\rangle$ or $\langle\widetilde{y}\rangle$ (in the notation of Proposition 8.8).

Recall the construction of $\widetilde{y}$ in Definition 8.6 and Definition 8.7. We choose $\alpha \in \boldsymbol{F}_{25}$ such that $\boldsymbol{F}_{25}=\boldsymbol{F}_{5}(\alpha), \alpha^{2}+3 \alpha+4=0$. Note that $\alpha=\xi^{2}$ for some $\xi \in$ $\boldsymbol{F}_{25}$ with $\boldsymbol{F}_{25}^{\times}=\langle\xi\rangle$. It follows that $\sigma=\eta=2 \in \boldsymbol{F}_{5}$. Thus we find that

$$
\widetilde{x}=\left(\begin{array}{ll}
3 & 0 \\
0 & 2
\end{array}\right), \quad \widetilde{y}=\left(\begin{array}{ll}
1 & 3 \\
3 & 0
\end{array}\right) .
$$

Since $\widetilde{y}$ corresponds to the fractional linear transformation $x \mapsto(x+3) /(3 x)$, it follows that $g: \Delta_{\infty} \mapsto \Delta_{2} \mapsto \Delta_{0}$ where $\Phi(g)=\widetilde{y}$. Apply Theorem 2.5(E) (vi) to find an explicit form of $g$ by taking $k=1(\bmod 5)$. Thus $g$ is the matrix $\rho_{4}$. (Note that the matrix $\sqrt{5} \rho_{4}$ can be transformed to the Vandermonde matrix in Lemma
A. 1 by successive elementary row and column operations. Thus we may find its determinant.)

Hence we get the groups $G_{1}$ and $G_{2}$ in the list.
Step 6: If $\Phi(G)$ is a binary dihedral group of order 8 or 12 , apply Theorem 8.9. Thus $\Phi(G)$ is conjugate to $\langle\widetilde{x}, \widetilde{z}\rangle$ or $\langle\widetilde{y}, \widetilde{z}\rangle$.

Note that the matrix $\widetilde{x} \in S L\left(2, \boldsymbol{F}_{5}\right)$ is given in Step 5 while $\widetilde{z}$ is given in Definition 8.7. Let $g_{1}, g_{2} \in G$ such that $\Phi\left(g_{1}\right)=\widetilde{z}, \Phi\left(g_{2}\right)=\widetilde{x}$.

Since $\widetilde{z}$ corresponds to the fractional linear transformation $x \mapsto-1 / x$, we find that $g_{1}: \Delta_{\infty} \mapsto \Delta_{0} \mapsto \Delta_{\infty}$. Hence we may apply Theorem $2.5(\mathrm{E})$ (iii) by taking $k=1(\bmod 5)$. Thus, up to an element in $D$, we may assume that $g_{1}$ is $\rho_{2}$. Similarly $g_{2}: \Delta_{\infty} \mapsto \Delta_{\infty}, \Delta_{0} \mapsto \Delta_{0}, \Delta_{1} \mapsto \Delta_{4}$. Thus we apply Theorem 2.5(E) (i) by taking $k=2(\bmod 5)$. We get $g_{2}=\rho_{3}$.

Step 7: If $\Phi(G)$ is isomorphic to $S L\left(2, \boldsymbol{F}_{3}\right)$, apply Theorem 8.11. Since $5^{2} \neq 1$ $(\bmod 16)$, the group $\left\langle\widetilde{z}, E_{0}\right\rangle$ and $\left\langle\widetilde{z}, E_{1}\right\rangle$ in Theorem 8.11 are conjugate. Hence it suffices to find $\left\langle\widetilde{z}, E_{0}\right\rangle$.

By Definition 8.10, since $\eta=2 \in \boldsymbol{F}_{5}$ (by Step 5), we find $a_{0}=3, b_{0}=0$. Hence $u_{0}=3, w_{0}=1$. By Theorem 8.11, we get

$$
E_{0}=\left(\begin{array}{ll}
3 & 1 \\
2 & 1
\end{array}\right) \in S L\left(2, \boldsymbol{F}_{5}\right) .
$$

Let $g \in G$ satisfying $\Phi(g)=E_{0}$. Then $g: \Delta_{\infty} \mapsto \Delta_{4} \mapsto \Delta_{2}$. Apply Theorem $2.5(\mathrm{E})$ (vii) with $i=4, j=2$ and $k=2(\bmod 5)$. Thus we may choose $g=\rho_{5}$.

Definition A.4. We will consider the case $p=7$.
We will determine the parameters $\alpha, \eta, \sigma, \ldots$ in Definition 8.6 and Definition 8.10 first.

Choose $\alpha \in \boldsymbol{F}_{49}$ satisfying $\alpha^{2}+\alpha-1=0$. Define $\xi=2+3 \alpha \in \boldsymbol{F}_{49}$. It is routine to verify that $\boldsymbol{F}_{49}^{\times}=\langle\xi\rangle$ and $\alpha=\xi^{3}$.

Define $\eta=\xi^{8}=3 \in \boldsymbol{F}_{7} . \sigma=\xi^{12}=2-3 \alpha \in \boldsymbol{F}_{49}$. Choose $\varepsilon=4+\alpha$ so that $\varepsilon \bar{\varepsilon}=1 / 2$. By Definition 8.10, we find that $a_{0}=4, b_{0}=5, a_{1}=3, b_{1}=5$. Hence $u_{0}=0, w_{0}=4, u_{1}=4, w_{1}=0$. Thus we may choose $s_{0}=3, t_{0}=2, s_{1}=2, t_{1}=3$.

Definition A.5. We will define matrices in $S L(7, \boldsymbol{C})$ which will be used in Theorem A.6. Let $\zeta=e^{2 \pi \sqrt{-1} / 7}$ and $c=\left(\sqrt{7} e^{\pi \sqrt{-1} / 14}\right)^{-1}$.

Define

$$
\begin{aligned}
& \sigma=\left(\begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right), \quad \tau=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \zeta & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \zeta^{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \zeta^{3} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \zeta^{4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \zeta^{5} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \zeta^{6}
\end{array}\right), \\
& \rho_{1}=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \zeta & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \zeta^{3} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \zeta^{6} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \zeta^{3} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \zeta
\end{array}\right), \quad \rho_{2}=c\left(\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & \zeta & \zeta^{2} & \zeta^{3} & \zeta^{4} & \zeta^{5} & \zeta^{6} \\
1 & \zeta^{2} & \zeta^{4} & \zeta^{6} & \zeta & \zeta^{3} & \zeta^{5} \\
1 & \zeta^{3} & \zeta^{6} & \zeta^{2} & \zeta^{5} & \zeta & \zeta^{4} \\
1 & \zeta^{4} & \zeta & \zeta^{5} & \zeta^{2} & \zeta^{6} & \zeta^{3} \\
1 & \zeta^{5} & \zeta^{3} & \zeta & \zeta^{6} & \zeta^{4} & \zeta^{2} \\
1 & \zeta^{6} & \zeta^{5} & \zeta^{4} & \zeta^{3} & \zeta^{2} & \zeta
\end{array}\right), \\
& \rho_{3}=-\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right), \quad \rho_{4}=-c\left(\begin{array}{ccccccc}
1 & \zeta^{2} & \zeta^{6} & \zeta^{5} & \zeta^{6} & \zeta^{2} & 1 \\
1 & \zeta & \zeta^{4} & \zeta^{2} & \zeta^{2} & \zeta^{4} & \zeta \\
\zeta & \zeta & \zeta^{3} & 1 & \zeta^{6} & 1 & \zeta^{3} \\
\zeta^{3} & \zeta^{2} & \zeta^{3} & \zeta^{6} & \zeta^{4} & \zeta^{4} & \zeta^{6} \\
\zeta^{6} & \zeta^{4} & \zeta^{4} & \zeta^{6} & \zeta^{3} & \zeta^{2} & \zeta^{3} \\
\zeta^{3} & 1 & \zeta^{6} & 1 & \zeta^{3} & \zeta & \zeta \\
\zeta & \zeta^{4} & \zeta^{2} & \zeta^{2} & \zeta^{4} & \zeta & 1
\end{array}\right), \\
& \rho_{5}=-c\left(\begin{array}{ccccccc}
1 & \zeta^{4} & \zeta^{5} & \zeta^{3} & \zeta^{5} & \zeta^{4} & 1 \\
1 & 1 & \zeta^{4} & \zeta^{5} & \zeta^{3} & \zeta^{5} & \zeta^{4} \\
1 & \zeta^{3} & \zeta^{3} & 1 & \zeta & \zeta^{6} & \zeta \\
1 & \zeta^{6} & \zeta^{2} & \zeta^{2} & \zeta^{6} & 1 & \zeta^{5} \\
1 & \zeta^{2} & \zeta & \zeta^{4} & \zeta^{4} & \zeta & \zeta^{2} \\
1 & \zeta^{5} & 1 & \zeta^{6} & \zeta^{2} & \zeta^{2} & \zeta^{6} \\
1 & \zeta & \zeta^{6} & \zeta & 1 & \zeta^{3} & \zeta^{3}
\end{array}\right), \rho_{6}=-c\left(\begin{array}{ccccccc}
1 & 1 & \zeta^{2} & \zeta^{6} & \zeta^{5} & \zeta^{6} & \zeta^{2} \\
1 & \zeta^{6} & 1 & \zeta^{3} & \zeta & \zeta & \zeta^{3} \\
\zeta^{4} & \zeta^{2} & \zeta^{2} & \zeta^{4} & \zeta & 1 & \zeta \\
\zeta^{5} & \zeta^{2} & \zeta & \zeta^{2} & \zeta^{5} & \zeta^{3} & \zeta^{3} \\
\zeta^{3} & \zeta^{6} & \zeta^{4} & \zeta^{4} & \zeta^{6} & \zeta^{3} & \zeta^{2} \\
\zeta^{5} & 1 & \zeta^{4} & \zeta^{3} & \zeta^{4} & 1 & \zeta^{5} \\
\zeta^{4} & \zeta^{5} & \zeta & \zeta^{6} & \zeta^{6} & \zeta & \zeta^{5}
\end{array}\right),
\end{aligned}
$$

$$
\rho_{7}=c\left(\begin{array}{ccccccc}
1 & 1 & \zeta^{2} & \zeta^{6} & \zeta^{5} & \zeta^{6} & \zeta^{2} \\
1 & \zeta^{4} & \zeta^{3} & \zeta^{4} & 1 & \zeta^{5} & \zeta^{5} \\
\zeta^{5} & \zeta^{6} & \zeta^{2} & 1 & 1 & \zeta^{2} & \zeta^{6} \\
\zeta & \zeta^{6} & \zeta^{6} & \zeta & \zeta^{5} & \zeta^{4} & \zeta^{5} \\
\zeta^{2} & \zeta^{4} & \zeta & 1 & \zeta & \zeta^{4} & \zeta^{2} \\
\zeta & 1 & \zeta & \zeta^{4} & \zeta^{2} & \zeta^{2} & \zeta^{4} \\
\zeta^{5} & \zeta & \zeta^{6} & \zeta^{6} & \zeta & \zeta^{5} & \zeta^{4}
\end{array}\right), \rho_{8}=-c\left(\begin{array}{ccccccc}
1 & 1 & \zeta^{4} & \zeta^{5} & \zeta^{3} & \zeta^{5} & \zeta^{4} \\
1 & \zeta^{5} & 1 & \zeta^{6} & \zeta^{2} & \zeta^{2} & \zeta^{6} \\
\zeta^{3} & \zeta^{6} & \zeta^{6} & \zeta^{3} & \zeta^{4} & \zeta^{2} & \zeta^{4} \\
\zeta^{2} & \zeta^{3} & \zeta & \zeta^{3} & \zeta^{2} & \zeta^{5} & \zeta^{5} \\
\zeta^{4} & \zeta^{3} & \zeta^{6} & \zeta^{6} & \zeta^{3} & \zeta^{4} & \zeta^{2} \\
\zeta^{2} & \zeta^{6} & 1 & \zeta^{5} & 1 & \zeta^{6} & \zeta^{2} \\
\zeta^{3} & \zeta^{5} & \zeta^{4} & 1 & 1 & \zeta^{4} & \zeta^{5}
\end{array}\right) .
$$

Theorem A.6. Let $D=\langle\sigma, \tau\rangle \subset S L(7, \boldsymbol{C})$ where $\sigma, \tau, \rho_{i}$ are defined in Definition A.5. If $G \subset S L(7, \boldsymbol{C})$ is a finite primitive group containing a non-trivial monomial normal subgroup, then $G$ is conjugate to exactly one group in the following list,

$$
\begin{aligned}
G_{1} & =\left\langle D, \rho_{4}^{2}\right\rangle, \\
G_{2} & =\left\langle D, \rho_{4}\right\rangle, \\
G_{3} & =\left\langle D, \rho_{2}, \rho_{4}^{2}\right\rangle, \\
G_{4} & =\left\langle D, \rho_{4} \rho_{2}, \rho_{4}^{2}\right\rangle, \\
G_{5} & =\left\langle D, \rho_{2}, \rho_{3}\right\rangle, \\
G_{6} & =\left\langle D, \rho_{2}, \rho_{4}\right\rangle, \\
G_{7} & =\left\langle D, \rho_{2}, \rho_{5}\right\rangle, \\
G_{8} & =\left\langle D, \rho_{2}, \rho_{6}\right\rangle, \\
G_{9} & =\left\langle D, \rho_{2}, \rho_{5}, \rho_{7}\right\rangle, \\
G_{10} & =\left\langle D, \rho_{2}, \rho_{6}, \rho_{8}\right\rangle, \\
G_{11} & =\left\langle D, \rho_{1}, \rho_{2}, \rho_{3}\right\rangle .
\end{aligned}
$$

Proof. The proof is quite similar to that of Theorem A.3. Thus we will outline the main steps only.

Step 1: Let $\Phi: G \rightarrow S L\left(2, \boldsymbol{F}_{7}\right)$ be the group homomorphism in Theorem 2.6. If $7^{4} \mid G$, then $G$ is conjugate to $G_{0}=\left\langle D, \rho_{1}, \rho_{2}, \rho_{3}\right\rangle$ by Theorem 2.7, which is $G_{11}$ in our list. Otherwise, $\Phi(G)$ is conjugate to one of the subgroups of $S L\left(2, \boldsymbol{F}_{7}\right)$ described in Example 8.14.

Step 2: If $\Phi(G)$ is a cyclic group of order 4 or 8 , apply Proposition 8.8. We find that $\Phi(G)=\left\langle\widehat{y}^{2}\right\rangle$ or $\langle\widehat{y}\rangle$. Using the parameters described in Definition A.4, we find that

$$
\begin{aligned}
& \widetilde{x}=\left(\begin{array}{ll}
5 & 0 \\
0 & 3
\end{array}\right), \quad \widetilde{y}=\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right), \quad \widetilde{z}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad E_{0}=\left(\begin{array}{cc}
0 & 4 \\
5 & -1
\end{array}\right), \\
& E_{1}=\left(\begin{array}{ll}
4 & 0 \\
1 & 2
\end{array}\right), \quad L_{0}=\left(\begin{array}{cc}
3 & 2 \\
2 & -3
\end{array}\right), \quad L_{1}=\left(\begin{array}{cc}
2 & 3 \\
3 & -2
\end{array}\right) .
\end{aligned}
$$

If $g \in G$ satisfies that $\Phi(g)=\widetilde{y}$, then $G: \Delta_{\infty} \mapsto \Delta_{1} \mapsto \Delta_{3}$. Apply Theorem 2.5(E) (vii) with $i=1, j=3, k=1$ and $\delta=3$. We may assume that $g=\rho_{4}$ without loss of generality. Hence we get $G_{1}$ and $G_{2}$.

Step 3: If $\Phi(G)$ is a binary dihedral group of order 8 (there are two such groups), 12 or 16 , apply Theorem 8.9 and recall the matrices $\widetilde{x}, \widetilde{y}, \widetilde{z}$ in Step 2 . If $g$ is a preimage of $\widetilde{x}$, then $g: \Delta_{\infty} \mapsto \Delta_{\infty}, \Delta_{0} \mapsto \Delta_{0}, \Delta_{1} \mapsto \Delta_{4}$; apply Theorem 2.5(E) (i) with $k=3(\bmod 7)$. We find $g=\rho_{3}$. For $\widetilde{z}$, apply Theorem 2.5(E) (iii) with $k=1(\bmod 7)$; we get $g=\rho_{2}$. Thus we obtain $G_{3}, G_{4}, G_{5}, G_{6}$.

Step 4: If $\Phi(G)$ is isomorphic to $S L\left(2, \boldsymbol{F}_{3}\right)$, apply Theorem 8.11. Let $g_{i} \in G$ correspond to $E_{i}$ for $i=0,1$. Since $g_{0}: \Delta_{\infty} \mapsto \Delta_{0} \mapsto \Delta_{3}$, we apply Theorem 2.5(E) (iv) with $i=3$ and $k=3(\bmod 7)$. Thus we may take $g_{0}=\rho_{5}$. Similarly $g_{1}: \Delta_{\infty} \mapsto \Delta_{4} \mapsto \Delta_{5}$; thus we apply Theorem 2.5(E) (vii) with $i=4, j=5, k=2$, $\delta=-1(\bmod 7)$. We find $g_{1}=\rho_{6}$. Thus we get $G_{7}$ and $G_{8}$.

Step 5: If $\Phi(G)$ is isomorphic to $\widehat{S_{4}}$, apply Theorem 8.11. Let $g_{i}$ correspond to $L_{i}$ for $i=0,1$. Since $g_{0}: \Delta_{\infty} \leftrightarrow \Delta_{5}$, we apply Theorem $2.5(\mathrm{E})(\mathrm{v})$ with $k=2(\bmod$ 7). We get $g_{0}=\rho_{7}$. Similarly $g_{1}: \Delta_{\infty} \leftrightarrow \Delta_{3}$. Apply Theorem $2.5(\mathrm{E})$ (v) with $k=3$ $(\bmod 7)$. We get $g_{1}=\rho_{8}$.
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