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#### Abstract

Without any assumption on the characteristic exponents, we give fundamental solutions of linear Fuchsian partial differential equations.


## 1. Introduction and Main result.

Let $\boldsymbol{C}$ be the set of complex numbers, $t \in \boldsymbol{C}, x=\left(x_{1}, \ldots, x_{n}\right) \in \boldsymbol{C}^{n}, \boldsymbol{N}=\{0,1, \ldots\}$, $m \in \boldsymbol{N}^{*}=\boldsymbol{N}-\{0\}$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \boldsymbol{N}^{n}$. Let $\Delta$ be a polydisc centered at the origin of $\boldsymbol{C}_{t} \times \boldsymbol{C}_{x}^{n}$ and set $\Delta_{0}=\Delta \cap\{t=0\}$. Let $a_{j, \alpha}(t, x)(j+|\alpha| \leq m, j<m)$ be holomorphic functions defined on $\Delta$ satisfying

$$
a_{j, \alpha}(0, x) \equiv 0 \quad \text { on } \quad \Delta_{0} \quad \text { if }|\alpha|>0 .
$$

We consider the Fuchsian partial differential operator

$$
\begin{equation*}
P=\left(t \frac{\partial}{\partial t}\right)^{m}+\sum_{\substack{j+|\alpha| \leq m \\ j<m}} a_{j, \alpha}(t, x)\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} \tag{1.2}
\end{equation*}
$$

and the linear partial differential equation

$$
\begin{equation*}
P u=0 . \tag{1.3}
\end{equation*}
$$

The operator $P$ in (1.2) was introduced by M. S. Baouendi and C. Goulaouic [1] and they proved a Cauchy-Kowalevsky type theorem and a Holmgren type theorem. Also, H. Tahara [2] investigated the structure of singular solutions of $P u=0$.

We now introduce some notations. We let
i) $\Re(\boldsymbol{C} \backslash\{0\})$ be the universal covering space of $\boldsymbol{C} \backslash\{0\}$,
ii) $S(\varepsilon)=\{t \in \Re(\boldsymbol{C} \backslash\{0\}) ; 0<|t|<\varepsilon\}$,
iii) $\quad D_{L}=\left\{x \in \boldsymbol{C}^{n} ;\left|x_{i}\right|<L, i=1, \ldots, n\right\}$,
iv) $\tilde{\mathcal{O}}$ be the set of functions $u(t, x)$ that are holomorphic on $S(\varepsilon) \times D_{L}$ for some $\varepsilon>0$ and $L>0$,
v) $\mathcal{O}_{0}$ be the set of germs of holomorphic functions at $x=0$, which is the same as the ring $\boldsymbol{C}\{x\}$ of convergent power series in $x$,
vi) $K[\varphi]$ be the polynomial algebra in $\varphi$ with coefficients in a ring $K$,
vii) $\mathcal{O}(D)$ be the set of holomorphic functions on $D$.

We set

$$
C(\lambda, x)=\lambda^{m}+\sum_{j<m} a_{j, 0}(0, x) \lambda^{j}
$$

This polynomial in $\lambda$ is called the characteristic polynomial of $P$. The roots of the equation

$$
C(\lambda, x)=0
$$

will be denoted by $\lambda_{1}(x), \ldots, \lambda_{m}(x)$ and will be referred to as the characteristic exponent functions of $P$. Now, let us recall the result of H. Tahara [2].

Theorem 1.1 ([H. Tahara (1979)]). If the condition

$$
\begin{equation*}
\lambda_{i}(0)-\lambda_{j}(0) \notin \boldsymbol{Z}-\{0\} \quad \text { for } 1 \leq i \neq j \leq m \tag{1.4}
\end{equation*}
$$

is satisfied, there are holomorphic functions $E_{i}(t, x, y)(i=1, \ldots, m)$ on

$$
\Omega=\left\{(t, x, y) \in S(\varepsilon) \times D_{L} \times D_{L} ;|t|<M\left|x_{i}-y_{i}\right|^{m}, i=1, \ldots, n\right\}
$$

for some $\varepsilon>0, L>0$, and $M>0$ which satisfy the following properties:
(I) For any $\varphi_{i}(x) \in \mathcal{O}_{0}(i=1, \ldots, m)$, the function $u(t, x)$ defined by

$$
\begin{equation*}
u(t, x)=\sum_{i=1}^{m} \oint E_{i}(t, x, y) \varphi_{i}(y) d y \tag{1.5}
\end{equation*}
$$

is an $\tilde{\mathcal{O}}$-solution of $P u=0$.
(II) Conversely, if $u(t, x)$ is an $\tilde{\mathcal{O}}$-solution of $P u=0$, then $u(t, x)$ is expressed in the form (1.5) for some $\varphi_{i}(x) \in \mathcal{O}_{0}(i=1, \ldots, m)$.

The meaning of the integration in (1.5) is as follows:

$$
\oint E_{i}(t, x, y) \varphi_{i}(y) d y=\int_{\Gamma_{1}} \cdots \int_{\Gamma_{n}} E_{i}(t, x, y) \varphi_{i}(y) d y_{1} \cdots d y_{n}
$$

where for $i=1, \ldots, n, \Gamma_{i}$ denotes the circle

$$
\left\{y_{i} \in \boldsymbol{C} ;\left|y_{i}-x_{i}\right|=s_{i}\right\}
$$

in the $y_{i}$-plane with a counter-clockwise orientation. Let $\varphi_{i}(x)$ be a holomorphic function on $D_{L}$. Since $E_{i}(t, x, y)$ is holomorphic with respect to $y_{i}$ on

$$
\left\{y_{i} \in \boldsymbol{C} ;\left(\frac{|t|}{M}\right)^{1 / m}<\left|x_{i}-y_{i}\right|,\left|y_{i}\right|<L\right\},
$$

we take the radius $s_{i}$ so that

$$
\left(\frac{|t|}{M}\right)^{1 / m}<s_{i}<L
$$

H. Tahara called the functions $E_{i}(t, x, y)(i=1, \ldots, m)$ a fundamental system of solutions (or fundamental solutions) of (1.3) in $\tilde{\mathcal{O}}$. It should be noted that if we denote by $S$ the set of all $\tilde{\mathcal{O}}$-solutions of (1.3), then the map defined by

$$
\begin{array}{rlr}
\Phi:\left(\mathcal{O}_{0}\right)^{m} & \longrightarrow & S  \tag{1.6}\\
\uplus & & ש \\
\left(\varphi_{1}, \ldots, \varphi_{m}\right) & \longmapsto \sum_{i=1}^{m} \oint E_{i}(t, x, y) \varphi_{i}(y) d y
\end{array}
$$

is an isomorphism. For the case when the condition (1.4) is not satisfied, the construction of fundamental solutions of (1.3) in $\tilde{\mathcal{O}}$ seemed to be very complicated and it remained an unsolved problem. About two decades later, T. Mandai [3] proved the following theorem without any assumption on the characteristic exponents of $P$.

Theorem 1.2 ([T. Mandai (2000)]). Without any assumption on the characteristic exponents of $P$, we can construct an isomorphism

$$
\begin{align*}
\Psi:\left(\mathcal{O}_{0}\right)^{m} & \longrightarrow
\end{align*} \begin{gathered}
S  \tag{1.7}\\
\Psi
\end{gathered} r e \sum_{i=1}^{m} K_{i}\left[\varphi_{i}\right] .
$$

T. Mandai called this map the solution map of (1.3) in $\tilde{\mathcal{O}}$. The construction of $K_{i}\left[\varphi_{i}\right]$ is very elegant, but still the construction of fundamental solutions as in (1.6) has remained as unsolved problem. We will solve this problem in this paper. The following is our main theorem.

Theorem 1.3 (Main result). Without any assumption on the characteristic exponents, we can construct holomorphic functions $E_{i}(t, x, y)(i=1, \ldots, m)$ on

$$
\Omega=\left\{(t, x, y) \in S(\varepsilon) \times D_{L} \times D_{L} ;|t|<M\left|x_{i}-y_{i}\right|^{m}, i=1, \ldots, n\right\}
$$

for some $\varepsilon>0, L>0$, and $M>0$ such that each $K_{i}\left[\varphi_{i}\right](i=1, \ldots, m)$ in Theorem 1.2 are expressed in the form

$$
K_{i}\left[\varphi_{i}\right]=\int_{\Gamma_{1}} \cdots \int_{\Gamma_{n}} E_{i}(t, x, y) \varphi_{i}(y) d y_{1} \cdots d y_{n}
$$

for any $\varphi_{i}(x) \in \mathcal{O}_{0}$.

## 2. Proof of Main Theorem.

We begin by introducing some notations and definitions that will be used throughout this work. We define the indicial polynomial of $P$ by

$$
C(\mu)=\mu^{m}+\sum_{j<m} a_{j, 0}(0,0) \mu^{j} .
$$

A characteristic exponent of $P$ is a root of the equation $C(\mu)=0$. Let $\mu_{1}, \ldots, \mu_{d}$ be the distinct characteristic exponents of $P$, and let $r_{j}(j=1, \ldots, d)$ be the multiplicity of $\mu_{j}$. Then for $j=1, \ldots, d$, we can take a domain $S_{j}$ in $C$ enclosed by a simple closed curve $\gamma_{j}$ such that

$$
\begin{aligned}
& \mu_{j} \in S_{j} \quad(1 \leq j \leq d), \\
& \bar{S}_{i} \cap \bar{S}_{j}=\varnothing \quad \text { if } i \neq j
\end{aligned}
$$

and

$$
C(\lambda+v, 0) \neq 0 \quad \text { for every } \lambda \in\left(\bigcup_{j=1}^{d}\left(\bar{S}_{j} \backslash\left\{\mu_{j}\right\}\right)\right) \text { and } v \in \boldsymbol{N} .
$$

Here $\bar{S}$ denotes the closure of $S$. Thus, for some sufficiently small $L>0$, we have

$$
C(\lambda+v, x) \neq 0 \quad \text { for every } x \in D_{L}, \lambda \in\left(\bigcup_{j=1}^{d} \gamma_{j}\right), \text { and } v \in \boldsymbol{N} .
$$

For every $x \in D_{L}$, above condition implies that the number of the roots of $C(\lambda, x)=0$ in $S_{j}$ is $r_{j}$. Therefore there exist monic polynomials $B_{j}(\lambda, x)$ such that

$$
C(\lambda, x)=\prod_{j=1}^{d} B_{j}(\lambda, x)
$$

where $B_{1}(\lambda, x)=\left(\lambda-\lambda_{1}(x)\right) \cdots\left(\lambda-\lambda_{r_{1}}(x)\right), B_{2}(\lambda, x)=\left(\lambda-\lambda_{r_{1}+1}(x)\right) \cdots\left(\lambda-\lambda_{r_{1}+r_{2}}(x)\right), \ldots$, $B_{j}(\lambda, x)=\left(\lambda-\lambda_{r_{1}+\cdots+r_{j-1}+1}(x)\right) \cdots\left(\lambda-\lambda_{r_{1}+\cdots+r_{j}}(x)\right)$ and $B_{j}(\lambda, x) \in \mathcal{O}\left(D_{L}\right)[\lambda] \quad(1 \leq j \leq d)$. For $0<L<1$ we set

$$
\Omega_{L}=\left\{(x, y) \in \boldsymbol{C}^{n} \times \boldsymbol{C}^{n} ;\left|x_{i}\right|<L,\left|y_{i}\right|<L, x_{i} \neq y_{i}, i=1, \ldots, n\right\}
$$

and for $(x, y) \in \boldsymbol{C}^{n} \times \boldsymbol{C}^{n}$ we define

$$
\psi_{L}(x, y)=\min \left\{L-\left|x_{i}\right|,\left|x_{i}-y_{i}\right|, i=1, \ldots, n\right\}
$$

Note that

$$
0<\psi_{L}(x, y)<1 \quad \text { for any }(x, y) \in \Omega_{L} .
$$

Let us now review the result of T. Mandai [3].
Theorem 2.1. For any $\varphi_{j, k}(x) \in \mathcal{O}_{0}\left(1 \leq j \leq d, 1 \leq k \leq r_{j}\right)$, there exists a unique solution $K_{j, k}(t, x, \lambda) \in \mathcal{O}\left(\{t=0\} \times D_{L} \times\left(\bigcup_{j=1}^{d} \gamma_{j}\right)\right)$ of the equation

$$
P\left(K_{j, k}(t, x, \lambda) t^{\lambda}\right)=\frac{C(\lambda, x) \cdot \partial_{\lambda}^{k} B_{j}(\lambda, x) \cdot \varphi_{j, k}(x)}{B_{j}(\lambda, x)} t^{\lambda}
$$

Moreover, the function

$$
K_{j, k}\left[\varphi_{j, k}\right]=\frac{1}{2 \pi i} \int_{\gamma_{j}} K_{j, k}(t, x, \lambda) t^{\lambda} d \lambda
$$

is an $\tilde{\mathcal{O}}$-solution of $P u=0$.

We then have the linear isomorphism

$$
\begin{array}{rlr}
\Psi:\left(\mathcal{O}_{0}\right)^{m} & \longrightarrow & S \\
\Psi & & \begin{array}{c}
\Psi \\
\left(\varphi_{j, k}\right)_{\substack{1 \leq j \leq d \\
1 \leq k \leq r_{j}}}
\end{array}>\sum_{j=1}^{d} \sum_{k=1}^{r_{j}} K_{j, k}\left[\varphi_{j, k}\right] .
\end{array}
$$

This result will be useful later. For now, let us consider the following partial differential equation:

$$
\begin{equation*}
P\left(F_{j, k}(t, x, y, \lambda) t^{\lambda}\right)=\frac{\partial_{\lambda}^{k} B_{j}(\lambda, y) \cdot C(\lambda, x) t^{\lambda}}{(2 \pi i)^{n} B_{j}(\lambda, y)\left(y_{1}-x_{1}\right) \cdots\left(y_{n}-x_{n}\right)} . \tag{2.1}
\end{equation*}
$$

The above equation is the essence of our construction. Using the function $F_{j, k}(t, x, y, \lambda)$ above, we define

$$
\begin{equation*}
E_{j, k}(t, x, y)=\frac{1}{2 \pi i} \int_{\gamma_{j}} F_{j, k}(t, x, y, \lambda) t^{\lambda} d \lambda . \tag{2.2}
\end{equation*}
$$

As for (2.1), we have the following result:
Proposition 2.2. For $1 \leq j \leq d$ and $1 \leq k \leq r_{j}$, equation (2.1) has a unique holomorphic solution $F_{j, k}(t, x, y, \lambda)$ defined in

$$
\Omega^{\prime}=\left\{(t, x, y, \lambda) ;(x, y) \in \Omega_{L}, \lambda \in\left(\bigcup_{j=1}^{d} \gamma_{j}\right) \text { and } \frac{|t|}{\psi_{L}(x, y)^{m}}<M\right\}
$$

for some $L>0$ and $M>0$.
The proof of this proposition will be given in the next section. Let us now prove Theorem 1.3 using this proposition.

Proof of Theorem 1.3. By Proposition 2.2, we may take any $\varphi_{j, k}(x) \in \mathcal{O}\left(D_{L}\right)$ and multiply the left and right sides of (2.1) by $\varphi_{j, k}(y)$. If we integrate both sides with respect to $y$, then an application of Cauchy's integral formula shows that

$$
\begin{aligned}
& P\left[\left(\oint F_{j, k}(t, x, y, \lambda) \varphi_{j, k}(y) d y\right) t^{\lambda}\right] \\
& \quad=\oint_{\lambda} \frac{\partial_{\lambda}^{k} B_{j}(\lambda, y) \cdot C(\lambda, x) \varphi_{j, k}(y) t^{\lambda}}{(2 \pi i)^{n} B_{j}(\lambda, y)\left(y_{1}-x_{1}\right) \cdots\left(y_{n}-x_{n}\right)} d y \\
& \quad=\frac{\partial_{\lambda}^{k} B_{j}(\lambda, x) \cdot C(\lambda, x) \varphi_{j, k}(x) t^{\lambda}}{B_{j}(\lambda, x)} .
\end{aligned}
$$

By Theorem 2.1, we must have

$$
K_{j, k}(t, x, \lambda)=\oint F_{j, k}(t, x, y, \lambda) \varphi_{j, k}(y) d y
$$

Now applying (2.2) we see that

$$
\begin{aligned}
K_{j, k} & {\left[\varphi_{j, k}\right] } \\
& =\frac{1}{2 \pi i} \int_{\gamma_{j}} K_{j, k}(t, x, \lambda) t^{\lambda} d \lambda=\frac{1}{2 \pi i} \int_{\gamma_{j}}\left(\oint F_{j, k}(t, x, y, \lambda) \varphi_{j, k}(y) d y\right) t^{\lambda} d \lambda \\
& =\oint E_{j, k}(t, x, y) \varphi_{j, k}(y) d y .
\end{aligned}
$$

Since, by Proposition 2.2, the function $F_{j, k}(t, x, y, \lambda)$ is holomorphic on $\Omega^{\prime}$, we see that $E_{j, k}(t, x, y)$ is holomorphic on $\Omega$. This proves the theorem.

## 3. Proof of Proposition 2.2.

We now prove Proposition 2.2. To avoid confusion, we write $\beta$ instead of $j$ in (1.2). By expanding $a_{\beta, \alpha}(t, x)$ into a Taylor series in $t$ and using (1.1), we can reduce equation (2.1) into

$$
\begin{align*}
& C\left(t \frac{\partial}{\partial t}, x\right)\left(F_{j, k}(t, x, y, \lambda) t^{\lambda}\right)  \tag{3.1}\\
& \quad=-\sum_{\substack{\beta+|\alpha| \leq m \\
\beta<m}} \sum_{p \geq 1} a_{\beta, \alpha, p}(x) t^{p}\left(t \frac{\partial}{\partial t}\right)^{\beta}\left(\frac{\partial}{\partial x}\right)^{\alpha} F_{j, k}(t, x, y, \lambda) t^{\lambda} \\
& \quad+\frac{\partial_{\lambda}^{k} B_{j}(\lambda, y) \cdot C(\lambda, x) t^{\lambda}}{(2 \pi i)^{n} B_{j}(\lambda, y)\left(y_{1}-x_{1}\right) \cdots\left(y_{n}-x_{n}\right)}
\end{align*}
$$

where $a_{\beta, \alpha, p}(x) \in \mathcal{O}\left(D_{L}\right)$ for some $L>0$. Let us find a formal solution of (3.1) that is of the form

$$
F_{j, k}(t, x, y, \lambda)=\sum_{v=0}^{\infty} F_{j, k, v}(x, y, \lambda) t^{v} .
$$

Substituting this into (3.1) gives us the following recursive formula:

$$
\begin{align*}
C(\lambda & +v, x) F_{j, k, v}(x, y, \lambda)  \tag{3.2}\\
& =-\sum_{\substack{\beta+|\alpha| \leq m \\
\beta<m}} \sum_{\substack{p+q=v \\
p \geq 1}} a_{\beta, \alpha, p}(x)(\lambda+q)^{\beta}\left(\frac{\partial}{\partial x}\right)^{\alpha} F_{j, k, q}(x, y, \lambda)
\end{align*}
$$

for $v=1,2, \ldots$, with

$$
\begin{equation*}
F_{j, k, 0}(x, y, \lambda)=\frac{\partial_{\lambda}^{k} B_{j}(\lambda, y)}{(2 \pi i)^{n} B_{j}(\lambda, y)\left(y_{1}-x_{1}\right) \cdots\left(y_{n}-x_{n}\right)} . \tag{3.3}
\end{equation*}
$$

It follows from (3.2) and (3.3) that equation (3.1) has a unique formal solution $F_{j, k}(t, x, y, \lambda)=\sum_{v=0}^{\infty} F_{j, k, v}(x, y, \lambda) t^{\lambda}$.

From now on, we will investigate the domain of convergence of $F_{j, k}(t, x, y, \lambda)$. By using (3.3) we have

$$
\left|F_{j, k, 0}(x, y, \lambda)\right| \leq \frac{A}{\psi_{L}(x, y)^{n}} \quad \text { on } \Omega_{L} \times\left(\bigcup_{j=1}^{d} \gamma_{j}\right)
$$

for $1 \leq j \leq d, 1 \leq k \leq r_{j}$, for some $A>0$. The following lemma will play an important role later.

Lemma 3.1. Let $F(x, y)$ be holomorphic in $\Omega_{L}$. If for some $A \geq 0$ and $\zeta>0$ we have

$$
|F(x, y)| \leq \frac{A}{\psi_{L}(x, y)^{\zeta}} \quad \text { on } \Omega_{L}
$$

then for $i=1, \ldots, n$,

$$
\left|\frac{\partial F}{\partial x_{i}}(x, y)\right| \leq \frac{A(1+\zeta) e}{\psi_{L}(x, y)^{\zeta+1}} \quad \text { on } \Omega_{L} .
$$

Proof of Lemma 3.1. We have only to show the case when $i=1$. By Cauchy's integral formula, we have

$$
\frac{\partial F}{\partial x_{1}}(x, y)=\frac{1}{2 \pi i} \int_{\left|z-x_{1}\right|=c} \frac{F\left(z, x_{2}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)}{\left(z-x_{1}\right)^{2}} d z
$$

Now take any $(x, y) \in \Omega_{L}$ and fix it. Set

$$
c=\frac{1}{1+\zeta} \psi_{L}(x, y)
$$

Note that the following hold:
(a) $L-|z|=L-\left|x_{1}+z-x_{1}\right| \geq\left(L-\left|x_{1}\right|\right)-\left|z-x_{1}\right| \geq \psi_{L}(x, y)-c$

$$
=\psi_{L}(x, y)-\frac{1}{1+\zeta} \psi_{L}(x, y)=\frac{\zeta}{1+\zeta} \psi_{L}(x, y)
$$

(b) $L-\left|x_{i}\right| \geq \psi_{L}(x, y) \geq \frac{\zeta}{1+\zeta} \psi_{L}(x, y), \quad i=2, \ldots, n$;
(c) $\left|z-y_{1}\right|=\left|x_{1}-y_{1}-\left(x_{1}-z\right)\right| \geq\left|x_{1}-y_{1}\right|-\left|x_{1}-z\right| \geq \psi_{L}(x, y)-c$

$$
=\frac{\zeta}{1+\zeta} \psi_{L}(x, y)
$$

(d) $\left|x_{i}-y_{i}\right| \geq \psi_{L}(x, y) \geq \frac{\zeta}{1+\zeta} \psi_{L}(x, y), \quad i=2, \ldots, n$.

These imply that

$$
\psi_{L}\left(z, x_{2}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \geq \frac{\zeta}{1+\zeta} \psi_{L}(x, y)
$$

Consequently, we have

$$
\begin{aligned}
\left|\frac{\partial F}{\partial x_{1}}(x, y)\right| & \leq \frac{1}{2 \pi c^{2}} \int_{\left|z-x_{1}\right|=c} \frac{A}{\psi_{L}\left(z, x_{2}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)^{\zeta}}|d z| \\
& \leq \frac{1}{2 \pi c^{2}} \cdot 2 \pi c \cdot \frac{A}{\left((\zeta /(1+\zeta)) \psi_{L}(x, y)\right)^{\zeta}} \\
& =\frac{A(1+\zeta)}{\psi_{L}(x, y)^{\zeta+1}}\left(1+\frac{1}{\zeta}\right)^{\zeta} \leq \frac{A(1+\zeta) e}{\psi_{L}(x, y)^{\zeta+1}} .
\end{aligned}
$$

Applying this lemma to (3.4), we get

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial x}\right)^{\alpha} F_{j, k, 0}(x, y, \lambda)\right| \leq \frac{B}{\psi_{L}(x, y)^{n+m}} \tag{3.5}
\end{equation*}
$$

on $\Omega_{L} \times\left(\bigcup_{j=1}^{d} \gamma_{j}\right)$ for any $|\alpha| \leq m$, for some $B>0$. Now, we may assume the following:
(e) $\left|a_{\beta, \alpha, p}(x)\right| \leq b_{\beta, \alpha, p}$ on $D_{L}$ for any $(\beta, \alpha, p)$;
(f) $\sum_{p \geq 1} b_{\beta, \alpha, p} t^{p} \in \boldsymbol{C}\{t\}$ for any $(\beta, \alpha)$;
(g) There is a positive constant $k_{0}$ such that

$$
|C(\lambda+v, x)| \geq k_{0}(v+1)^{m} \quad \text { on }\left(\bigcup_{j=1}^{d} \gamma_{j}\right) \times D_{L} \text { for } v=0,1,2, \ldots
$$

Let

$$
J=\max _{\lambda \in\left(\bigcup_{j=1}^{d} \gamma_{j}\right)}|\lambda| .
$$

For any fixed $(x, y) \in \Omega_{L}$, we consider the following linear equation with respect to $G=G(t, x, y)$ :

$$
\begin{align*}
k_{0} G= & \frac{k_{0} B}{\psi_{L}(x, y)^{n+m}}  \tag{3.6}\\
& +\frac{1}{\psi_{L}(x, y)^{m}} \sum_{\substack{\beta+|\alpha| \leq m \\
\beta<m}} \sum_{p \geq 1} \frac{b_{\beta, \alpha, p}}{\psi_{L}(x, y)^{m(p-1)}}(J+1)^{m} t^{p}(e(n+m))^{m} G
\end{align*}
$$

where $B$ is the positive constant in (3.5). It is obvious that the equation (3.6) has a unique holomorphic solution

$$
G=\sum_{l=0}^{\infty} G_{l}(x, y) t^{l} \in \boldsymbol{C}\{t\}
$$

and that the coefficients $G_{l}(x, y)(l=0,1,2, \ldots)$ are calculated by the following recursive formula:

$$
\begin{aligned}
G_{0}(x, y)= & \frac{B}{\psi_{L}(x, y)^{n+m}}, \\
G_{l}(x, y)= & \frac{1}{k_{0} \psi_{L}(x, y)^{m}} \sum_{\substack{\beta+|\alpha| \leq m \\
\beta<m}} \sum_{\substack{p+q=l \\
p \geq 1}} \frac{b_{\beta, \alpha, p}}{\psi_{L}(x, y)^{m(p-1)}} \\
& \times(J+1)^{m}(e(n+m))^{m} G_{q}
\end{aligned}
$$

for $l=1,2, \ldots$ Moreover, by induction on $l$ we can show that for any $l=0,1,2, \ldots$ we have

$$
\begin{equation*}
G_{l}(x, y)=\frac{\varepsilon_{l}}{\psi_{L}(x, y)^{n+(l+1) m}} \tag{3.7}
\end{equation*}
$$

for some $\varepsilon_{l} \geq 0$.
From now on, we will prove that $(e(n+m))^{m} G$ is a majorant series of $F_{j, k}(t, x, y, \lambda)$. To do so, we will need the following proposition:

Proposition 3.2. For any $|\alpha| \leq m, 1 \leq j \leq d$, and $1 \leq k \leq r_{j}$, the following inequality holds:

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial x}\right)^{\alpha} F_{j, k, v}(x, y, \lambda)\right| \leq(v+1)^{|\alpha|}(e(n+m))^{m} G_{v}(x, y) \tag{3.8}
\end{equation*}
$$

on $\Omega_{L} \times\left(\bigcup_{j=1}^{d} \gamma_{j}\right)$ for $v=0,1,2, \ldots$.
Proof of Proposition 3.2. We prove this proposition by induction on $v$. From (3.5) and (3.7), we see that (3.8) is valid when $v=0$. Next we suppose that (3.8) is true for $v=0,1, \ldots, \mu-1$. Then, we may estimate as follows:

$$
\begin{aligned}
& \left|F_{j, k, \mu}(x, y, \lambda)\right| \\
& \quad \leq \frac{1}{k_{0}(\mu+1)^{m}} \sum_{\substack{\beta+|\alpha| \leq m \\
\beta<m}} \sum_{\substack{p+q=\mu \\
p \geq 1}} b_{\beta, \alpha, p}(J+q)^{\beta}(q+1)^{|\alpha|}(e(n+m))^{m} G_{q} \\
& \quad \leq \frac{1}{k_{0}} \sum_{\substack{\beta+|\alpha| \leq m \\
\beta<m}} \sum_{\substack{p+q=\mu \\
p \geq 1}} b_{\beta, \alpha, p}(J+1)^{m}(e(n+m))^{m} \frac{1}{\psi_{L}(x, y)^{m(p-1)}} G_{q} \\
& \quad=\psi_{L}(x, y)^{m} G_{\mu}(x, y)=\psi_{L}(x, y)^{m} \frac{\varepsilon_{\mu}}{\psi_{L}(x, y)^{n+(\mu+1) m}} \\
& \quad=\frac{\varepsilon_{\mu}}{\psi_{L}(x, y)^{n+\mu m}} .
\end{aligned}
$$

Applying Lemma 3.1 and the estimate:

$$
\begin{gathered}
(n+\mu m+1) \cdots(n+\mu m+|\alpha|) \leq(n+\mu m+|\alpha|)^{|\alpha|} \\
\quad \leq\{(\mu+1)(n+m)\}^{|\alpha|}=(\mu+1)^{|\alpha|}(n+m)^{|\alpha|},
\end{gathered}
$$

we see that

$$
\begin{aligned}
\left|\left(\frac{\partial}{\partial x}\right)^{\alpha} F_{j, k, \mu}(x, y, \lambda)\right| & \leq \frac{\varepsilon_{\mu}(n+\mu m+1) e \cdots(n+\mu m+|\alpha|) e}{\psi_{L}(x, y)^{n+\mu m+|\alpha|}} \\
& \leq \frac{\varepsilon_{\mu} e^{|\alpha|}(\mu+1)^{|\alpha|}(n+m)^{|\alpha|}}{\psi_{L}(x, y)^{n+\mu m+m}} \\
& \leq(\mu+1)^{|\alpha|}(e(n+m))^{m} G_{\mu}(x, y)
\end{aligned}
$$

on $\Omega_{L} \times\left(\bigcup_{j=1}^{d} \gamma_{j}\right)$ for any $|\alpha| \leq m$. Thus, the induction process is completed.
This proposition implies that $(e(n+m))^{m} G$ is a majorant series of $F_{j, k}(t, x, y, \lambda)$ and therefore the domain of convergence of $F_{j, k}(t, x, y, \lambda)$ follows from the domain of convergence of $G$.

Now define $H=H(\eta)$ as follows:

$$
H(\eta)=\sum_{l=0}^{\infty} \varepsilon_{l} \eta^{l}
$$

Using this and (3.7), we have

$$
G=\sum_{l=0}^{\infty} \frac{\varepsilon_{l}}{\psi_{L}(x, y)^{n+m+m l}} t^{l}=\frac{1}{\psi_{L}(x, y)^{n+m}} H\left(\frac{t}{\psi_{L}(x, y)^{m}}\right) .
$$

We may now rewrite equation (3.6) into the following linear equation with respect to $H$ :

$$
k_{0} H=k_{0} B+\sum_{\substack{\beta+|\alpha| \leq m \\ \beta<m}} \sum_{p \geq 1} b_{\beta, \alpha, p}(J+1)^{m} \eta^{p}(e(n+m))^{m} H
$$

which implies $H \in \boldsymbol{C}\{\eta\}$ from the assumption (f). Therefore, the domain of convergence of $G$ includes

$$
\Omega^{\prime}=\left\{(t, x, y, \lambda) ;(x, y) \in \Omega_{L}, \lambda \in\left(\bigcup_{j=1}^{d} \gamma_{j}\right) \text { and } \frac{|t|}{\psi_{L}(x, y)^{m}}<M\right\}
$$

for some $L>0$ and $M>0$. Consequently, $F_{j, k}(t, x, y, \lambda)$ is holomorphic on $\Omega^{\prime}$. This completes the proof of Proposition 2.2.

## 4. Additional remarks.

Under the condition that $\lambda_{i}(0)-\lambda_{j}(0) \notin \boldsymbol{Z}$ holds for $1 \leq i \neq j \leq m$, H. Tahara constructed in [2] the fundamental solutions $E_{j}(t, x, y)=K_{j}(t, x, y) t^{\lambda_{j}(y)}(1 \leq j \leq m)$ using the partial differential equations

$$
\begin{equation*}
P\left(K_{j}(t, x, y) t^{\lambda_{j}(y)}\right)=\frac{C\left(\lambda_{j}(y), x\right) t^{\lambda_{j}(y)}}{(2 \pi i)^{n}\left(y_{1}-x_{1}\right) \cdots\left(y_{n}-x_{n}\right)} \tag{4.1}
\end{equation*}
$$

for $1 \leq j \leq m$. Here, we will investigate the relationship between Theorem 1.1 and Theorem 1.3 to the fundamental solutions. To be precise, we wish to prove the following proposition:

Proposition 4.1. If the characteristic exponents of $P$ do not differ by integer, then the fundamental solutions $E_{j}(t, x, y)(1 \leq j \leq m)$ in Theorem 1.3 coincide with the ones in Theorem 1.1.

Before proving this proposition we state the following result in [2].
Lemma 4.2. Under the same assumptions as in Proposition 4.1, equation (4.1) has a unique holomorphic solution $K_{j}(t, x, y)$ defined in

$$
\left\{(t, x, y) \in \boldsymbol{C} \times \boldsymbol{C}^{n} \times \boldsymbol{C}^{n} ;|t|<\varepsilon,\left|x_{i}\right|<L,\left|y_{i}\right|<L,|t|<M\left|x_{i}-y_{i}\right|^{m}, i=1, \ldots, n\right\}
$$

for some $\varepsilon>0, L>0$, and $M>0$.
We now prove Proposition 4.1 using this lemma.
Proof of Proposition 4.1. If the characteristic exponents do not differ by an integer, then (2.1) becomes

$$
\begin{equation*}
P\left(F_{j, 1}(t, x, y, \lambda) t^{\lambda}\right)=\frac{C(\lambda, x) t^{\lambda}}{(2 \pi i)^{n} B_{j}(\lambda, y)\left(y_{1}-x_{1}\right) \cdots\left(y_{n}-x_{n}\right)} \tag{4.2}
\end{equation*}
$$

for $1 \leq j \leq m$. If we set

$$
E_{j, 1}(t, x, y)=\frac{1}{2 \pi i} \int_{\gamma_{j}} F_{j, 1}(t, x, y, \lambda) t^{\lambda} d \lambda,
$$

then we have

$$
P\left(E_{j, 1}(t, x, y)\right)=\frac{C\left(\lambda_{j}(y), x\right) t^{\lambda_{j}(y)}}{(2 \pi i)^{n}\left(y_{1}-x_{1}\right) \cdots\left(y_{n}-x_{n}\right)} .
$$

Therefore, by the uniqueness of the solution stated in Lemma 4.2, it follows that our fundamental solutions and the ones in [2] are the same.
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