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Abstract. We describe a localization theory for Maslov classes associated with two La-
grangian subbundles in a real symplectic vector bundle and give a definition of the residue of the
Maslov classes. We also compute explicitly the residue of the first Maslov class in the case that
the non-transversal set of the two Lagrangian subbundles have codimension 1.

1. Introduction.

The Maslov classes is a fundamental invariant in the symplectic geometry. From the geo-
metrical point of view, an important fact is that the Maslov classes is an invariant for a pair of
Lagrangian subbundles in a symplectic vector bundle and is an obstruction to the transversality
of the pair. I. Vaisman formulated the Maslov classes as the secondary characteristic classes
determined from a pair of good connections and expressed it by differential forms. We call them
the Chern-Maslov classes. He also described the vanishing of the Chern-Maslov classes for a
pair of two transversal Lagrangian subbundles in the level of differential forms and defined the
residue of the Chern-Maslov classes at the non-transversal loci of the pair by working with the
theory of compactly supported differential forms. (see [7]).

The main aim of this paper is to formulate the general residue formula which relates the
integration of the Chern-Maslov classes and the sum of its local residues. We also compute
the precise residues of the Maslov classes for some important cases. For doing this, we give
an analogous definition of the residue of the Chern-Maslov classes by applying the localization
theory of characteristic classes developed mainly by D. Lehmann and T. Suwa. To be a little
more precise, we describe the Maslov classes in theČech-de Rham cohomology and describe
the residues as the dual classes of the localized Maslov classes under the Alexander duality.

In section 2, we recall thěCech-de Rham cohomology theory and its integration theory. We
give the description of the duality in the case of 1 cocycles precisely. In section 3, we recall the
theory of Maslov classes in the de Rham cohomology. We define the Chern-Maslov classes of
theČech-de Rham cohomology in section 4. For doing this, we describe “the difference form”
of two Chern-Maslov forms, which come from two distinct complex structures. In section 5,
we describe the localization theory for the Chern-Maslov classes and give a formulation of the
residue of the classes in terms ofČech-de Rham cohomology theory. In section 6, we compute
precisely the residue of the Maslov class, which is the first Chern-Maslov class. We also give the
residue formula for the case where the non-transversal loci of a pair of Lagrangian subbundles
are possibly singular. We note that the possibility of having this kind of formula is mentioned
in [7]. In the final section, we give an application of our formula for some basic and important
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2. Preliminaries.

We list [4] as a general reference for this section. The integration theory on theČech-
de Rham cohomology is developed in [2], [3]. For the Chern-Weil theory, we refer to [1], [4],
[9]. For computations of residues, we refer to [5].

2.1. Čech-de Rham cohomology.
Let M be a smooth oriented manifold of dimensionm, U = {Uα}α∈I an open covering

of M, where I is a countable ordered set, andAq(Uα0···αp) the space of all complex valued
q-forms defined onUα0···αp = Uα0 ∩ ·· ·∩Uαp. We setCp(U ,Aq) = ∏(α0,...,αp)∈I (p) Aq(Uα0···αp)
for I (p) = {(α0, . . . ,αp) ∈ I p+1|α0 < · · · < αp}, then an elementσ in Cp(U ,Aq) can be ex-
pressed by a set{σα0···αp}, whereσα0···αp ∈ Aq(Uα0···αp). We define thěCech-de Rham complex
(A•(U ),D) by

A•(U ) =
⊕

r

Ar(U ) =
⊕

r

(⊕p+q=rC
p(U ,Aq))

and the differentialD : Ap(U )→ Ap+1(U ) by

(Dσ)α0···αp =
p

∑
i=0

(−1)iσα0···α̂ i ···αp +(−1)pdσα0···αp.

We call the cohomology of this complex thěCech-de Rham cohomology and we denote the
r-th cohomology byHr(A•(U )). The restriction mapAr(M)→C0(U ,Ar)⊂ Ar(U ) induces an
isomorphismHr

DR(M)→̃Hr(A•(U )).
We define the cup product̂ : Ar(U )×As(U )→ Ar+s(U ) by

(σ ^ τ)α0···αp =
p

∑
i=0

(−1)(r−i)(p−i)σα0···α i ∧ τα i ···αp,

for σ ∈ Ar(U ),τ ∈ As(U ). This map inducesHr(A•(U ))×Hs(A•(U ))→ Hr+s(A•(U )).
If we assume thatM is compact, by choosing a “system of honey comb cells”{Rα} adapted

to U , we can define the integration
∫

: Hm(A•(U ))→CCC by

∫

M
σ =

m

∑
p=0


 ∑

(α0,··· ,αp)∈I p

∫

Rα0···αp

σα0···αp


 .

Let S be a compact subset inM admitting a regular neighborhoodU . We use here one of
the properties of a regular neighborhood thatS is deformation retract ofU . We take an open
coveringU = {U0,U1} of M asU0 = M \S, U1 = a regular neighborhood ofS. If we define
a subcomplexA•(U ,U0) of A•(U ) as the kernel of the projection mapA•(U )→ A•(U0), we
haveHr(A•(U ,U0)) ' Hr(M,M \S;CCC). The bilinear map

∫ ◦^: Ak(U ,U0)×Am−k(U1)→CCC
induces the Alexander duality,
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Hk(M,M \S;CCC)' Hk(A•(U ,U0))→̃Hm−k(U1;CCC)∗ ' Hm−k(S;CCC).

2.2. Duality for special case.
We compute the case thatk = 1 andShas singularities in the above duality. This results is

used in the section 6.
Let M be anm dimensional smooth manifold andS a compact subset inM. We sup-

pose that the manifoldM and S are stratified by the strataΣ0 = M \ S,Σ1, . . . ,Σq, which
satisfy dimRRRΣi = m− i for q ≤ m. i.e. M = Σ0 ∪ Σ1 ∪ ·· · ∪ Σq, S = Σ1 ∪ ·· · ∪ Σq. We set
U0 = M \S,Ui =“a sufficiently small tubular neighborhood ofΣi” (1≤ i ≤ q). We consider
an open coveringU = {U0,U1, · · · ,Uq} of M andU ′ = {U1, · · · ,Uq} of U = ∪q

i=1Ui , which
may be assumed to be a regular neighborhood ofS. An elementµ of A1(U ) is expressed by
µ = (µ0,µ1, · · · ,µq,µ01,µ02, · · · ,µq−1q,0, · · · ,0).

The Alexander dualityH1(A•(U ,U0))→̃Hm−1(U) is induced from the bilinear mapI :
A1(U ,U0)×Am−1(U ′)→CCC given by

I(µ,τ) =
∫

M
µ ^ τ =

q

∑
p=0

(
∑

0≤α0<···<αp≤q

∫

Rα0···αp

(µ ^ τ)α0···αp

)

for µ = (0,µ1, · · · ,µq,µ01,µ02, · · · ,µq−1q,0, · · · ,0) ∈ A1(U ,U0) and τ =(τ1,τ2, · · · ,τq,

τ12,τ13, · · · ,τ(q−1)q,τ123,τ124· · · ,τ(q−2)(q−1)q, · · · ,τ123···q) ∈ Am−1(U ′), where{Rα} is a system
of honey comb cells adapted toU .

We assume that each submanifoldRα0···αl for 0≤ l ≤ q intersect transversal with the each
stratumΣi , i.e. dimRRR(Σi∩Rα0···αl ) = m− i− l . Since the bilinear map is well defined on cohomol-
ogy classes, we denote the induced bilinear map also byI : H1(A•(U ,U0))×Hm−1(A•(U ′))→
CCC. For two cocyclesµ and τ, we setIp = ∑0≤α0<···<αp≤q

∫
Rα0···αp

(µ ^ τ)α0···αp, then above

integration is described byI(µ,τ) = ∑q
p=0 Ip. We compute this integration inductively. Let

π : U1 → Σ1 be a projection. SinceUi and Σi have the same homotopy type, we have
Hm−1(Ui) ' Hm−1(Σi). Thus we can writeτ1 = π∗ξ1 + dω1,τ2 = dω2, . . . ,τq = dωq, where
ξ1 ∈ Am−1(Σ1) with dξ1 = 0,ωi ∈ Am−2(Ui). Sinceµ is 1-cocycle, we have−dµα0α1α2 = 0 =
µα1α2−µα0α2 + µα0α1. After doing simple computations, we have

I0 + I1 + I2 =
∫

R1

µ1∧π∗ξ1 +
∫

R01

µ01∧π∗ξ1 + ∑
1≤α0<α1≤q

∫

Rα0α1

µα0 ∧ρα0α1

− ∑
0≤α0<α1<α2≤q

∫

Rα0α1α2

µα0α1 ∧ρα1α2 + ∑
1≤α0<α1<α2≤q

∫

Rα0α1α2

µα0 ∧ τα0α1α2

whereρα0α1 = ωα1−ωα0− τα0α1. In general, we set

ρα0···αp = (−1)p+1
p

∑
ν=0

(−1)ν ωα0···α̂ν ···αp +(−1)pτα0···αp.

Then we have

dρα0α1···αp =

{
(−1)p ∑p

ν=1(−1)ν π∗ξ1α1···α̂ν ···αp, if α0 = 1,

0, if α0 6= 1.
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Since the(m−p) dimensional manifoldR1α1···αp retracts to the(m−p−1) dimensional manifold
Σ1∩R1α1···αp by the projectionπ, we have the following commutative diagram

R1α1···αp

ı̃−−−−→ U1∩Uα1···αpyπ
yπ

Σ1∩R1α1···αp

ı−−−−→ Σ1∩Uα1···αp,

whereı, ı̃ are inclusions. Sinceı∗ξ1α1···α̂ν ···αp is (m− p)-form onR1α1···αp, we havedı̃∗ρ1α1···αp =
0. Since the isomorphismHm−p−1(Rα0α1···αp) ' Hm−p−1(Σα0 ∩Rα0α1···αp) holds, we can write
ρ1α1···αp = π∗ξ1α1···αp +dω1α1···αp on R1α1···αp andρα0α1···αp = dωα0α1···αp on Rα0α1···αp, where
ξ1α1···αp ∈ Am−p−1(Σ1∩R1α1···αp) with dξ1α1···αp = 0 andωα0α1···αp ∈ Hm−p−2(Rα0α1···αp). Fi-
nally we obtain

∫

M
µ ^ τ =

∫

R1

µ1∧π∗ξ1 +
∫

R01

µ01∧π∗ξ1

+ ∑
2≤α1≤q

∫

R1α0

µ1∧π∗ξ1α0− ∑
2≤α2≤q

∫

R01α2

µ01∧π∗ξ1α2

+ · · ·+
∫

R12···q
µ1∧π∗ξ12···q +(−1)q+1

∫

R12···q
µ01∧π∗ξ12···q.

Now applying the projection formula (For more detail, see [4, pp. 57–60]), we have
∫

M
µ ^ τ =

∫

R1∩S
((π1)∗µ1− (∂π1)∗µ01)ξ1

+ ∑
2≤α1≤q

∫

R1α1
∩S

((π1α1)∗µ1− (∂π1α1)∗µ01)ξ1α1

+ · · ·+
∫

R12···q∩S
((π1···q)∗µ1− (∂π1···q)∗µ01)ξ12···q,

whereπI : RI → RI ∩S, ∂πI = πI0 : RI0 → RI0∩S and(πI )∗, (∂πI )∗ are integrations along the
fiber. Here we note that functions(π1)∗µ1−(∂π1)∗µ01,(π1α1)∗µ1−(∂π1α1)∗µ01, · · · ,(π1···q)∗µ1

−(∂π1···q)∗µ01 are locally constant.
In the Alexander duality, the class[µ] ∈ H1(M,M \S;CCC) corresponds to[X] ∈ Hm−1(S;CCC),

such that

∫

M
µ ^ τ =

q

∑
p=0

(
∑

0≤α0<···<αp≤q

∫

Rα0···αp∩X
τα0···αp

)

=
∫

R1∩X
ξ1− ∑

2≤α1≤q

∫

R1α1
∩X

ξ1α1 + · · ·+(−1)q−1
∫

R12···q∩X
ξ12···q,

for any τ ∈ Am−1(U ′) with Dτ = 0. We assume that the third stratum is an empty set, i.e.
Σ2 = Ø. If we let{Vi} be connected components ofΣ1, we haveHm−1(S;CCC) =

⊕r
i=1Hm−1(Vi ;CCC).

We can write the cycle[X] = ∑i ki [Vi ] for ki ∈ CCC. Summarizing the above argument, we have
(π1)∗µ1− (∂π1)∗µ01 = ki onVi ∩R1. Similarly we have(π1α1)∗µ1− (∂π1α1)∗µ01 =−ki onVi ∩
R1α1, · · · , and(π1···q)∗µ1− (∂π1···q)∗µ01 = (−1)q−1ki onVi ∩R1···q. These results imply that for
determining the coefficientki , we only have to compute the corresponding integration(π1)∗µ1

−(∂π1)∗µ01 = ki locally at the generic pointp∈Vi ∩R1.
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3. Chern-Maslov classes in de Rham cohomology.

Let (E →M,ω) be a symplectic vector bundle of real rank2n with symplectic formω and
L′,L′′ two Lagrangian subbundles. By taking a positive andω-compatible complex structureJ
on E, E becomes a complex vector bundle of complex rankn. We denote it by a pair(E,J).
In the above, positive meansω(x,Jx)≥ 0 andω-compatible meansω(Jx,Jy) = ω(x,y) for any
x,y ∈ E. We note that such a complex structure always exists, so we always take a complex
structure as positive andω-compatible. Using the complex structureJ, we define a Riemannian
metric1 on E by 1(x,y) = ω(x,Jy), wherex,y∈ E. Now we letE′ = {v−√−1Jv|v ∈ E} be
the

√−1-eigenspace ofJ in E⊗CCC. Then we can easily prove thatE′ is isomorphic to(E,J) as a
complex vector bundle. So in the following, we do all computations inE′.

DEFINITION 1. Let L be a Lagrangian subbundle ofE. We say that a connection

∆

on E′

is anL-orthogonal unitary connection, if

∆

is a natural extension of a metric connection onL.

An L-orthogonal unitary connection is locally expressed as follows. Let{e1, · · · ,en} be
a 1-orthonormal frame ofL, then{e1, · · · ,en,Je1, · · · ,Jen} is a 1-orthonormal frame ofE. If
we setεi = (ei −

√−1Jei)/
√

2 for i = 1, · · · ,n, the set{ε1, · · · ,εn} is an unitary frame ofE′.
If we take a metric connection̄

∆

on L, the connection matrixθ of ¯∆

associated to the frame
{e1, · · · ,en} is skew-symmetric. Let

∆

be a natural extension of̄

∆

to E′ which is defined by∆

εi = ( ¯∆

ei−
√−1J ¯∆

ei)/
√

2. The connection matrix associated to the unitary frame{ε1, · · · ,εn}
becomes the same matrixθ .

Since the connection matrix is skew-symmetric, we see that the Chern forms of odd de-
gree vanish, i.e.c2h−1(

∆
) = 0. We let

∆′ and
∆′′ beL′ andL′′-orthogonal unitary connections

respectively. Since we havedc2h−1(

∆′,

∆′′) = c2h−1(

∆′′)− c2h−1(

∆′) = 0, the (4h− 3)-form
c2h−1(

∆′,

∆′′) define a cohomology class. We cite [1] or [4, pp. 69–70] for the definition ofc2h−1

for two or three connections.

DEFINITION 2. The (4h− 3)-form c2h−1(

∆′,

∆′′) is called theh-th Chern-Maslov form
and the corresponding class

µh(E,L′,L′′) := [c2h−1(

∆′,

∆′′)] ∈ H4h−3
DR (M,CCC)

is called theh-th Chern-Maslov class.

PROPOSITION3([7]). If the two Lagrangian subbundles are transversal, i.e.E = L′⊕L′′,
then by taking the complex structureJ so thatL′′ = JL′, the Chern-Maslov form vanish.

PROOF. Let {e1, · · · ,en} be a1-orthonormal frame ofL′ and{ f1, · · · , fn} a 1-orthonor-
mal frame ofL′′. If we choose a complex structureJ asei 7→ fi and fi 7→ −ei , the associated
unitary frames ofE′ are given byε ′′i = ( fi −

√−1J fi)/
√

2 and ε ′i = (ei −
√−1Jei)/

√
2. We

denote byθ ′ the connection matrix ofL′-orthogonal unitary connection associated to the frames
{ε ′1, · · · ,ε ′n} and θ ′′ the connection matrix ofL′′-orthogonal unitary connection associated to
the frames{ε ′′1 , · · · ,ε ′′n}, i.e.

∆′ε ′i = ∑n
j=1 θ ′ji ε ′j ,

∆′′ε ′′i = ∑n
j=1 θ ′′ji ε ′′j . Since the transition matrix

from ε ′ = (ε ′1, · · · ,ε ′n) to ε ′′ = (ε ′′1 , · · · ,ε ′′n ) is
√−1In, whereIn is an identity matrix, the second

equation becomes

∆′′ε ′i = ∑n
j=1 θ ′′ji ε ′j . Let ˜ ∆

be a linear combinationt

∆′+(1− t)

∆′′ of

∆′ and∆′′. Since bothθ ′ andθ ′′ are skew-symmetric for the same frameε ′, the connection matrix̃θ of
˜ ∆

for the frameε ′ is also skew-symmetric. So we havec2h−1(

∆′,

∆′′) = π∗c2h−1( ˜ ∆

) = 0. ¤
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Let

∆′ and ¯∆′
be twoL′-orthogonal unitary connections forE′, and

∆′′ and ¯∆′′
two L′′-

orthogonal unitary connections forE′. After simple computations, we havec2h−1(

∆′, ¯∆′) = 0
andc2h−1(

∆′′, ¯∆′′) = 0. So now we have the following transgression formula.

PROPOSITION4. If all connections are defined above, then we have

c2h−1( ¯∆′
, ¯∆′′)−c2h−1(

∆′,

∆′′) = d
{

c2h−1( ¯∆′
,

∆′′, ¯∆′′)−c2h−1(

∆′, ¯∆′
,

∆′′)
}

.

This proposition implies that the Chern-Maslov classes does not depend on the choice of a
pair ofL′,L′′-orthogonal unitary connections ofE′.

4. Chern-Maslov classes in thěCech-de Rham cohomology.

As discussed in section 3, we compute the Chern-Maslov classes in terms of a fixed com-
plex structure. But the Chern-Maslov classes depends only on the pair of Lagrangian subbundles.
So if we take another complex structure and compute the Chern-Maslov classes, then those de-
termine the same cohomology classes, which means the difference of two forms are exact. In
this section, we establish a transgression formula for two Chern-Maslov forms in terms of two
distinct complex structures. For doing this we have to compare two pairs ofL′,L′′-orthogonal
unitary connections defined on two complex vector bundles. So we consider a deformation of
two complex structures and by using the integration along the deformation parameter we give a
direct expression of the “difference form” of two Chern-Maslov forms.

Here we give some remarks on basic facts about property of the complex structure.

PROPOSITION5([7]). Let γ be a Riemannian metric onE, then there is a positive and
ω-compatible complex structureJ onE canonically associated withγ.

PROOF. We construct a complex structure as follows.
Sinceω̃ := ω(x,•) ∈ E∗ for x ∈ E is linear functionals, we have an unique bundle map

a : E→E which satisfiesω(x,y) = γ(ax,y) by using the Riesz representation theorem. Since the
bundle mapa satisfies the conditionγ(a2x,y) = γ(x,a2y), a2 is diagonalizable and all eigenvalues
are real. Sincea2 also satisfies thatγ(a2x,x) =−γ(ax,ax)≤ 0, all eigenvalues are negative. We
denote the eigenvalues ofa2 by −λ 2

1 , · · · ,−λ 2
2n. We define a bundle mapp : E → E by the

diagonal matrix diag(λ1, · · · ,λ2n) for same eigenspace ofa2. Since the bundle mapa2 and p
have the same eigenspace, the bundle mapp is positive and self-adjoint. Now we define a bundle
mapJ : E → E by J = ap−1. Since it satisfiesap−1 = p−1a, a2 = −p2, the mapJ satisfies
J2 =−id, ω(Jx,Jy) = ω(x,y) andω(x,Jx)≥ 0. ¤

REMARK 6. Let J0 andJ1 be two complex structures. We define two metrics10 and11

by 10(x,y) = ω(x,J0y) and11(x,y) = ω(x,J1y). We also define a linear combination of metrics
by 1̃= (1− t)10 + t11 for t ∈ [0,1]. Then the complex structurẽJ which obtains from the above
algorithm satisfies̃J|t=0 = J0, J̃|t=1 = J1.

REMARK 7. Let J0 andJ1 be two complex structures. We define two metrics10 and11

by the same way in the above remark. We choose a bump functionχ : M → RRR which satisfies
χ|M\Ū ≡ 0 andχ|V ≡ 1 for some open setU ⊂M and a relatively compact subsetV in U . If we
define a new metric̃1 by 1̃ = (1− χ)10 + χ11, the complex structurẽJ which obtains from the
above algorithm satisfies̃J|M\Ū = J0, J̃|V = J1.
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Now we compute a transgression formula for pairs of connections. LetJ0 andJ1 be two
complex structures ofE,

∆′
0 (

∆′′
0) a L′ (L′′)-orthogonal unitary connection on(E,J0), and

∆′
1

(

∆′′
1) a L′ (L′′)-orthogonal unitary connection on(E,J1) respectively. We make a homotopy

deformation of complex structuresJ0 andJ1 as follows.
First, we put Riemannian metrics as10(x,y) = ω(x,J0y),11(x,y) = ω(x,J1y) and consider

the linear combination of metrics̃γ = (1− t)10 + t11. Then it follows from the remark 6 that
we have the corresponding complex structureJ̃ of E× I satisfyingJ|t=0 = J0,J|t=1 = J1. The
complex vector bundle(E× I →M× I ,ω, J̃) is the trivial extension ofE→M to M× I , we also
haveL′× I andL′′× I as Lagrangian subbundles ofE× I . We take anL′× I ,L′′× I -orthogonal
unitary connectionsD′(τ),D′′(τ). D′(0) is anL′-orthogonal unitary connection on(E,J0) and
D′(1) is an L′-orthogonal unitary connection on(E,J1), but there is no guarantee thatD′(0),
D′(1) coincides the original connection

∆′
0,

∆′
1 respectively. Thus we take linear combinations

¯∆′
0 = (1− t)

∆′
0 + tD′(0) and ¯∆′

1 = (1− s)

∆′
1 + sD′(1). We make all of notation forL′′ in the

same manner. By applying the projection formula toc2h−1(D′(τ),D′′(τ)), c2h−1( ¯∆′
0, ¯∆′′

0) and
c2h−1( ¯∆′

1, ¯∆′′
1) (For more detail, see [4, pp. 57–60]), we have the following three equations;

c2h−1(D′(1),D′′(1))−c2h−1(D′(0),D′′(0)) = π∗dc2h−1(D′(τ),D′′(τ))+dπ∗c2h−1(D′(τ),D′′(τ))

c2h−1(D′(0),D′′(0))−c2h−1(

∆′
0,

∆′′
0) = π∗dc2h−1( ¯∆′

0, ¯∆′′
0)+dπ∗c2h−1( ¯∆′

0, ¯∆′′
0)

c2h−1(D′(1),D′′(1))−c2h−1(

∆′
1,

∆′′
1) = π∗dc2h−1( ¯∆′

1, ¯∆′′
1)+dπ∗c2h−1( ¯∆′

1, ¯∆′′
1).

Summarizing the above arguments, we obtain the transgression formula.

PROPOSITION8. The transgression formula is given by,

c2h−1(

∆′
1,

∆′′
1)−c2h−1(

∆′
0,

∆′′
0) = dm01,

in the above the transgression formm01 is described by

m01 = π∗c2h−1(D′(τ),D′′(τ))+π∗c2h−1( ¯∆′
0, ¯∆′′

0)−π∗c2h−1( ¯∆′
1, ¯∆′′

1),

whereπ : M× I →M and the first term ofm01 is a fiber integration of the parameterτ, the second
is that oft and the third is that ofs.

We describe a(4h−3)-class inČech-de Rham cohomology corresponding to the Maslov
classµh(E,L′,L′′) = [c2h−1(

∆′,

∆′′)] ∈ H4h−3
DR (M;CCC) in de Rham cohomology.

Let U = {U0,U1} be an open covering ofM andJ0,J1 a pair of complex structure defined
on E|U0,E|U1 respectively. We denote byν the restriction of the global Chern-Maslov form to
U0,U1, more preciselyν = (c2h−1(

∆′,

∆′′),c2h−1(

∆′,

∆′′),0) ∈C0(U ,A4h−3)⊂ A4h−3(U ).
In the following we will prove that the transgression form in the proposition can be regarded

as the difference form of Chern-Maslov class inČech-de Rham cohomology.
It is easily seen that the local defined complex structureJ1 is obtained by the restriction

of a global complex structure. For any pair ofL′,L′′-orthogonal unitary connections

∆′
0,

∆′′
0 on

E|U0 andL′,L′′-orthogonal unitary connections

∆′
1,

∆′′
1 on E|U1, the Chern-Maslov form can be

expressed by

σ := (c2h−1(

∆′
0,

∆′′
0),c

2h−1(

∆′
1,

∆′′
1),m01) ∈ A4h−3(U ),
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which should satisfydm01 = c2h−1(

∆′
1,

∆′′
1)− c2h−1(

∆′
0,

∆′′
0) so that they define the same coho-

mology class[σ ] = [ν ] ∈ H4h−3(U ). The second condition is the coboundary condition, that is,
there is a(4h−4)-form τ = (τ0,τ1,τ01) ∈ A4h−4(U ) which satisfyDτ = ν−σ , i.e.

(dτ0,dτ1,−dτ01+ τ1− τ0)

= (c2h−1(

∆′,

∆′′)−c2h−1(

∆′
0,

∆′′
0),c

2h−1(

∆′,

∆′′)−c2h−1(

∆′
1,

∆′′
1),−m01).

For the second condition, we let̄

∆′
, ¯∆′′

be a pair ofL′,L′′-orthogonal unitary connection on
E. We set a pair of global connections

∆′,

∆′′ as

∆′ = (1−χ) ¯∆′+ χ

∆′
1,

∆′′ = (1−χ) ¯∆′′+ χ

∆′′
1,

where χ : M → RRR is a bump function which satisfiesχ ≡ 1 on U1. These are againL′,L′′-
orthogonal unitary connections onE.

OnU0, from the transgression formula, we have

τ0 = π∗c2h−1(D′
0(τ),D′′

0(τ))+π∗c2h−1( ˜ ∆′
0, ˜ ∆′′

0)−π∗c2h−1( ˜ ∆′
, ˜ ∆′′),

whereD′
0(τ), D′′

0(τ) is a pair ofL′× I ,L′′× I -orthogonal unitary connection, and other connec-
tions are defined as follows;

˜ ∆′
0 = (1− t)

∆′
0 + tD′(0), ˜ ∆′′

0 = (1− t)

∆′′
0 + tD′′(0),

˜ ∆′ = (1−s)

∆′+sD′(1), ˜ ∆′′ = (1−s)

∆′′+sD′′(1).

OnU1, since

∆′|U1 =

∆′
1,

∆′′|U1 =

∆′′
1, we have

c2h−1(

∆′,

∆′′)−c2h−1(

∆′
1,

∆′′
1) = c2h−1(

∆′
1,

∆′′
1)−c2h−1(

∆′
1,

∆′′
1) = 0.

On U01, we setτ01 = 0, thenm01 = τ0− τ1. From the above we can setτ1 = 0. Since
the connections and the complex structure onU01 are the same one onU1, we can choose the
L′× I ,L′′× I -orthogonal unitary connection on(E× I , J̃)|U0×I as

D′
0(τ) = (1−χ ◦ pr)D̄′(τ)+ χ ◦ prD′(τ),

D′′
0(τ) = (1−χ ◦ pr)D̄′′(τ)+ χ ◦ prD′′(τ),

where pr : M × I → M is a natural projection,◦ is a composite operator of mappings and
D̄′(τ), D̄′′(τ) a pair of L′ × I ,L′′ × I -orthogonal unitary connections on(E× I , J̃)|U0×I . Thus

we restrict the connections toU01× I , we haveD′
0(τ)|U01×I = D′(τ),D′′

0(τ)|U01×I = D′′(τ), ˜ ∆′
0 =

¯∆′
0, ˜ ∆′′

0 = ¯∆′′
0, ˜ ∆′|U01×I = ¯∆′

1 and ˜ ∆′′|U01×I = ¯∆′′
1.

From the above argument, we conclude the following.

THEOREM 9. The Chern-Maslov class[c2h−1(

∆′,

∆′′)] in H4h−3
DR (M;CCC) corresponds to the

following Čech-de Rham cohomology class,

[(c2h−1(

∆′
0,

∆′′
0),c

2h−1(

∆′
1,

∆′′
1),m01)] ∈ H4h−3(A•(U )).

The difference formm01 can be written by

m01 = π∗c2h−1(D′(τ),D′′(τ))+π∗c2h−1( ¯∆′
0, ¯∆′′

0)−π∗c2h−1( ¯∆′
1, ¯∆′′

1).

Let 1̃ be a Riemannian metric onE× I which satisfies̃1(x,y) = ω(x, J̃y) for x,y ∈ E× I .
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We also let{e′1, . . . ,e′n} and{e′′1, . . . ,e′′n} a 1̃-orthonormal frame ofL′× I andL′′× I respectively.
We setε ′ = {ε ′1, . . . ,ε ′n} andε ′′ = {ε ′′1 , . . . ,ε ′′n}, whereε ′i = (e′i −

√−1J̃e′i)/
√

2 andε ′′i = (e′′i −√−1J̃e′′i )/
√

2 for 1≤ i ≤ n. Let A(τ) be a change of frame which satisfiesε ′′ = ε ′A(τ). Then
the first Chern-Maslov class in thěCech-de Rham cohomology is expressed as follows:

COROLLARY 10. The Chern-Maslov class[c1(

∆′,

∆′′)] in H1
DR(M;CCC) corresponds to the

following Čech-de Rham cohomology class,

[(c1(

∆′
0,

∆′′
0),c

1(

∆′
1,

∆′′
1),m01)] ∈ H1(A•(U )).

The difference formm01 can be written by

m01 =
1

2π
√−1

π∗
d(detA(τ))

detA(τ)
.

PROOF. We seth = 1 in theorem 9. Thenm01 is expressed by

m01 = π∗c1(D′(τ),D′′(τ))+π∗c1( ¯∆′
0, ¯∆′′

0)−π∗c1( ¯∆′
1, ¯∆′′

1).

The first term is a fiber integration of the parameterτ, the second is that oft and the third is that
of s. Sincec1( ¯∆′

0, ¯∆′′
0) does not have terms involvingdt, it will vanish. By a similar reason, we

also haveπ∗c1( ¯∆′
1, ¯∆′′

1) = 0.
We setD̃ = (1− t)D′(τ)+ tD′′(τ), where0≤ t ≤ 1. The matrix representatioñθ of D̃ with

respect to the frameε ′′ is

θ̃ = (1− t)θ ′ε ′′ + tθ ′′ε ′′ ,

whereθ ′ε ′′ ,θ
′′
ε ′′ is the connection matrix ofD′(τ),D′′(τ) with respect to the frameε ′′ respectively.

We also denote the connection matrix ofD′(τ) with respect to the frameε ′ by θ ′ε ′ . Note thatθ ′ε ′
andθ ′′ε ′′ are skew-symmetric. Then the difference form is given by;

c1(D′(τ),D′′(τ)) = π∗c1(D̃)

=− 1

2π
√−1

π∗Trace
(
dθ̃ + θ̃ ∧ θ̃

)

=− 1

2π
√−1

π∗Trace
(
dt∧ (−θ ′ε ′′ +θ ′′ε ′′)

)

=− 1

2π
√−1

Trace
(−θ ′ε ′′ +θ ′′ε ′′

)

=
1

2π
√−1

Trace
(
A(τ)−1dA(τ)+A(τ)−1θ ′ε ′A(τ)

)

=
1

2π
√−1

ddetA(τ)
detA(τ)

. ¤

5. Localization of Chern-Maslov classes and Residue formula.

Let M be a smooth oriented manifold of dimensionm, and(E,ω) a symplectic vector bundle
of real rank2n with a symplectic formω. Let Sbe a compact set which has a regular neighbor-
hood inM, andU0 = M \S, U1 =“regular neighborhood ofS” in M. Then the setU = {U0,U1}
is an open covering ofM.
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We assume that the two Lagrangian subbundles are transversal onU0. Then we can localize
the Chern-Maslov classes by taking the complex structureJ0 onU0 asL′′ = J0L′, that is;

[(0,c2h−1(

∆′
1,

∆′′
1),m01)] ∈ H4h−3(A•(U ,U0)).

We decompose the setS to connected components{Sα}. By Alexander duality, the Chern-
Maslov class corresponds to the dual homology class in

⊕
α Hm−(4h−3)(Sα ;CCC). So we give the

following definition.

DEFINITION 11. We call this homology class inHm−(4h−3)(Sα ;CCC) the residue of Chern-
Maslov class onSα , and denote it byResµh(Sα).

If we further assume thatM is compact, we have the residue formula.

THEOREM 12. If M is compact, then we have

∑
α

(ıα)∗Resµh(Sα) = µh _ [M] in Hm−(4h−3)(M;CCC),

whereıα : Sα →M is the inclusion.

PROOF. This follows from the commutativity of the diagram;

[(0,c2h−1(

∆′
1,

∆′′
1),m01)] ∈ H4h−3(A•(U ,U0))

'−−−−→H4h−3
DR (M;CCC) 3 µh

y'
y'

∑α Resµh(Sα) ∈⊕
α Hm−(4h−3)(Sα ;CCC) '−−−−→Hm−(4h−3)(M;CCC) 3 ∑α(ıα)∗Resµh(Sα).

¤

6. The residue formula for the Maslov classes.

6.1. Smooth case.
We letE→M be a symplectic vector bundle of real rank2n over a smooth manifold of real

dimensionmwith a symplectic formω, andL′ andL′′ two Lagrangian subbundles.
We assume that the non-transversal setSof the two Lagrangian subbundles is smooth and

of codimension1 in M. We further assume that the dimension of the sum of two Lagrangian
subbundles for each fiber on the non-transversal set is2n−1, i.e.,

dimRRR(L′|x +L′′|x) = 2n−1 x∈ S.

We consider a neighborhoodU of x ∈ S. From assumption we can choose a symplectic frame
{e1, . . . ,en, f1, . . . , fn} for E on U \S, where{e1, . . . ,en} is a frame forL′ and{ f1, . . . , fn} for
L′′. Since it holdsen 6= 0, there is an elementv ∈ E which satisfiesω(en,v) = 1. The set
{e1, . . . ,en, f1, . . . , fn−1,v} becomes a symplectic frame ofE on U . Then the two symplectic
frames satisfy the relationfn = v+1/ϕen for some functionϕ, which satisfiesϕ = 0 on S. We
setU0 = U \SandU1 =a neighborhood ofS. OnU0, since the two Lagrangian subbundles are
transversal, we can set the complex structureJ0 by ei 7→ fi , fi 7→ −ei for 1≤ i ≤ n. OnU1, we
set the complex structureJ1 by ei 7→ fi , fi 7→ −ei for 1≤ i ≤ n−1 anden 7→ v, v 7→ −en.

We letγ0 be a Riemannian metric onU0 andγ1 onU1. We recall that the Euclidean scalar
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productγ is defined byγ(x,y) = ω(x,Jy) for x,y∈ E, whereJ is a complex structure. Thus the
metricγ0 which associates to the frame{e1, . . . , en, f1, . . . , fn−1,v} is expressed by the matrix

γ0 =




In−1 0
1 −1/ϕ

0 In−1−1/ϕ 1/ϕ2 +1


 ,

whereIn−1 denotes the identity matrix of rankn−1. The description of above matrix means that
there are nonzero elements on(n,n),(n,2n),(2n,n),(2n,2n), and diagonals. The metricγ1 which
associates to the frame{e1, . . . ,en, f1, . . . , fn−1,v} is expressed byγ1 = I2n, whereI2n denotes an
identity matrix of rank2n. We define a linear combination of two metrics byγ̃ = (1− t)γ0 + tγ1.

Since the endomorphisma : E→ E was defined bỹγ(av,w) = ω(v,w) for v,w∈ E, we have the
diagonal matrix

a2 = diag(−1, . . . ,−1︸ ︷︷ ︸
n−1 times

,−1/β ,−1, . . . ,−1︸ ︷︷ ︸
n−1 times

,−1/β )

whereβ = 1+ t(1− t)/ϕ2. If we setp = diag(1, . . . ,1,1/
√

β ,1, . . . ,1,1/
√

β ), this matrix is a
positive definite. We also define an endomorphismJ̃ : E→ E by p−1a. Then we have

J̃ =




0 -In−1
(1− t)/(

√
βϕ) −(

1+(1− t)/ϕ2
)
/
√

β

In−1 0
1/

√
β −(1− t)/(

√
βϕ)


 ,

this is a positive andω-compatible complex structure. We let1̃ a Riemannian metric associate to
the complex structurẽJ, we have

1̃= tpγ̃ =




In−1 0
1/

√
β −(1− t)/(

√
βϕ)

0 In−1−(1− t)/(
√

βϕ)
(
1+(1− t)/ϕ2

)
/
√

β


 .

Using this metric, the frame{e1, . . . ,en} for L′× I normalizes to{e1, . . . ,en−1,
√

Den} and the
frame{ f1, . . . , fn} for L′′× I to { f1, . . . , fn−1,

√
D/(1+ t/ϕ2) fn}, whereD =

√
β . We define

unitary framesε ′ = {ε ′1, . . . ,ε ′n} andε ′′ = {ε ′′1 , . . . ,ε ′′n} for E× I by

ε ′i =
(

ei −
√−1J̃ei

)
/
√

2, ε ′′i =
(

fi −
√−1J̃ fi

)
/
√

2

for 1≤ i ≤ n−1 and

ε ′n =

√
D
2

(
en−

√−1J̃en

)
, ε ′′n =

√
D

2(1+ t/ϕ2)

(
fn−

√−1J̃ fn
)

.

If we define an unitary matrixA by ε ′′ = ε ′A, we have
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A = diag


√−1, · · · ,√−1︸ ︷︷ ︸

n−1 times

,

√
t/ϕ +

√−1D

t/ϕ−√−1D


 .

If we let Ann be a(n,n)-element of the matrixA, from the corollary 10, the difference formm01

of the first Chern-Maslov classµ1 = (0,m1,m01) is given by,

m01 =
1

2π
√−1

π∗
d(detA)

detA

=
1

2π
√−1

∫ 1

0

∂Ann

∂ t
A−1

nn dt

=− σ
2π

(
Tan−1

√
k+1/2
k−1/2

−Tan−1
(

k−1/2
k+1/2

)√
k−1/2
k+1/2

)

wherek =
√

ϕ2 +1/4,σ = ϕ/|ϕ|.
Next for computing the formm1 of the classµ1 = (0,m1,m01), we normalize the frames

{e1, . . . ,en} for L′× I and{ f1, . . . , fn} for L′′× I by the metricγ1. Since it satisfyγ1( fn, fn) =
1+ 1/ϕ2, we have the frames{e1, . . . ,en} and { f1, . . . , fn−1,

√
1+1/ϕ2 fn}. We also have

the pair of unitary framesε ′ = {ε ′1, . . . ,ε ′n} and ε ′′ = {ε ′′1 , . . . ,ε ′′n} for (E,J1), where ε ′i =(
ei −

√−1J1ei
)
/
√

2, ε ′′i =
(

fi −
√−1J1 fi

)
/
√

2 for 1≤ i ≤ n−1 andε ′n =
(
en−

√−1J1en
)
/
√

2,

ε ′′n =
(

fn−
√−1J1 fn

)
/
√

2(1+1/ϕ2). If we define an unitary matrixB by ε ′′ = ε ′B, we have

B = diag


√−1, · · · ,√−1︸ ︷︷ ︸

n−1 times

,

√
1/ϕ +

√−1

1/ϕ−√−1


 .

Then we have the form

m1 =
1

2π
√−1

d(detB)
detB

=
1

2π
dϕ

ϕ2 +1
.

Now we denote by{Sα} the connected components of the non-transversal locusS. The
residue of the Chern-Maslov class[µ1] is corresponding to the cycleΣαkα [Sα ] under the Alexan-
der dualityH1(M,M \S) ' ⊕

α Hm−1(Sα). Sincekα ’s are complex numbers, it is enough to
compute at a pointp∈ Sα . Since the dimension of the normal direction at the pointp is 1, this
is the same situation with the later case (Figure1), and we have the same form(0,m1,m01), only
swappingf for 1/ϕ in the case ofS1. We consider a small neighborhoodUp of p in M. Then the
open setUp \ (Up∩Sα) have two connected components. Using the result of the casey = xn in
the later section, we havekα = 0 if the sign ofϕ is the same on the both connected components
andkα =±1/2 if it is not, where the sign depends on the orientation ofSα .

6.2. Singular case.
All notations are the same as in the smooth case. Here we suppose that the manifoldM

and the non-transversal setS are stratified by the strataΣ0 = M \S,Σ1, . . . ,Σq, which satisfy
dimRRRΣi = m− i for q≤ m. i.e. M = Σ0∪Σ1∪ ·· · ∪Σq, S= Σ1∪ ·· · ∪Σq. We assume that the
third stratum is an empty set, i.e.Σ2 = Ø. If we let {Vi} be a connected component ofΣ1. we
haveH1(M,M \S;CCC)'Hm−1(S;CCC) =

⊕
i Hm−1(Vi ;CCC). We can write the cycle[X] = ∑i ki [Vi ] for
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ϕ(= 1/ f ) = 0

Up

p

Sα = {ϕ = 0}

S1

Figure 1. Comparing with the case ofS1.

ki ∈CCC. It follows from the preliminaries 2.2 that for determining the constant coefficients{ki},
we only have to compute it at any generic pointp∈Vi , which means that we have the following
theorem.

THEOREM 13. On the isomorphism

H1(M,M \S;CCC)'
r⊕

i=1

Hm−1(Vi ;CCC),

the first Chern-Maslov class[µ1] in H1(M,M \S;CCC) is corresponding to the cycle∑i ki [Vi ] in⊕r
i=1Hm−1(Vi ;CCC), whereki ’s are equal to0 or ±1/2, the sign depends on the orientation ofVi .

7. Application.

7.1. Case ofTRRR2|S1 → S1.
Let (TRRR2|S1,ω) be a symplectic vector bundle overS1 ⊂ RRR2 with symplectic formω =

dx∧dy, where(x,y) is a global coordinate ofRRR2. We setL′ = ∂/∂x|S1 andL′′ = TS1. Then both
of them are two Lagrangian subbundles onS1. It is obvious that those Lagrangian subbundles
are not transversal only at north and south poles ofS1. We denote the north pole byp, south
pole byq, and letS= {p,q}. Using the angular parameterθ of S1, these points are expressed
by θ = π/2 and3π/2. If we setU0 = S1 \SandU1 =a neighborhood ofS, U = {U0,U1} is an
open covering ofS1. We choose a framee0 = ∂/∂x,e1 = ∂/∂y for TRRR2|S1. Since the rank of
symplectic vector bundle is2, we only compute the first Chern-Maslov class[(0,m1,m01)] and
its residue.

OnU0, we choose a framee0 for L′, and1/ f e0 +e1 for L′′, where f = −cotθ . We define
a complex structureJ0 by e0 7→ 1/ f e0 + e1 and1/ f e0 + e1 7→ −r0. The Riemannian metric10

with respect to the frame〈e0,e1〉 becomes
(

1 −1/ f
−1/ f 1+1/ f 2

)
.

OnU1, we choose a framee0 for L′, and(e0 + f e1)/
√

1+ f 2 for L′′. We define a complex
structureJ1 by e0 7→ e1 and e1 7→ −e0. The Riemannian metric11 with respect to the frame
〈e0,e1〉 is the identity matrix. The linear combinatioñγ = (1− t)10 + t11 is expressed by

(
1 −(1− t)/ f

−(1− t)/ f 1+(1− t)/ f 2

)
.
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Since the symplectic formω for the frame〈e0,e1〉 is
(

0 1
−1 0

)
,

the matrix representation of the complex structureJ̃ of TRRR2|S1× I is given by

1√
ξ

(
f ξ −1−ξ
1 − f ξ

)
,

whereξ = 1+ t(1− t)/ f 2, and the Riemannian metric1̃ of TRRR2|S1× I is also given by

1√
ξ

(
1 − f ξ

− f ξ 1+ξ

)
.

By normalizinge0 ande0 + f e1 by 1̃, we have the orthonormal framēe0 =
√

De0 andē1 =√
D/( f 2 + t)(e0+ f e1) for L′× I andL′′× I respectively, whereD =

√
ξ . We set unitary frames

by ε ′ = (ē0−
√−1J̃ē0)/

√
2 andε ′′ = (ē1−

√−1J̃ē1)/
√

2. A transition functionA which satisfies
ε ′′ = ε ′A is given by

A =
t +
√−1σ

√
f 2 + t(1− t)√

f 2 + t
,

whereσ = f/| f | is the sign off . This transition function satisfies the unitary conditionAĀ = 1,
thusA∈U(1). From the corollary 10, we have

m01 =
1

2π
√−1

π∗
dA
A

=− σ
4π

∫ 1

0

2 f 2 + t

( f 2 + t)
√

f 2 + t(1− t)
dt

=− σ
2π

(
Tan−1

√
k+1/2
k−1/2

−Tan−1

(
k−1/2
k+1/2

√
k−1/2
k+1/2

))
,

wherek =
√

f 2 +1/4. This in fact has the form,

m01 =





θ/2π, if 0 < θ < π/2,
−1/2+θ/2π, if π/2 < θ < 3π/2,
−1+θ/2π, if 3π/2 < θ < 2π.

Next we computem1. Sincee0 and ẽ1 := (e0 + f e1)/
√

1+ f 2 is normalized frame for
L′ and L′′ respectively, the unitary frames of symplectic vector bundle is given byε ′1 = (e0

−√−1J1e0)/
√

2 and ε ′′1 = (ẽ1−
√−1J1ẽ1)/

√
2. A transition functionB, which is satisfying

ε ′′ = ε ′B, is given by(1+
√−1 f )/

√
1+ f 2. The1-form m1 is expressed as follows,

m1 =
1

2π
d f

f 2 +1
=

1
2π

dθ .

The residue of the first Chern-Maslov class has the following form,
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Resµ1(p)+Resµ1(q) = kp[p]+kq[q],

wherekp,kq are constant. If we take a system of honey comb cells{R0,R1} adapted toU , then
R1 consists of two connected components. One of them is a closed neighborhood ofp and the
other is an also closed neighborhood ofq. We denote byRp andRq those connected components
of R1. We compute the residueResµ1(p) by integrating the Chern-Maslov class onRp and we
have

Resµ1(p) =
∫

Rp

m1−
∫

∂Rp

m01 =
1
2
.

We also haveResµ1(q) = 1/2. Finally we see that the residue of the first Chern-Maslov class is
given by:

Resµ1(p)+Resµ1(q) =
1
2
[p]+

1
2
[q].

The Maslov index is defined by integrating the Maslov class on a closed curve [7, p. 140]. In
the same way we can define the Chern-Maslov index by integrating the Chern-Maslov class on
a closed curve. In this case the Chern-Maslov index can be obtained by adding the local index
1/2, thus we have the index1. Since the Maslov classm and the first Chern-Maslov classµ1

have the relationm= 2µ1 ([7, p. 140]), it is proved the Chern-Maslov index1 is meaningful.

7.2. Case ofy = xn.
Let us recall that the residue of the localized Chern-Maslov classes consists only of the local

data of connections around the non-transversal set. So even if the ambient space is not compact,
we can define the “local” index for the compact non-transversal set. In fact in the previous case,
we computed the residue in the neighborhood ofp andq. Following examples are the simplest
case whereM is not compact.

Let M = {(x,y) ∈ RRR2 | y = xn} be a curve inRRR2 and(TRRR2|M,ω) a symplectic vector bundle
overM with symplectic formω = dx∧dy. We also letL′ = ∂/∂x|M andL′′ = TM. These line
bundles are Lagrangian subbundles ofTRRR2|M. If we parametrize the curveM by (x,y) = (t, tn),
the line bundleL′′ is spanned fiberwise by

∂
∂ t

=
∂
∂x

+ntn−1 ∂
∂y

.

The casen= even. If we setθ = Tan−1(−1/(ntn−1)), it satisfyntn−1 =−1/ tanθ . Thus we
have the same result as the case ofS1, i.e.

Resµ1(0) = 1/2[0].

The casen= odd. We setf (t) = ntn−1. We compute the first Chern-Maslov formµ1 simi-
larly as the case ofS1, then we have

µ1 = (0,m1,m01) =
(

0,
1

2π
dTan−1 f ,− 1

2π
(
Tan−1ξ−1−Tan−1ξ 3)

)
,

whereξ =
√

(k−1/2)/(k+1/2) and k =
√

f 2 +1/4. If we setϕ = Tan−1ξ−1−Tan−1ξ 3,
we havetanϕ = 1/| f | = 1/ f . Since|ϕ| ≤ π/2, we haveϕ = Tan−1(1/ f ) = π/2−Tan−1 f .
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We use the conventionTan−1(∞) = π/2,Tan−1(−∞) = −π/2 in above computations. If we
setU0 = M \ {0} andU1 =a neighborhood of0, U = {U0,U1} is an open covering ofM. We
let {R0,R1} be a system of honey comb cells adapted toU . We have the residue of the first
Chern-Maslov classµ1 by

∫

M
µ1 =

∫

R1

m1−
∫

∂R1

m01 =
1

2π

∫

∂R1

Tan−1 f +
1

2π

∫

∂R1

(π
2
−Tan−1 f

)
= 0.

We conclude the residue of the first Chern-Maslov class is given by

Resµ1(0) =

{
1/2[0], if n is even,

0[0], if n is odd.
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