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Abstract. Consider a class of uniformly elliptic diffusion processes{Xt}t≥0 on Euclidean
spacesRRRd. We give an estimate ofEPx

[
exp(TΦ(1/T

∫ T
0 δXt dt))

∣∣XT = y
]

asT →∞ up to the order
1+ o(1), whereδ· means the delta measure, andΦ is a function on the set of measures onRRRd.
This is a generalization of the works by Bolthausen-Deuschel-Tamura [3] and Kusuoka-Liang [10],
which studied the same problems for processes on compact state spaces.

1. Introduction.

Let Y(t,x) = (Y1(t,x), · · · ,Yd(t,x)) be the solution of the following stochastic differential
equation:





dYi(t,x) =
d

∑
j=1

σi j (Y(t,x))dBj(t)+bi(Y(t,x))dt, i = 1, · · · ,d,

Y(0,x) = x,

where(B1(t), · · · ,Bd(t)) is ad-dimensional Brownian motion onRRRd, and letPx be the distribution
of {Y(t,x)}t≥0 on Ω = C([0,∞),RRRd). Note that{Px}x∈RRRd is the solution of theL0-martingale
problem withL0 := ∑d

i, j=1ai j (∂ 2/(∂xi∂x j))+b· ∆

, whereai j = ∑d
k=1 σikσ jk andb= (b1, · · · ,bd).

Let Xt(ω) = ω(t),ω ∈Ω , t ≥ 0, and letLt = (1/t)
∫ t

0 δXsds, whereδ· means the delta measure.
Under some conditions, there exists a unique invariant probability measureπ of {Px}x∈RRRd ,

and the ergodic theorem induces the convergence ofLt to π in law ast →∞ underPx
(·∣∣Xt = y

)
for

anyx,y∈ RRRd. Hence for any closed setA⊂℘(RRRd) (the set of all probabilities onRRRd) that does
not containπ, we havePx(Lt ∈ A)→ 0 ast → ∞. Large deviation principle (LDP) studies the
order of this convergence in terms of the so-called entropy function determined by the generator
L0. Under some conditions, we have that{Lt}t>0 underPx

(·∣∣Xt = y
)

satisfies the LDP,i.e.,

− inf
ν∈A0

I(ν)≤ liminf
T→∞

1
T

logPx

(
LT ∈ A

∣∣∣XT = y
)

≤ limsup
T→∞

1
T

logPx

(
LT ∈ A

∣∣∣XT = y
)
≤− inf

ν∈A
I(ν) (1.1)
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for anyA∈B(℘(RRRd)), whereI :℘(RRRd)→ RRR∪{∞} is the entropy function given by

I(ν) = sup

{
−

∫

RRRd

L0u
u

dν ;u∈C∞(RRRd),u > 0,
L0u
u

is bounded

}
, ν ∈℘(RRRd). (1.2)

HereB(·) means the Borelσ -field, andA0 andA mean the interior and the closure ofA, respec-
tively.

Let V : RRRd ×RRRd → RRR be a symmetric bounded continuous function, and letνx,y
T be the

probability onΩ with mean field potentialV given by

νx,y
T (dω) = (Zx,y

T )−1e1/T
∫ T
0

∫ T
0 V(Xt ,Xs)dtdsPx

(
dω

∣∣XT = y
)
, ω ∈Ω ,T > 0,

whereZx,y
T is the normalizing constant. One wants to know the asymptotic behavior ofLT under

νx,y
T asT → ∞. The LDP described above implies

1
T

logZx,y
T → sup

ν∈℘(RRRd)

{∫

RRRd

∫

RRRd
V(x,y)ν(dx)ν(dy)− I(ν)

}
.

Unfortunately, this is not enough to tell us the asymptotic behavior ofLT underνx,y
T . Indeed,

it even does not give us whetherLT underνx,y
T weakly converges or not. To study whetherLT

underνx,y
T weakly converges or not, we need to study more precise estimates ofZx,y

T .
In this paper, we study the problem cited above in a general frame work: letΦ be a func-

tion onM (RRRd) that is “good” enough, (Φ(R) =
∫

RRRd
∫

RRRd V(x,y)R(dx)R(dy) in the example just
mentioned), whereM (RRRd) means the set of signed measures onRRRd with finite total variations,
and letZx,y

T = EPx
[
eTΦ(LT )

∣∣XT = y
]
. Then as before, by the LDP,

lim
T→∞

1
T

logZx,y
T = λ ,

whereλ = max℘(RRRd){Φ − I}. We study the1+ o(1) order estimate ofZx,y
T asT → ∞. To be

more precise, we show that under some conditions,e−λTZx,y
T converges to a constant asT → ∞.

See Section 2 for the details.
The 1+ o(1)-order precise estimating problem for the case of the sums of Banach space-

valued i.i.d. random variables has been discussed by many authors,e.g., Bolthausen [1],
Kusuoka-Liang [9] and Liang [13], etc. As for the continuous time case, Bolthausen-Deuschel-
Tamura [3] considered the same problem for Markov processes on compact state spaces under
some conditions that derive the “Central Limit Theorem Assumption” as a result, Kusuoka-Liang
[10] for diffusion processes without the “Central Limit Theorem Assumption”, but on torus, still
a compact space. The same problem for diffusion processes on non-compact state spaces is very
less studied. One of the obvious and most vital difficulity is that, since the state space is not
compact, many properties such as bounded, which were trivial for continuous functions in the
compact case, become very difficult.

In this paper, we succeeded in dealing with diffusion processes onRRRd, a non-compact state
space. The main idea of this paper is as follows. First, by using [15], we have (See Section 4 and
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Lemma 6.3) that| ∆

G f(x)| can be dominated by(1+ |x|2)ξ/2‖ f‖∞, whereG means some Green
operator andξ is some constant depending on the drift term of the generator not too large. The
main point is that, although the state space is not compact, when the drift term is “good” enough,
the probability that the process goes to infinity converges to0 exponentially fastuniformlywith
respect to the starting point. This absorbs the extra factor(1+ |x|2)ξ/2 above (See Lemma 3.2).

Let us explain shortly the outline of the proof: By using the measure changes discussed in
Section 4, the considered quantitye−λTZx,y

T is approximately equal toEQx
[
e1/T

∫ T
0

∫ T
0 V(Xs,Xt )dsdt

∣∣
XT = y

]
, whereV(·,∗) is the symmetric translation ofΦ (2)(ν0; ·,∗), andQx is the new diffusion

measure which has invariant measureν0. So in order to get our assertion, we only need to show
that this expectation converges asT →∞, i.e., we want to show theL1-convergence. This will be
done if we can show the convergence in law and theLp-bounded property with respect toT →∞
for somep > 1. The convergence in law is not difficult by using the central limit for Hilbert
space-valued random variables (see “Proof of Lemma 8.2” of Section 8 for the details).

The proof of theLp-bounded property for somep > 1 is the most difficult part of this
study. By large deviation principle, there is no problem for the part of the integral on the set
dist(LT ,ν0) > ε for any ε > 0, wheredist means the Prohorov metric. For the part on the set
dist(LT ,ν0) ≤ ε, we deal in the following way: We first prove (see Section 5) the Ito’s formula
with respect to the Green operator (this is easy if everything is smooth, but not so trivial in our
case since the related quantities are not necessarily smooth). we apply this to the given diffusion
process, and then to the time-inversed diffusion (see Section 7). In the way of doing so, we are
faced to some estimates with respect to

∆

G, whereG stands for the Green operator. This uses the
“main idea” we just explained,i.e., we observe that, although| ∆

G f(x)| is not bounded, it can be
dominated by(1+ |x|2)ξ/2‖ f‖∞ for some constantξ ≥ 0 not too large (see Sections 4, 6), then
this extra factor(1+ |x|2)ξ/2 can be absorbed by the uniform estimate given in Section 3.

The rest of the paper is organized as follows: We state in Section 2 the setting of the problem
and the result. In Section 3 we give some uniform bounded property. In Section 4 we define
measure changes and discuss their basic properties. In Section 5 we prove a generalization of
Ito’s formula for the Green operator. The proof of Theorem 2.1 is given in Sections 6, 7 and 8.
Finally, in Section 9, we give some examples that satisfy our conditions.

ACKNOWLEDGMENTS. The author would like to express her deepest gratitude to Pro-
fessor S. Kusuoka of the University of Tokyo for his helpful suggestions and supporting. The
author also thanks Professor H. Osada of Kyushu University for his encouragement and useful
comments.

2. Set up and Main results.

Let M (RRRd) be the set of all signed measures onRRRd with total variation norm‖ · ‖. We also
think of the weak*-topology inM (RRRd). Let M0(RRRd) = {µ ∈M (RRRd); µ(RRRd) = 0}. Let℘(RRRd)
be the set of all probabilities onRRRd, and let dist(·, ·) denote the Prohorov metric on℘(RRRd). Note
that the topology induced by the Prohorov metric and the weak*-topology coincide. The path
spaceΩ =C([0,∞);RRRd) is the set of continuous functionsω : [0,∞)→RRRd. LetXt(ω) = ω(t), t ≥
0, Ft = σ{ω(s);s≤ t} andF = ∨tFt as before.

Let L0 = (1/2)∑d
i, j=1ai j

∆

i

∆

j + b · ∆

, where

∆

i = (∂/∂xi), i = 1, · · · ,d, and

∆

=
(

∆

1, · · · ,

∆

d). Also, denoteσ = a1/2. Before stating the assumptions, we prepare some nota-
tions.
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Let {Rt}t≥0 be any diffusion semi-group with the associated generator written asLR =
∑d

i, j=1aR
i j

∆

i

∆

j +bR · ∆

. We define several conditions.

(C1): aR := (aR
i j )

d
i, j=1 ∈C∞

b (RRRd;RRRd2
) and is uniformly elliptic,i.e., there existc1,c2 > 0 such

that

c1

d

∑
i=1

ξ 2
i ≤

d

∑
i, j=1

aR
i j (x)ξiξ j ≤ c2

d

∑
i=1

ξ 2
i , for all x,ξ ∈ RRRd. (2.1)

For κ1,κ2 > 0, we define the following conditions:
(C2κκκ111): bR∈C(RRRd;RRRd) and there existc3,c4 > 0 such that

x ·bR(x)≤ c3−c4|x|κ1+1, x∈ RRRd. (2.2)

(C3κκκ222): bR∈C∞(RRRd;RRRd) and there existc5,c6 > 0 such that

d

∑
i, j=1

ξiξ j

∆

ib
R

j(x)≤ c5

d

∑
i=1

ξ 2
i ,

|bR(x)|+ | ∆

bR(x)| ≤ c6(1+ |x|κ2), x,ξ ∈ RRRd.

We use these conditions to define two sets:

H1(κ1) = {diffusion semi-group{Rt}t≥0 satisfying(C1) and(C2κ1)},
H2(κ1,κ2) = {diffusion semi-group{Rt}t≥0 satisfying(C1),(C2κ1) and(C3κ2)}.

Now, we are ready to give our first assumption:

A1. There existγ 1 > 1 andγ 2 ∈ [γ 1,γ 1 +(1/2)(γ 1−1)) such that{Pt}t≥0 ∈H2(γ 1,γ 2).

Let {Px}x∈RRRd be the family of probabilities onΩ which is the solution of the martingale
problemL0, i.e.,
(1) f (ωt)− f (ω0)−

∫ t
0 L0 f (ωs)ds is a({Ft},Px)-martingale for anyf ∈C∞

b (RRRd;RRR),
(2) Px(ω0 = x) = 1.
We denote by{Pt}t≥0 the corresponding semi-group.

By [11], {Px}x∈RRRd has an invariant probabilityπ, Pt(x,dy) = Px(Xt ∈ dy) has density
pt(x,y) ∈ C∞(RRRd ×RRRd;RRR+) with respect toπ, andsupx∈RRRd,|y|≤r pt(x,y) < ∞ for any r, t > 0.

Therefore, we can define the pinned probabilityPx
( ·

∣∣Xt = y
)

for all x,y∈ RRRd andt > 0.
Let Lt = (1/t)

∫ t
0 δXsds, whereδ· denotes the delta measure. We have by [14] that Px

(
Lt ∈

·
∣∣Xt = y

)
satisfies the LDP,i.e., (1.1) holds for anyA ∈ B(℘(RRRd)) with I given by (1.2). Let

Φ : M (RRRd)→RRRbe a bounded function such thatΦ
∣∣
℘(RRRd) is continuous with respect to dist(·, ·)

and let

Zx,y
T = EPx

[
exp

(
TΦ(LT)

)∣∣XT = y
]
.
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Then(1/T) logZx,y
T → λ for everyx,y∈ RRRd, whereλ = sup{Φ(ν)− I(ν);ν ∈℘(RRRd)}.

The purpose of this paper is to give a precise estimate ofZx,y
T asT → ∞, up to the order

1+o(1). We need some more assumptions.
For anyT > 0, {XT−t(ω)}t∈[0,T] underPπ(dω) is a diffusion associated with the semi-group

{P∗π
t }t≥0, whereP∗π

t denotes the dual operator ofPt in L2(dπ).
We need to prepare some notations first. Defineψ(x) =

√
1+x2,x≥ 0. Also, for x∈ RRRd,

let ψ(x) = ψ(|x|). For anyα ∈ RRR, defineB0
α as

B0
α =

{
f ∈C(RRRd;C);‖ f‖B0

α
:= sup

x∈RRRd
ψ(x)−α | f (x)|< ∞

}
.

For any{Rt}t≥0 ∈ H1(γ) with γ > 1 and anyϕ ∈ B0
θ with θ ∈ [0,γ −1), we can define a

new semi-group of operators{Q(R)ϕ
t }t≥0 in the following way (see Section 4 for the details):

Define

Rϕ
t f (x) = ERx

[
exp

(∫ t

0
ϕ(Xs)ds

)
f (Xt)

]
, x∈ RRRd, (2.3)

where{Rx}x∈RRRd is the family of diffusion measures associated with{Rt}t≥0. For anyα > 0, Rϕ
t

is a continuous linear operator onB0
α andΛ R,ϕ := limt→∞(1/t) log‖Rϕ

t ‖B0
α→B0

α
is well-defined,

finite and not depending onα > 0, (α could beα = 0 if ϕ = 0), and there exists a unique (up to
constant multiplications)hR,ϕ ∈B0

α such thatRϕ
t hR,ϕ = eΛR,ϕ thR,ϕ for anyt > 0. Let{Q(R)ϕ

t }t≥0

be the Markovian semi-group given by

Q(R)ϕ
t f := e−ΛR,ϕ t(hR,ϕ)−1Rϕ

t (hR,ϕ f ), (2.4)

and let{Q(R)ϕ
x }x∈RRRd denote the corresponding diffusion measures.

REMARK 1. If {Rt}t≥0 ∈H2(γ 1,γ 2) with γ 1 > 1 andγ 2 ∈ [γ 1,γ 1 +(1/2)(γ 1−1)), then
hR,ϕ is differentiable and the generator of{Q(R)ϕ

t }t≥0 is LR+ aR(

∆

hR,ϕ/hR,ϕ) · ∆

, whereLR is
the generator of{Rt}t≥0 andaR is the coefficient of the diffusion term ofLR. Also,hR,ϕ ∈C∞(RRRd)
if ϕ ∈C∞(RRRd), andhR,ϕ ∈Cb(RRRd) if ϕ ∈Cb(RRRd).

Now, we are ready to give our second assumption.

A2. There exist a{St}t≥0∈H2(γ ′1,γ ′2) with γ ′1 > 1 andγ ′2∈ [γ ′1,γ ′1+(1/2)(γ ′1−1)), and
a ϕ0 ∈C∞(RRRd)∩B0

θ0
with θ0 ∈ [0,((γ ′1−1)/2)− (γ ′2−γ ′1)) such that{P∗π

t }t≥0 = {Q(S)ϕ0
t }t≥0.

Note that, by Remark 1, the diffusion term of{St}t≥0 in A2 is a := (ai j )d
i, j=1.

Let K = {ν ∈℘(RRRd) : Φ(ν)− I(ν) = λ}. ThenK is not empty and is compact in℘(RRRd).
We assume the following as in [10]:

A3. There exists only one element inK, sayν0, i.e.,K = {ν0}.
A4. Φ : M (RRRd)→ RRR is three times continuously Fréchet differentiable and satisfies the

following: there existΦ (k) ∈C(℘(RRRd)× (RRRd)k;RRR) (k = 1,2,3) such that
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DkΦ(ν)(R1, · · · ,Rk) =
∫

RRRd
· · ·

∫

RRRd
Φ (k)(ν ;x1, · · · ,xk)R1(dx1) · · ·Rk(dxk),

for anyν ∈℘(RRRd) and anyR1,R2,R3 ∈M (RRRd), k = 1,2,3.

We construct, as in [2] and [10], a family of diffusion probabilities{Qx}x∈RRRd whose invari-
ant measure isν0. Let φ ν0 ∈Cb(RRRd) be given by

φ ν0(x) = DΦ(ν0)(δx−ν0)+Φ(ν0), x∈ RRRd.

Thenλ = Λ P,φν0 and{Qx}x∈RRRd is given by{Qx}x∈RRRd = {Q(P)φν0
x }x∈RRRd . Note that by Remark 1,

hP,φν0 ∈Cb(RRRd)∩C1(RRRd) and the generator of{Qx}x∈RRRd is L = L0 +a(

∆

hP,φν0/hP,φν0) · ∆

. Let
G denote the Green operator corresponding to{Qx}x∈RRRd and letG = G+ G∗, whereG∗ means
the dual operator ofG in L2(dν0) (See Section 6 for the details).

As in [3] and [10], we also assume the following:

A5. I −D2Φ(ν0) is non-degenerate.

i.e., we assume thatI −D2Φ(ν0)
∣∣
H×H is strictly positive-definite. HereH is the Hilbert

space whose norm is essentially the second Fréchet differential of the entropy functionI . H can
be regarded as a dense subset ofM0(RRRd). As I is not smooth, this description is not mathemati-
cally precise. See Section 6 for the precise definition ofH and statement of (A5).

Finally, we assume the following as in [10]:

A6. For any δ > 0, there exist anεδ > 0 and a symmetricKδ ∈ Cb(RRRd×RRRd;RRR) such
that the functionK̃δ given byK̃δ (R1,R2) :=

∫
RRRd

∫
RRRd Kδ (x,y)R1(dx)R2(dy), R1,R2 ∈ M0(RRRd),

satisfies‖K̃δ
∣∣
H×H‖H.S. ≤ δ and

D3Φ(R)(ν−ν0,ν−ν0,ν−ν0)≤ K̃δ (ν−ν0,ν−ν0)

for anyR,ν ∈℘(RRRd) with dist(R,ν0) < δ anddist(ν ,ν0) < δ .

THEOREM 2.1. AssumeA1∼ A6. Then

lim
T→∞

e−Tλ Zx,y
T =

h(x)
h(y)

·exp

{
1
2

∫
(G⊗ I)Φ (2)(ν0; ·, ·)∣∣(u,u)ν0(du)

}

×det2(IH −D2Φ(ν0))−1/2, for anyx,y∈ RRRd.

REMARK 2. It is not difficult to see, by checking the proofs in Sections6 and7 care-
fully, that the conditions with respect toγ 1,γ 2,γ ′1,γ ′2 and θ0 in the assumptions A1 and A2
can be relaxed as follows: γ 1 > 1, γ ′1 > 1, γ 2 < γ 1 +((γ 1∨ γ ′1)−1)/2, γ ′2 < γ ′1 +[(γ ′1−1)∧
((γ 1∨ γ ′1)−1)/2] andθ0 ∈ [0,γ ′1−1− (γ ′2− γ ′1)).
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3. Some bounded property.

Let γ > 1, and let{Rt}t≥0 ∈H1(γ). Write the generator of{Rt}t≥0 asLR = ∑d
i, j=1aR

i j

∆

i

∆

j +
bR · ∆

. ThenaR = (aR
i j )

d
i, j=1 is uniformly elliptic, and by (2.2) withκ1 = γ, there exist constants

c3,c4 > 0 such that

x ·bR≤ c3−c4|x|γ+1. (3.1)

Let {Rx}x∈RRRd denote the associated family of probabilities.
We first have the following by Ito’s formula and a simple calculation:

LEMMA 3.1. For anyα ≥ 2 andx∈ RRRd, t > 0, we have that

d
dt

ERx[|Xt |α ]2/α ≤ (2c3 +c2d+(α−2)c2)−2c4
(
ERx[|Xt |α ]2/α)(γ+1)/2

.

PROOF. Let {Xt}t≥0 be the diffusion corresponding toLR, i.e.,

dXt = σR(Xt)dBt +bR(Xt)dt, (3.2)

whereσR is thed×d-matrix given byσR = (aR)1/2. Then by Ito’s formula,

d|Xt |2 = 2Xt ·σR(Xt)dBt +2Xt ·bR(Xt)dt+
d

∑
i=1

aR
ii (Xt)dt.

So by Ito’s formula again, we get

d|Xt |α = d(|Xt |2)α/2

=
(

α|Xt |α−2Xt ·bR(Xt)+
α
2
|Xt |α−2

d

∑
i=1

aR
ii (Xt)

+
α
2

(α−2)|Xt |α−4Xt ·aR(Xt)Xt

)
dt+martingale. (3.3)

By our condition with respect toaR, we have that∑d
i=1aR

ii (Xt)≤ c2d andXt ·aR(Xt)Xt ≤ c2|Xt |2.
Also, by (3.1),

Xt ·bR(Xt)≤ c3−c4|Xt |r+1.

Therefore, (3.3) gives us that

d
dt

ERx[|Xt |α ]≤ α
2

(2c3 +c2d+(α−2)c2)ERx[|Xt |α−2]−αc4ERx[|Xt |α+γ−1]

≤ α
2

(2c3 +c2d+(α−2)c2)ERx[|Xt |α ](α−2)/α −αc4ERx[|Xt |α ](α+γ−1)/α ,
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where in the last inequality we used the fact thatα ≥ 2 andγ > 1.
This gives us our asserion since(d/dt)ERx[|Xt |α ]2/α = (2/α)ERx[|Xt |α ]2/α−1 (d/dt)ERx

[|Xt |α ]. ¤

Also, we have by Stirling’s formula

∞

∑
n=0

Cn

n!
(αn)αn/(γ+1) < ∞, for anyα ∈ [0,γ +1),C > 0. (3.4)

Now, we are ready to show the following

LEMMA 3.2. supx∈RRRd,t≥T ERx
[
eC|Xt |β ]

< ∞ for anyβ ∈ [0,γ +1), T > 0 andC > 0.

PROOF. Let n∈NNN be such thatnβ ≥ 2 and fix it for a while. Letux(t) = ERx[|Xt |nβ ]2/(nβ )

andK1 = 2c3 +c2d+(nβ −2)c2. Then by Lemma 3.1,

d
dt

ux(t)≤ K1−2c4ux(t)(γ+1)/2. (3.5)

Let τx = inf{t ≥ 0;K1−2c4ux(t)(γ+1)/2 ≥ 0}. Then (3.5) implies

∫ ux(0)

ux(t)

ds

2c4s(γ+1)/2−K1
≥ t, t ∈ (0,τx]. (3.6)

On the other hand, letK2 = (K1/c4)2/(γ+1) andt1 = 1/(c4(γ−1))K−(γ−1)/2
2 . Then sinceγ > 1,

we have that for anyt ∈ (0, t1], there exists ana(t) > 0 such that

∫ ∞

a(t)

ds

2c4s(γ+1)/2−K1
= t. (3.7)

(3.6) and (3.7) imply thatux(t) ≤ a(t) for any t ∈ (0,τx∧ t1]. Also, it is trivial that ux(t) ≤
(1/2)2/(γ+1)K2 if t ≥ τx. Note thata(t)≤K2∨(2/(c4(γ−1)))2/(γ−1)t−2/(γ−1). Combining these,
we get that

ux(t)≤
(

2
c4(γ−1)

)2/(γ−1)

t−2/(γ−1), t ∈ (0, t1].

So by the semi-group property,

ux(t)≤max

{
22/(γ−1)K2,

(
2

c4(γ−1)

)2/(γ−1)

t−2/(γ−1)
}

, t > 0,x∈ RRRd.

This combined with Taylor expansionERx
[
eC|Xt |β ]

= ∑∞
n=0(C

n/n!)ERx[|Xt |nβ ] and (3.4) com-
pletes the proof. ¤
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LEMMA 3.3.

limsup
T→∞

1
T−1

log sup
x∈RRRd

ERx

[
exp

(
C

∫ T

1
|Xt |2ξ dt

)]
< ∞

for anyξ ∈ [0,(γ +1)/2) andC > 0.

PROOF. Let ξ ∈ (1,(γ +1/2)) and letK3 = supx∈RRRd,t≥1ERx[exp(2C|Xt |2ξ )], which is finite
by Lemma 3.2. Then by Schwartz’s inequality and the Markovian property,

sup
x∈RRRd

ERx
[
eC

∫ 2n+1
1 |Xt |2ξ dt

]
≤ sup

x∈RRRd

(
ERx

[
e2C∑n

k=1
∫ 2k
2k−1 |Xt |2ξ dt

])1/2
·
(

ERx
[
e2C∑n

k=1
∫ 2k+1
2k |Xt |2ξ dt

])1/2

≤
(

sup
x∈RRRd

ERx
[
e2C

∫ 2
1 |Xt |2ξ dt

])n

≤ (K3)n, for anyn∈ NNN.

Our assertion is now easy. ¤

Let ψ(x) = (1+ |x|2)1/2 as before. Also, forλ > 0 andϕ ∈ B0
θ with θ ∈ [0,γ−1), let

1λ ,ϕ(x) =−λψ(x)2 +ϕ(x)ψ(x)2 +α(c3−c4|x|γ+1)+
α
2

c2d+
1
2

α(α−2)ψ(x)−2x ·aR(x)x.

LEMMA 3.4. Letϕ ∈B0
θ with θ ∈ [0,γ−1). Then for anyα > 0, there exists aλ (α,ϕ) > 0

such that

ERx
[
e

∫ t
0 ϕ(Xs)dsψ(Xt)α

]
≤ eλ (α,ϕ)tψ(x)α , x∈ RRRd, t ≥ 0. (3.8)

Moreover,λ (α,ϕ) > 0 can be chosen to be continuous and monotone nondecreasing with respect
to ‖ϕ‖B0

θ
and converges to0 as‖ϕ‖B0

θ
→ 0.

PROOF. By assumption,γ > 1 andϕ ∈ B0
θ with θ < γ−1. So for anyα > 0, there exists

a constantλ = λ (α,ϕ) > 0 such that1λ ,ϕ(x)≤ 0,x∈ RRRd. Let

Yλ
t = e−λ t+

∫ t
0 ϕ(Xs)dsψ(Xt)α .

Then by (3.2), we have by Ito’s formula

dYλ
t = e−λ t+

∫ t
0 ϕ(Xs)dsψ(Xt)α−2

(
−λψ(Xt)2 +ϕ(Xt)ψ(Xt)2

+αXt ·bR(Xt)+
α
2

d

∑
i=1

aR
ii (Xt)+

α
2

(α−2)ψ(Xt)−2Xt ·aR(Xt)Xt

)
dt

+martingale.

Therefore, as in the proof of Lemma 3.1, by (3.1) and the assumption with respect toaR, we have
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that

d
dt

ERx[Yλ
t ]≤ ERx

[
e−λ t+

∫ t
0 ϕ(Xs)dsψ(Xt)α−21λ ,ϕ(Xt)

]
. (3.9)

So by the choice ofλ , we have(d/dt)ERx[Yλ
t ] ≤ 0. Therefore,ERx[Yλ

t ] ≤ ERx[Yλ
0 ] = ψ(x)α .

This gives us our first assertion. The others are now easy. ¤

We also have the following:

LEMMA 3.5. Let ϕ be as in Lemma3.4. Then for anyα,ε > 0, there exists a constant
λ (ε,α,ϕ) > 0 such that

ERx
[
e

∫ t
0 ϕ(Xs)ds

]
≤ eλ (ε,α,ϕ)t(1+ εψ(x)α), x∈ RRRd, t ≥ 0.

PROOF. By assumption,γ > 1 andϕ ∈ B0
θ with θ < γ − 1. So for anyα,ε > 0, there

exists aλ = λ (ε,α,ϕ) > 0 such that

−λ +ϕ(x)+ εψ(x)α−21λ ,ϕ(x)≤ 0.

Let

Ỹλ
t = e−λ t+

∫ t
0 ϕ(Xs)ds(1+ εψ(Xt)α).

Then

dỸλ
t = (−λ +ϕ(Xt))e−λ t+

∫ t
0 ϕ(Xs)dsdt+ εdYλ

t .

Therefore, by (3.9), we have

d
dt

ERx[Ỹλ
t ]≤ ERx

[(
−λ +ϕ(Xt)+ εψ(Xt)α−21λ ,ϕ(Xt)

)
e−λ t+

∫ t
0 ϕ(Xs)ds

]
.

So by our choice ofλ now, we get(d/dt)ERx[Ỹλ
t ]≤ 0. Therefore,

ERx
[
e

∫ t
0 ϕ(Xs)ds

]
≤ eλ tERx[Ỹλ

t ]≤ eλ tERx[Ỹλ
0 ] = eλ t(1+ εψ(x)α). ¤

4. Measure Changes.

As in Section 3, letγ > 1, {Rt}t≥0 ∈ H1(γ), andϕ ∈ B0
θ with θ ∈ [0,γ −1). {Rt}t≥0 has

an invariant probabilityµ which has all moments finite, andRt(x,dy) has a continuous density
rt(x,y) with respect toµ. The following is easy by [15, Lemma 4.3]:

LEMMA 4.1. For anyα ≥ 0 there exists aCα > 0 such that for anyβ > 0, Ru : B0
α → B0

β
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is a compact operator satisfying

‖Ru‖B0
α→B0

β
≤Cαu−(α−β )/(γ−1), for anyu∈ (0,1].

Let Rϕ
t be as in (2.3). Then it is easy to see that

Rϕ
t = Rt +

∫ t

0
RsϕRϕ

t−sds, t > 0. (4.1)

We use (4.1) and Lemma 4.1 to give the following:

LEMMA 4.2. Let α,β be any positive constants satisfyingα − β < γ − 1− θ . Then
Rϕ

t : B0
α → B0

β is a compact operator for anyt > 0.

PROOF. By (3.8),Rc
t : B0

α → B0
α is bounded for anyα, t > 0, so by semi-group property,

we only need to show the lemma fort ∈ (0,1]. Also, it is trivial that we only need to show the
lemma for anyα ≥ β > 0 satisfyingα−β < γ−1−θ .

Fix any suchα,β > 0. By (4.1) and Lemma 4.1, it is sufficient if
∫ t

0 RsϕRϕ
t−sds is compact.

We show this now. By Lemma 3.4, the definition ofϕ and Lemma 4.1, we have that for any
0 < s< t ≤ 1, RsϕRϕ

t−s : B0
α → B0

β is a compact operator with norm

‖RsϕRϕ
t−s‖B0

α→B0
β
≤ eλ (α,ϕ)Cα+θ‖ϕ‖B0

θ
s−(α−β+θ)/(γ−1).

Since(α−β +θ)/(γ−1) < 1 by assumption, this completes the proof. ¤

Let α > 0 and fix it for a while. By Lemma 3.4,{Rϕ
t }t≥0 is a semi-group of continuous

linear operators onB0
α , so the logarithmic spectral radiusΛ R,ϕ := limt→∞(1/t) log‖Rϕ

t ‖B0
α→B0

α
of Rϕ

t : B0
α → B0

α is well-defined.
The generator of{Rt}t≥0 is LR, so the0-order term of the generator of the semi-group

{e−ΛR,ϕ tψ−αRϕ
t ψα}t≥0 onCb(RRRd) is ψ−αLRψα + ϕ −Λ R,ϕ , which goes to−∞ as|x| → ∞ by

assumption. Also, it is easy to see thatψ−αRϕ
t ψα f ∈C∞(RRRd) for f ∈Cb(RRRd) andα > 0. Here

C∞(RRRd) denotes the set of continuous functions onRRRd that converges to0 at ∞.
With the preparations above, we are now ready to give the following:

LEMMA 4.3.

1. Λ R,ϕ := limt→∞(1/t) log‖Rϕ
t ‖B0

α→B0
α

is well-defined.

2. For anyt > 0, e−ΛR,ϕ tRϕ
t : B0

α → B0
α is compact, the spectral radius1 is a simple eigen-

value of it, and is the only eigenvalue with a positive eigenfunction. Also, the absolute
value of any other eigenvalue is smaller than1.

3. There exists a unique(up to constant multiplication) hR,ϕ ∈ B0
α such thatRϕ

t hR,ϕ =
eΛR,ϕ thR,ϕ for anyt > 0. Moreover,(hR,ϕ)−1 ∈ B0

α .
4. There exists a set of probabilities{Q(R)ϕ

x }x∈RRRd on (Ω ,F ) such that

Q(R)ϕ
x (A) =

e−ΛR,ϕ t

hR,ϕ(x)
ERx

[
1Aexp

(∫ t

0
ϕ(Xs)ds

)
hR,ϕ(Xt)

]
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for any x ∈ RRRd, t ≥ 0 and A ∈ Ft . The corresponding semi-group of continuous linear
operators onB0

α is {Q(R)ϕ
t }t≥0 given by(2.4).

5. There exists a unique{Q(R)ϕ
t }-invariant probabilityµϕ . (Now, we can determine thehR,ϕ

above uniquely by requiring(hR,ϕ)−1µϕ to be a probability.)
6. For anyt > 0 andx∈ RRRd, Q(R)ϕ

t (x,dy) is absolutely continuous with respect toµϕ with
densityqR,ϕ

t (x,y) ∈C(RRRd×RRRd).
7. 1 is a simple eigenvalue ofQ(R)ϕ

t with eigenfunction1, is the only eigenvalue of it with a
positive eigenfunction, and the absolute value of any other eigenvalue is smaller than1.
Therefore, there exist constantsCϕ ,εϕ > 0 such that

∥∥∥∥Q(R)ϕ
t f −

∫

RRRd
f dµϕ

∥∥∥∥
B0

α

≤Cϕe−εϕ t‖ f‖B0
α
, for anyt ≥ 1 and f ∈ B0

α .

PROOF. By applying the same argument as in [14, Section 3] toe−ΛR,ϕ tψ−αRϕ
t ψα , we get

all of our assertions except the fact(hR,ϕ)−1 ∈ B0
α . We show this in the following. As a corollary

of Lemma 3.2,supx∈RRRd Rx(|X1| ≥ r)→ 0 asr → ∞, so there exists anr > 0 such that

inf
x∈RRRd

Rx(|X1| ≤ r)≥ 1
2
. (4.2)

Also, note that

ERx
[
e

∫ 1
0 ϕ(Xs)ds1A

]
≥ Rx(A)2

ERx

[
e

∫ 1
0 |ϕ(Xs)|ds

] , x∈ RRRd,A∈F . (4.3)

By Lemma 3.4

ERx
[
e

∫ t
0 |ϕ(Xs)|ds

]
≤ eλ (α,|ϕ|)tψ(x)α , for anyt > 0,x∈ RRRd. (4.4)

Combining (4.2), (4.3) and (4.4) implies

eΛR,ϕ
hR,ϕ(x) = ERx

[
e

∫ 1
0 ϕ(Xs)dshR,ϕ(X1)

]
≥ 1

4
e−λ (α,|ϕ|)

(
inf
Br

hR,ϕ
)

ψ(x)−α .

This gives us that(hR,ϕ)−1 ∈ B0
α . ¤

REMARK 3. It is easy to see by Perron-Frobnius argument that, ifθ = 0, then the same
result of Lemma 4.3 holds withα = 0.

REMARK 4. The uniqueness of the positive eigenfunction ofRϕ
t on B0

α for any α > 0
gives us thatΛ R,ϕ andhR,ϕ do not depend onα > 0.

For anyδ > 0, we say that a semi-group{Ut}t≥0 satisfies (Bδ ) if for any α ≥ 0 andβ > 0,
there existCα,β > 0 anddβ ∈ (0,1) such that
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| ∆

Ut f (x)| ≤ ψ(x)δ+β+α Cα,β

tdβ
‖ f‖B0

α
, x∈ RRRd, t ∈ (0,1], f ∈ B0

α . (4.5)

We have the following by [15, Theorem 1.1]:

LEMMA 4.4. Assume that there existδ1 > 1 and δ2 ∈ [δ1,δ1 +(1/2)(δ1−1)) such that
{Rt}t≥0 ∈ H2(δ1,δ2). Then{Rt}t≥0 satisfies(Bδ ) with δ := δ2−δ1 +1.

LEMMA 4.5. Assume that{Rt}t≥0 satisfies(Bδ ). Then{Rϕ
t }t≥0 satisfies(Bδ+θ ).

PROOF. First note that by (4.1),

∆

Rϕ
t =

∆

Rt +

∆∫ t

0
RsϕRϕ

t−sds. (4.6)

Also, by assumption,

‖ ∆

Rt‖B0
α→B0

δ+β+α+θ
≤ ‖ ∆

Rt‖B0
α+θ→B0

δ+β+α+θ
≤ Cα+θ ,β

tdβ
, t ∈ (0,1].

Next, we estimate the second term on the right hand side of (4.6). By Lemma 3.4, the definition of
ϕ and (4.5), we have‖Rϕ

u‖B0
α→B0

α
≤ eλ (α,ϕ), ‖ϕ‖B0

α→B0
α+θ

≤ ‖ϕ‖B0
θ

and‖ ∆

Ru‖B0
α+θ→B0

δ+β+α+θ
≤

Cα+θ ,β u−dβ for u∈ (0,1). Therefore,

∥∥∥∥

∆∫ t

0
RsϕRϕ

t−sds

∥∥∥∥
B0

α→B0
δ+β+α+θ

≤
∫ t

0
eλ (α,ϕ)‖ϕ‖B0

θ
Cα+θ ,β s−dβ ds

= Cα+θ ,β eλ (α,ϕ)‖ϕ‖B0
θ

1
1−dβ

t1−dβ , t ∈ (0,1].

These complete the proof. ¤

LEMMA 4.6. Assume that{Rt}t≥0 satisfies(Bδ ). Then{Q(R)ϕ
t }t≥0 satisfies(Bδ+θ ).

PROOF. By the definition ofQ(R)ϕ
t ,

∆

Q(R)ϕ
t f (x) = e−ΛR,ϕ t

∆

Rϕ
t (hR,ϕ f )
hR,ϕ +e−ΛR,ϕ t

∆

hR,ϕ

(hR,ϕ)2 Rϕ
t (hR,ϕ f ), f ∈ B0

α .

Note thathR,ϕ = e−ΛR,ϕ
Rϕ

1 hR,ϕ and hR,ϕ ∈ B0
α0

for any α0 > 0 by the definition ofhR,ϕ . So

∆

hR,ϕ ∈ B0
δ+β+α0+θ for anyβ > 0 by Lemma 4.5. Also,(hR,ϕ)−1 ∈ B0

α0
by Lemma 4.3. These

combined with Lemma 4.5 complete the proof. ¤

By Lemma 4.3, for anyα > 0, we can define the Green operator̃GR,ϕ onB0
α given by

G̃R,ϕ f =
∫ ∞

0

(
Q(R)ϕ

t f −
∫

RRRd
f dµϕ

)
dt. (4.7)
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G̃R,ϕ mapsB0
α into B0

α , and it is a continuous linear operator. Now, we are ready to give the
following:

LEMMA 4.7. Assume that{Rt}t≥0 satisfies(Bδ ). ThenG̃R,ϕ f ∈ C1(RRRd) for any f ∈
Cb(RRRd). Moreover, for anyβ > 0, there exists ac7 > 0 (which may depend onβ , {R}t≥0 andϕ)
such that

| ∆

G̃R,ϕ f (x)| ≤ c7ψ(x)δ+θ+β‖ f‖∞, for any f ∈Cb(RRRd),x∈ RRRd.

PROOF. Let f̃ = f − ∫
RRRd f dµϕ . Then‖ f̃‖∞ ≤ 2‖ f‖∞ and G̃R,ϕ f = G̃R,ϕ f̃ . Therefore,

without loss of generality, we may and do assume that
∫

RRRd f dµϕ = 0.
Since

G̃R,ϕ f =
∫ 1

0
Q(R)ϕ

t f dt+Q(R)ϕ
1 G̃R,ϕ f ,

we get from Lemma 4.6 for anyx∈ RRRd

| ∆

G̃R,ϕ f (x)| ≤
∫ 1

0
| ∆

Q(R)ϕ
t f (x)|dt+ | ∆

Q(R)ϕ
1 G̃R,ϕ f (x)|

≤ ψ(x)δ+θ+β
(

C0,β

∫ 1

0
t−dβ dt+Cβ/2,β/2‖G̃R,ϕ‖B0

β/2→B0
β/2

)
‖ f‖∞.

Takingc7 = C0,β
∫ 1

0 t−dβ dt+Cβ/2,β/2‖G̃R,ϕ‖B0
β/2→B0

β/2
completes the proof. ¤

5. Ito’s formula.

Let {Rt}t≥0 ∈ H1(γ) with γ > 1, and assume that it satisfies (Bδ ) with δ ≥ 1. Denote the
generator of{Rt}t≥0 asLR = ∑d

i, j=1aR
i j

∆

i

∆

j +bR · ∆

, let aR = (aR
i j )

d
i, j=1 andσR = (aR)1/2. Also,

let ϕ ∈ B0
θ with θ ∈ [0,γ−1).

Our main results of this section are the following two lemmas.

PROPOSITION5.1. hR,ϕ ∈C1(RRRd) and the generator of{Q(R)ϕ
t }t>0 is

LR,ϕ = LR+aR

∆

hR,ϕ

hR,ϕ · ∆

.

By Proposition 5.1, we see that the diffusion corresponding to{Q(R)ϕ
x } is a semimartingale

with respect to the canonical filtration.

PROPOSITION5.2. For any f ∈Cb(RRRd) with
∫

RRRd f dµϕ = 0, let 1=−G̃R,ϕ f (whereG̃R,ϕ

is as defined in(4.7)). Then1 ∈C1(RRRd). Also, let{Xt} be the diffusion process corresponding to
{Q(R)ϕ

x }, and let

Bt =
∫ t

0
(σR)−1(Xs)dXs−

∫ t

0
(σR)−1(Xs)

(
bR+aR

∆

hR,ϕ

hR,ϕ

)
(Xs)ds.
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Then{Bt}t≥0 is a Brownian motion and

1(Xt) = 1(X0)+
∫ t

0

∆

1(Xs) ·σR(Xs)dBs+
∫ t

0
f (Xs)ds.

We make some preparation before giving the proofs of them. For anyϕ ∈ B0
θ , the operator

GR,ϕ given by

GR,ϕ f =
∫ ∞

0

(
e−ΛR,ϕ tRϕ

t f −hR,ϕ
∫

RRRd

f
hR,ϕ dµϕ

)
dt, f ∈ B0

α ,

is well-defined by Lemma 4.3. Note that by the same way as in the proof of Lemma 4.7, we get
by Lemma 4.5 thatGR,ϕ f ∈C1(RRRd). We will give a kind of Ito’s formula forGR,ϕ first. Before
doing so, we need to show some continuity. LetBn = {x∈ RRRd; |x| ≤ n}, n∈ NNN.

Let us define two conditions.
(I) ϕ,{ϕn}n∈NNN ⊂ B0

θ are bounded andϕn → ϕ in Cb(Bm) asn→ ∞ for anym∈ NNN,
(II) f ,{ fn}n∈NNN ⊂ B0

α are bounded andfn → ϕ in Cb(Bm) asn→ ∞ for anym∈ NNN.

LEMMA 5.3. Assume(I). Then‖Rϕn
t −Rϕ

t ‖B0
α→B0

α
→ 0 asn→ ∞ for anyt,α > 0.

PROOF. First note that by Lemmas 3.2 and 3.4, there exists ac8 > 0 such that

∣∣Rϕn
t f (x)−Rϕ

t f (x)
∣∣

≤ ERx
[∣∣∣e

∫ t
0(ϕn−ϕ)(Xs)ds−1

∣∣∣
2]1/2

·ERx
[
e4

∫ t
0 ϕ(Xs)ds

]1/4
ERx

[
ψ(Xt)4α]1/4‖ f‖B0

α

≤ c8ψ(x)α/2
(

ERx
[
e2

∫ t
0 |ϕn−ϕ|(Xs)ds

]
−1

)1/2
‖ f‖B0

α
, for any f ∈ B0

α ,x∈ RRRd.

Therefore,

‖Rϕn
t −Rϕ

t ‖B0
α→B0

α
≤ c8

{
sup
x∈RRRd

ψ(x)−α
(

ERx
[
e2

∫ t
0 |ϕn−ϕ|(Xs)

]
−1

)}1/2
. (5.1)

We estimate the right hand side of (5.1) from now on. LetK2 = max{‖ϕn‖B0
θ
;n ∈ NNN}∨

‖ϕ‖B0
θ

< ∞. Then by Lemma 3.5 and Ḧolder’s inequality

sup
x∈RRRd

ψ(x)−α
(

ERx
[
e2

∫ t
0 |ϕn−ϕ|(Xs)

]
−1

)

≤
(

e(1/2)λ (ε,α,8K2ψθ )t0 sup
x∈RRRd

ERx
[
e4

∫ t
t0
|ϕn−ϕ|(Xs)

]1/2
−1

)

+ εe(1/2)λ (ε,α,8K2ψθ )t0 sup
x∈RRRd

ERx
[
e4

∫ t
t0
|ϕn−ϕ|(Xs)

]1/2
, for anyε, t0 > 0. (5.2)

For anyt0 > 0, we have by Lemma 3.2
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sup
x∈RRRd

(
ERx

[
e4

∫ t
t0
|ϕn−ϕ|(Xs)ds

]
−1

)

≤
(

e4(t−t0)‖ϕn−ϕ‖Cb(Bm) −1
)

+ sup
s≥t0,x∈RRRd

ERx
[
exp(16tKψθ (Xs))

]1/2 · sup
s≥t0,x∈RRRd

Rx(|Xs| ≥m)1/2

→ 0, asm→ ∞.

Here we used the factlimm→∞ sups≥t0,x∈RRRd Rx(|Xs| ≥ m) = 0 which comes easily from Lemma
3.2. This combined with (5.2) implies

sup
x∈RRRd

ψ(x)−α
(

ERx
[
e2

∫ t
0 |ϕn−ϕ|(Xs)

]
−1

)
→ 0, asn→ ∞,

which combined with (5.1) completes the proof. ¤

LEMMA 5.4. Assume(I). Then for anyα > 0 we have the following:
(1) limn→∞ Λ R,ϕn = Λ R,ϕ ,
(2) limn→∞ hR,ϕn = hR,ϕ in B0

α , andlimn→∞ µϕn = µϕ in ℘(RRRd),
(3) limn→∞ GR,ϕn = GR,ϕ as operators onB0

α .

PROOF. (1) follows from Lemma 5.3, Lemma 4.3 and [5, Lemma VII.6.3].
As for (2), we havee−ΛR,ϕntRϕn

t ande−ΛR,ϕ tRϕ
t are compact operators onB0

α , and1 is a
simple eigenvalue of both of them. We havelimn→∞ e−ΛR,ϕntRϕn

t = e−ΛR,ϕ tRϕ
t as operators onB0

α .
Hence by [5, Lemma VII.6.5] with respect to the convergence of projection operators, we have
limn→∞ hR,ϕn〈·,(hR,ϕn)−1dµϕn〉 = hR,ϕ〈·,(hR,ϕ)−1dµϕ〉 as operators onB0

α . So limn→∞ hR,ϕn =
hR,ϕ in B0

α and hencelimn→∞ µϕn = µϕ in ℘(RRRd).
(3) follows easily from Lemma 4.3, [5, Lemma VII.6.5] and the dominated convergence

theorem. ¤

LEMMA 5.5. Fix any α > 0. Assume(I) and (II) . ThenGR,ϕn fn → GR,ϕ f in B0
α and∆

GR,ϕn fn → ∆

GR,ϕ f in Cb(Bm) for anym∈ NNN.

PROOF. The first assertion easily follows from Lemma 5.4 and the decomposition

‖GR,ϕn fn−GR,ϕ f‖B0
α

≤ ‖GR,ϕn−GR,ϕ‖B0
α→B0

α
· sup

n∈NNN
‖ fn‖B0

α
+‖GR,ϕ1BC

m
ψα‖B0

α

(
sup
n∈NNN

‖ fn‖B0
α

+‖ f‖B0
α

)

+‖GR,ϕ(( fn− f )1Bm)‖B0
α
.

In the same way,Rϕn
t fn → Rϕ

t f in B0
α asn→ ∞. We show the second one.

CLAIM 1. For anyα ′ ≥ 0 and1n,1 ∈ B0
α ′ bounded with1n→ 1 in Cb(Bm) for anym∈NNN,

we havelimn→∞

∆

Rt1n =

∆

Rt1 in Cb(Bm) for anyt > 0 andm∈ NNN.

PROOF OFCLAIM 1. Since{Rt}t≥0 satisfies (Bδ ), we have for anyα ′ ≥ 0 andβ ,ε > 0
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| ∆

Rt1n(x)−

∆

Rt1(x)|
≤ ψ(x)δ+β+α ′+εCα ′+ε,β t−dβ (sup

n∈NNN
‖1n‖B0

α ′
+‖1‖B0

α ′
)ψ(m)−ε

+ψ(x)δ+β+α ′Cα ′+ε,β t−dβ ‖(1n−1)1Bm‖B0
α ′

, m∈ NNN.

The first term on the right hand side above converges to0 asm→ ∞ uniformly in n ∈ NNN and
x∈ Br for any r > 0, and the second term converges to0 asn→ ∞ uniformly in x∈ Br for any
m∈ NNN andr > 0. This gives us Claim 1. (Proof of Claim 1)¤

CLAIM 2. For any1n,1 ∈ B0
α bounded with1n → 1 in Cb(Bm) for any m∈ NNN, we have∆

Rϕn
t 1n →

∆

Rϕ
t 1 in Cb(Bm) asn→ ∞ for anyt ∈ (0,1] andm∈ NNN.

PROOF OFCLAIM 2. Recall (4.6). Since1n → 1 andϕnRϕn
t−s1n → ϕRϕ

t−s1 in Cb(Bm) as
n→ ∞ for anys∈ (0, t) andm∈NNN, we get by Claim 1 that

∆

Rt1n→

∆

Rt1 and

∆

RsϕnRϕn
t−s1n→∆

RsϕRϕ
t−s1 in Cb(Bm) asn→ ∞ for any s∈ (0, t) andm∈ NNN. This combined with (Bδ ) and

dominated convergence theorem gives us Claim 2. (Proof of Claim 2)¤

Claim 2 combined with Lemma 5.4 and the definition ofhR,· gives us

∆

hR,ϕn → ∆

hR,ϕ and∆

Rϕn
1 GR,ϕn fn → ∆

Rϕ
1 GR,ϕ f in Cb(Bm) asn→ ∞ for anym∈ NNN. Also,

∣∣∣ ∆

GR,ϕn fn− ∆

GR,ϕ f
∣∣∣≤

∫ 1

0

∣∣e−ΛR,ϕnt ∆

Rϕn
t fn−e−ΛR,ϕ t ∆

Rϕ
t f

∣∣∣dt

+
∫ 1

0

∣∣∣∣

∆

hR,ϕn

∫
fn

hR,ϕn
dµϕn− ∆

hR,ϕ
∫

f
hR,ϕ dµϕ

∣∣∣∣dt

+
∣∣∣e−ΛR,ϕn ∆

Rϕn
1 GR,ϕn fn−e−ΛR,ϕ ∆

Rϕ
1 GR,ϕ f

∣∣∣.

These combined with Lemma 5.4 complete the proof. ¤

LEMMA 5.6. Let η ∈ B0
α and {Xt}t≥0 the diffusion corresponding toLR + η · ∆

. Let
Bt =

∫ t
0(σR)−1(Xs)dXs−

∫ t
0(σR)−1(Xs)(bR+η)(Xs)ds. Then{Bt}t≥0 is a Brownian motion and

GR,ϕ f (Xt) = GR,ϕ f (X0)+
∫ t

0

∆

GR,ϕ f (Xs) ·σR(Xs)dBs

−
∫ t

0

(
f +(ϕ−Λ R,ϕ)GR,ϕ f −η

∆

GR,ϕ f −hR,ϕ
∫

RRRd

f
hR,ϕ dµϕ

)
(Xs)ds.

PROOF. The fact that{Bt}t≥0 is a Brownian motion is easy (c.f. Ikeda-Watanabe [7,
Chapter 2]).

Sinceϕ ∈ B0
θ and f ∈ B0

α , there exist sequences{ϕn}n∈NNN ∈C∞(RRRd)∩B0
θ and{ fn}n∈NNN ∈

C∞(RRRd)∩B0
α that satisfy the conditions (I) and (II) previous to Lemma 5.3. So by Lemma 5.5,

GR,ϕn fn →GR,ϕ f in B0
α and

∆

GR,ϕn fn → ∆

GR,ϕ f in Cb(Bm) asn→ ∞ for anym∈ NNN.
Sinceϕn, fn are smooth, we have by Gilbarg-Trudinger [6, Theorem 8.13] thatGR,ϕn fn ∈

C∞(RRRd). Let τm = inf{t ≥ 0;Xt /∈ Bm}. By Ito’s formula,
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GR,ϕn( fn)(Xt∧τm) = GR,ϕn( fn)(X0)+
∫ t∧τm

0

∆

GR,ϕn fn(Xs) ·σR(Xs)dBs

+
∫ t∧τm

0
(LR+η

∆

)
(
GR,ϕn fn

)
(Xs)ds, m,n∈ NNN. (5.3)

GR,ϕn fn →GR,ϕ f in C1
b(Bm) asn→ ∞, and

LRGR,ϕn fn =− fn− (ϕn−Λ R,ϕn)GR,ϕn( fn)+hR,ϕn

∫

RRRd

fn
hR,ϕn

dµϕn

→− f − (ϕ−Λ R,ϕ)GR,ϕ( f )+hR,ϕ
∫

RRRd

f
hR,ϕ dµϕ

in Cb(Bm). Take firstn→ ∞ thenm→ ∞. Sinceτm→ ∞ asm→ ∞ almost surely, this completes
the proof. ¤

PROOF OFPROPOSITION5.1. By definition,limt→0 (RthR,ϕ −hR,ϕ)/t = (Λ R,ϕ −ϕ)hR,ϕ .
So

∫

RRRd
(ϕhR,ϕ −Λ R,ϕhR,ϕ)dµ = 0 (5.4)

and

hR,ϕ −
∫

RRRd
hR,ϕdµ = GR,0(ϕhR,ϕ −Λ R,ϕhR,ϕ). (5.5)

Let {Xt}t≥0 be the diffusion corresponding toLR. Then by Lemma 5.6,

hR,ϕ(Xt) = hR,ϕ(X0)+
∫ t

0

∆

hR,ϕ(Xs) ·σR(Xs)dBs+
∫ t

0
(Λ R,ϕhR,ϕ −ϕhR,ϕ)(Xs)ds.

So by Ito’s formula

e−ΛR,ϕ t hR,ϕ(Xt)
hR,ϕ(X0)

exp

(∫ t

0
ϕ(Xs)ds

)

= exp

(∫ t

0
hR,ϕ(Xs)−1 ∆

hR,ϕ(Xs) ·σR(Xs)dBs

− 1
2

∫ t

0
(hR,ϕ(Xs))−2 ∆

hR,ϕ(Xs) ·aR(Xs)

∆

hR,ϕ(Xs)ds

)
.

The left hand side above is nothing but(dQ(R)ϕ
X0

/dRX0)(ω)
∣∣
Ft

. This gives us our assertion.¤

PROOF OFPROPOSITION5.2. The fact that{Bt}t≥0 is a Brownian motion is easy (c.f.
Ikeda-Watanabe [7, Chapter 2]). By Lemma 5.6, Proposition 5.1 and the assumption

∫
RRRd f dµϕ =

0,
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GR,ϕ(hR,ϕ f )(Xt) = GR,ϕ(hR,ϕ f )(X0)+
∫ t

0

∆

GR,ϕ(hR,ϕ f )(Xs) ·σR(Xs)dBs

−
∫ t

0

(
hR,ϕ f +(ϕ−Λ R,ϕ)GR,ϕ(hR,ϕ f )

− (hR,ϕ)−1 ∆

hR,ϕ ·aR ∆

GR,ϕ(hR,ϕ f )
)
(Xs)ds.

Also, (5.4), (5.5) and Proposition 5.1 give us that

hR,ϕ(Xt) = hR,ϕ(X0)+
∫ t

0

∆

hR,ϕ(Xs)σR(Xs)dBs

−
∫ t

0

(
(ϕ−Λ R,ϕ)hR,ϕ − (hR,ϕ)−1 ∆

hR,ϕ ·aR ∆

hR,ϕ)
(Xs)ds.

SinceG̃R,ϕ = (hR,ϕ)−1GR,ϕhR,ϕ , the above and Ito’s formula give us Proposition 5.2. ¤

As an immediate result of Lemma 4.3, Lemma 4.6 and Proposition 5.1, we have the follow-
ing:

REMARK 5. Suppose that{Rt}t≥0 ∈ H1(γ) and satisfies(Bδ ) with γ > 1 andδ ≥ 1. Let
ϕ ∈ B0

θ with θ ∈ [0,γ−δ ). Then{Q(R)ϕ
t }t≥0 ∈ H1(γ) and satisfies(Bδ+θ ).

6. Preparations and basic estimates.

Let us go back to the situation described in Section 2. From now on, we will omit the
superscriptRwhenR= P, if there is not risk of confusion,i.e., we writeΛ P,ϕ asΛ ϕ , hP,ϕ ashϕ ,
etc.

Recall that{Qt}t≥0 = {Q(P)φν0}t≥0 and{P∗π
t }t≥0 = {Q(S)ϕ0

t }t≥0. Let G be the Green

operator corresponding to{Qt}t≥0, i.e., G = G̃P,φν0 . Then it is easy to see that the dual operator

Q∗
t of Qt (resp.,G∗ of G) in L2(dν0) is Q∗

t = Q(P∗π)φν0
t = Q(S)φν0+ϕ0

t , (resp.,G∗ = G̃P∗π ,φν0 =
˜GS,φν0+ϕ0).

We first have the following:

LEMMA 6.1. ν0 is the(unique) invariant probability measure of{Qx}x∈RRRd .

PROOF. Let Iφν0 be the rate function corresponding to{Qφ
t }t≥0, i.e.,

Iφν0(ν) = sup

{∫

RRRd
ϕdν− lim

t→∞

1
t

log‖(Q(P)φν0)ϕ
t ‖L∞→L∞ ;ϕ ∈Cb(RRRd)

}
, ν ∈℘(RRRd).

Then it is easy that

Iφν0(ν) = I(ν)−
∫

RRRd
φ ν0dν +Λ φν0

, for anyν ∈℘(RRRd).
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ν minimizeIφν0 if and only if ν is the invariant probability measure of{Qx}x∈RRRd .
Sinceν0 maximizeΦ− I andI is convex, we have for anyt ∈ (0,1) andν ∈℘(RRRd)

Φ(ν0)− I(ν0)≥Φ(tν +(1− t)ν0)− I(tν +(1− t)ν0)

≥Φ(tν +(1− t)ν0)− tI(ν)− (1− t)I(ν0).

Hence

Φ(tν +(1− t)ν0)−Φ(ν0)
t

≤ I(ν)− I(ν0).

The left hand side above converges toDΦ(ν0)(ν−ν0) =
∫

RRRd φ ν0dν− ∫
RRRd φ ν0dν0 ast → 0. So

I(ν0)−
∫

RRRd
φ ν0dν0 ≤ I(ν)−

∫

RRRd
φ ν0dν , for anyν ∈℘(RRRd).

Therefore,ν0 minimize Iφν0 , which implies thatν0 is the (unique) invariant probability measure
of {Qx}x∈RRRd . ¤

LEMMA 6.2. For anyβ < (γ 1∨ γ ′1)+1 andC > 0,

∫

RRRd
eC|x|β ν0(dx) < ∞, (6.1)

limsup
T→∞

1
T

logEQν0

[
exp

(
C

∫ T

0
|Xt |β dt

)]
< ∞. (6.2)

PROOF. By Remark 5, we have{Qt}t≥0 = {Q(P)φν0
t }t≥0 ∈ H1(γ 1) and {Q∗

t }t≥0 =
{Q(S)φν0+ϕ0

t }t≥0 ∈ H1(γ ′1). Sinceν0 is {Qt}t≥0-invariant, by Lemma 3.2, we have (6.2) holds
for anyβ < (γ 1∨ γ ′1)+ 1 andC > 0. The second one is now easy by Schwartz inequality and
Markovian property, as in the proof of Lemma 3.3. ¤

Also, we have the following two Lemmas by Lemma 4.7 and Proposition 5.2:

LEMMA 6.3. For anyβ > 0, there exists ac9 > 0 (depending onβ ) such that

| ∆

G f(x)| ≤ c9ψ(x)γ 2−γ 1+1+β‖ f‖∞,

| ∆

G∗ f (x)| ≤ c9ψ(x)γ ′2−γ ′1+1+θ0+β‖ f‖∞, x∈ RRRd, f ∈Cb(RRRd).

LEMMA 6.4. (1) For any f ∈Cb(RRRd) with
∫

RRRd f dν0 = 0, let 11 = −G f and12 = −G∗ f .
Then11,12 ∈C1(RRRd).
(2) Let{Xt}t≥0 be the diffusion corresponding to{Qt}t≥0. Then there exists a Brownian motion
{Bt}t≥0 such that

11(Xt) = 11(X0)+
∫ t

0

∆

11(Xs)σ(Xs)dBs+
∫ t

0
f (Xs)ds,



Laplace approximations for LDPs of diffusions on RRRd 577

and for anyT > 0, there exists a Brownian motion (with respect to the canonical backward
filtraction) {B̂T

t }t∈[0,T] such that

12(XT−t) = 12(XT)+
∫ t

0

∆

12(XT−s)σ(XT−s)dB̂T
s +

∫ t

0
f (XT−s)ds.

We remark that{XT−t}t∈[0,T] is a diffusion with respect to the canonical backward filtraction
associated with semi-group{Q∗

t }t∈[0,T] for anyT > 0.

Let G= G+G∗, and letΓ ( f ,1) =
∫

RRRd f G1dν0, f ,1∈Cb(RRRd). Then we have the following:

LEMMA 6.5. Γ ( f , f ) =
∫

RRRd

∆

G f ·a ∆

G f dν0 for any f ∈Cb(RRRd). In particular,Γ ( f , f )≥
0, andΓ ( f , f ) = 0 if and only if f is constant.

PROOF. Let {Xt} be the diffusion corresponding to{Qx}x∈RRRd . Then for anyf ∈Cb(RRRd)
with

∫
RRRd f dν0 = 0,

Γ ( f , f ) =
∫

RRRd
f G f dν0 = lim

T→∞

1
T

EQν0

[(∫ T

0
f (Xs)ds

)2]
.

By Proposition 5.2,

∫ T

0
f (Xs)ds= G f(X0)−G f(XT)+

∫ T

0
∆

G f(Xs) ·σ(Xs)dBs, (6.3)

where{Bt}t≥0 is a Brownian motion. LetMt =
∫ t

0

∆

G f ·σ(Xs)dBs, t ≥ 0. Then{Mt}t≥0 is a
continuous local martingale. Since{Qt}t≥0 is ν0-invariant and

∫
RRRd ψαdν0 < ∞ for any α > 0,

we have by Lemma 4.7 and A1 thatEQν0{〈M,M〉T}= T
∫

RRRd

∆

G f ·a ∆

G f dν0 < ∞ for all T ≥ 0.
So{Mt}t≥0 is a martingale. Therefore,(1/T)EQν0{M2

T} = (1/T)EQν0{〈M,M〉T} =
∫

RRRd

∆

G f ·
a

∆

G f dν0. Also,G f is bounded, so it is easy to see by (6.3) that

1
T

EQν0

[(∫ T

0
f (Xs)ds

)2]
→

∫

RRRd

∆

G f ·a ∆

G f dν0 asT → ∞.

These give us thatΓ ( f , f ) =
∫

RRRd

∆

G f · a ∆

G f dν0, for any f ∈ Cb(RRRd). Now, the facts that
Γ ( f , f )≥ 0 and thatΓ ( f , f ) = 0 if and only if f is constant are easy since the matrixa is strictly
positive definite. ¤

Let∼ be the equivalent relation inCb(RRRd) given by f ∼ 1 if and only if f −1 is equal to con-

stant. Let̃Cb(RRRd) = Cb(RRRd)/∼. ThenΓ is an inner product oñCb(RRRd). Let H =
(
C̃b(RRRd)

Γ )∗
.

ThenH is a Hilbert space, and can be regarded as a dense subspace ofM0(RRRd).
Sinceν0 maximizeΦ − I = Φ − Iφν0 + 〈φ ν0, ·〉 −Λ P,φν0 , and is the invariant measure of

{Qt}t≥0 = {Q(P)φν0
t }t≥0, we have the following by the same method as in [16, Section 2]:
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LEMMA 6.6.

D2Φ(ν0)(G f dν0,G f dν0)≤ ( f ,G f)L2(dν0), for any f ∈Cb(RRRd).

By Lemma 6.6, all of the eigenvalues ofD2Φ(ν0)
∣∣
H×H are not greater than1. Now, we are

ready to give a precise formulation of the assumption A5:
A5’ All of the eigenvalues ofD2Φ(ν0)

∣∣
H×H are less than1, i.e.,

D2Φ(ν0)(G f dν0,G f dν0) < ( f ,G f)L2(dν0), for any f ∈Cb(RRRd).

Let Gx andGy be the continuous linear extensions ofG⊗ I andI ⊗G onCb(RRRd)×Cb(RRRd),
respectively.G∗

y, Gx, etc, are defined in the same way. Also, for any symmetricV ∈Cb(RRRd×
RRRd;RRR), defineAV : M0(RRRd)×M0(RRRd)→RRRby AV(R1,R2) =

∫
RRRd

∫
RRRd V(x,y)R1(dx)R2(dy). Then

AV is symmetric, bilinear and continuous. The following is easy, and the proof is omitted.

LEMMA 6.7. For any symmetricV ∈Cb(RRRd×RRRd;RRR),

∆

x

∆

yGxG∗
yV(x,y) is well-defined

and is inC(RRRd×RRRd). Moreover,AV
∣∣
H×H is a Hilbert-Schmidt function and

∥∥∥AV

∣∣∣
H×H

∥∥∥
2

H.S.
=

∫

RRRd

∫

RRRd
V(x,y)GxGyV(x,y)ν0(dx)ν0(dy)

=
∫

RRRd

∫

RRRd

d

∑
i, j,k,l=1

∆
xk

∆
yi GxG

∗
yV(x,y)ai j (y)akl(x)

∆
xl

∆
y j GxG

∗
yV(x,y)ν0(dx)ν0(dy).

7. Estimate for LLLppp-bounded.

Our main result of this section is the following:

PROPOSITION7.1. LetV ∈Cb(RRRd×RRRd) be symmetric and satisfies
∫

RRRd V(x,y)ν0(dy) = 0
for any x ∈ RRRd. Also, suppose that all of the eigenvalues ofAV

∣∣
H×H are smaller than1. Then

there exists anε0 > 0 such that

sup
T>0

EQx
[
e(1/2T)

∫ T
0

∫ T
0 V(Xt ,Xs)dtds,AT,ε

∣∣∣XT = y
]

< ∞ (7.1)

for anyx,y∈ RRRd andε ≤ ε0. HereAT,ε = {dist(LT ,ν0) < ε}.
We first prepare several notations. For0≤ t ≤ T, let Lt,T = (1/(T− t))

∫ T
t δXsdsand

At,T,ε = {dist(Lt,T ,ν0) < ε},

Af
t,T,ε =

{∣∣∣∣
∫

(RRRd)k
f dL⊗k

t,T −
∫

(RRRd)k
f dν⊗k

0

∣∣∣∣ < ε
}

for f ∈C((RRRd)k), k = 1,2. We writeAf
T,ε = Af

0,T,ε .
We have the following Harnack inequality by Krylov-Safonov [8]:
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LEMMA 7.2. Let {Rt}t≥0 ∈ H2(κ1,κ2) with κ1 > 1 and κ2 ∈ [κ1,κ1 + (1/2)(κ1− 1)).
Then for anyx∈ RRRd, there exists acx > 0 such that

R1 f (x)≤ cx

∫

RRRd
f dµ, for any f ∈ Bb(RRRd,RRR+).

Note that for any boundedσ{Xs;1≤ s≤ T−1}-measurable functionf , we have

∫

RRRd

∫

RRRd
EQν0

[
f
∣∣∣X1 = x,XT−1 = y

]
ν0(dx)ν0(dy) = EQν0 [ f ],

and thatq(1, ·,y) is bounded onRRRd. So we have by applying Lemma 7.2 to{Qx}x∈RRRd

LEMMA 7.3. For anyx,y∈ RRRd, there exists acx,y > 0 such that

EQx
[

f
∣∣∣XT = y

]
≤ cx,yE

Qν0 [ f ]

for anyT > 2 andσ{Xs;1≤ s≤ T−1}-measurable positive bounded functionf .

For anyε > 0 andT ≥ 2∨8/ε, we haveAT,ε/2 ⊂ A1,T−1,ε ⊂ AT,(3/2)ε . So by Lemma 7.2

EQx
[
e1/(2T)

∫ T
0

∫ T
0 V(Xt ,Xs)dtds,LT,ε/2

∣∣∣XT = y
]

≤ e4‖V‖∞cx,yE
Qν0

[
e1/(2T)

∫ T
0

∫ T
0 V(Xt ,Xs)dtds,AT,2ε

]
.

Therefore, to show Proposition 7.1, it only remains to prove that there exists anε > 0 such that

sup
T>1

EQν0

[
e1/(2T)

∫ T
0

∫ T
0 V(Xt ,Xs)dtds,AT,ε

]
< ∞. (7.2)

We divide the proof of (7.2) into several steps. Let

U1(x,y) =−(GxV)(x,y),

U(x,y) =−(G∗
yU1)(x,y),

W(x,y) =
d

∑
i, j,k,l=1

∆

xk

∆

yiU(x,y)akl(x)ai j (y)

∆

xl

∆

y jU(x,y), x,y∈ RRRd.

Then we have the following by the continuity ofG and Lemma 6.3:

LEMMA 7.4. For anyβ > 0, there exists ac10 > 0 (depending onβ ) such that

| ∆

xU(x,y)| ≤ c10‖V‖∞ψ(x)γ 2−γ 1+1+β ,

| ∆

x

∆

yU(x,y)| ≤ c10
2‖V‖∞ψ(x)γ 2−γ 1+1+β ψ(y)γ ′2−γ ′1+1+θ0+β , x,y∈ RRRd.
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Note that by Lemma 6.2, for anyα < (γ 1 ∨ γ ′1) + 1, there exists aKα ∈ RRR such that

EQν0
[
e

∫ T
1 ψ(Xt )α dt

]≤ eKα (T−1) for anyT > 1 andx∈ RRRd. Therefore,

Qν0

(
1

T−1

∫ T

1
ψ(Xt)αdt ≥ r

)
≤ e−r(T−1)eKα (T−1), for anyr > 0. (7.3)

Combining this with1{|Xt |≥R} ≤ ψ(Xt)α/ψ(R)α , R> 0, implies

Qν0

(
1

T−1

∫ T

1
1{|Xt |≥R}dt ≥ r

)
≤ e−rψ(R)α (T−1)eKα (T−1), r ∈ RRR. (7.4)

LEMMA 7.5. Assumeα < (γ 1∨γ ′1)+1. Then for anyε,C > 0, there exists anR> 0 such
that

Qν0

(
1

T−1

∫ T

1
ψ(Xt)α1{|Xt |≥R}dt ≥ ε

)
≤ 2e−C(T−1), for anyT > 1.

PROOF. By assumption there exists ap such that1 < p < {(γ 1∨ γ ′1)+1}/α. Let q > 1
be the Ḧolder conjugate ofp. Then by Ḧolder inequality,

1
T−1

∫ T

1
ψ(Xt)α1{|Xt |≥R}dt

≤
(

1
T−1

∫ T

1
ψ(Xt)pαdt

)1/p

·
(

1
T−1

∫ T

1
1{|Xt |≥R}dt

)1/q

.

Therefore, by (7.4) withα substituted bypα, we have

Qν0

(
1

T−1

∫ T

1
ψ(Xt)α1{|Xt |≥R}dt ≥ ε

)

≤Qν0

(
1

T−1

∫ T

1
ψ(Xt)pαdt ≥ r

)
+Qν0

(
1

T−1

∫ T

1
1{|Xt |≥R}dt ≥

(
ε

r1/p

)q )

≤ e−r(T−1)eKpα (T−1) +e−(εr−1/p)qψ(R)pα (T−1)eKpα (T−1), for anyr > 0.

This completes the proof. ¤

LEMMA 7.6. For anyα < (γ 1∨ γ ′1)+1 andε,C > 0, there exists aR> 0 such that

Qν0

((∫

RRRd
ψ(x)αL1,T(dx)

)
·
(∫

Bc
R

ψ(y)αL1,T(dy)
)

> ε
)
≤ 3e−C(T−1), for anyT > 1,

whereBR = {x∈ RRRd; |x| ≤ R}, R> 0, as before.

PROOF. Just notice that by (7.3),
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Qν0

((∫

RRRd
ψ(x)αL1,T(dx)

)
·
(∫

Bc
R

ψ(y)αL1,T(dy)
)

> ε
)

≤ e−r(T−1)eKα (T−1) +Qν0

(∫

Bc
R

ψ(x)αL1,T(dx) >
ε
r

)
, for anyr > 0.

This combined with Lemma 7.5 completes the proof. ¤

LEMMA 7.7. Let f ∈Cb(RRRd×RRRd). Also, assume one of the following:
(1) 1 ∈C(RRRd) and there existC1 > 0 andα < (γ 1∨ γ ′1)+1 such that|1(x)| ≤C1ψ(x)α for any
x∈ RRRd,
(2) 1 ∈ C(RRRd × RRRd) and there existC1 > 0 and α < (γ 1 ∨ γ ′1) + 1 such that |1(x,y)| ≤
C1ψ(x)α ψ(y)α for anyx,y∈ RRRd.
Then for anyε > 0 andC > 0, there exists anε0 > 0 such that for anyε1 ≤ ε0,

lim
T→∞

1
T

logEQν0

[
e(1/T)

∫ T
0

∫ T
0 f (Xs,Xt )dsdt,AT,ε1 ∩ (A1T,ε)

c
]

<−C. (7.5)

PROOF. We only give the proof of (2) because the proof of (1) is similar. By (6.2) we have∫
RRRd ψβ dν0 < ∞ for anyβ > 0. So for anyε > 0, there exists anR1 > 0 such that

∫ ∫

(BR1×BR1)c
|1(x,y)|ν0(dx)ν0(dy) <

ε
3
.

By Lemma 7.6, for anyC > 0 there exists anR2 > 0 such that

Qν0

(∫ ∫

(BR2×BR2)c
ψ(x)α ψ(y)αL1,T(dx)L1,T(dy) >

ε
3C1

)
< 6e−(C+‖ f‖∞)(T−1)

for anyT > 0. Let R= R1∨R2 > 0. Then1 is bounded onBR×BR. So there exists anε1 > 0
such that, ifω ∈ A1,T,ε1, then

∣∣∣∣
∫

BR

∫

BR

|1(x,y)|L1,T(dx)L1,T(dy)−
∫

BR

∫

BR

|1(x,y)|ν0(dx)ν0(dy)
∣∣∣∣ <

ε
3
.

Therefore,

Qν0(A1,T,ε1 ∩ (A11,T,ε)
c)≤Qν0

(∫ ∫

(BR2×BR2)c
ψ(x)α ψ(y)αL1,T(dx)L1,T(dy) >

ε
3C1

)

< 6e−(C+‖ f‖∞)(T−1).

This implies (7.5) easily. ¤

By condition, there exists aβ > 0 such thatγ 2− γ 1 +1+β < ((γ 1∨ γ ′1)+1)/2 andγ ′2−
γ ′1 + 1+ θ0 + β < ((γ 1∨ γ ′1)+1)/2. So by Lemma 7.4 and A1, we get the following as a
corollary of Lemma 7.7:
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COROLLARY 7.8. Let V be as in Proposition7.1. Then for anyε > 0, there exists an
ε0 > 0 such that

sup
T>0

EQν0

[
e1/(2T)

∫ T
0

∫ T
0 V(Xt ,Xs)dtds,AT,ε1 ∩

(
AW

T,ε

)c]
< ∞, for anyε1 ≤ ε0.

Corollary 7.8 completes the estimate about the integrals onAT,ε1 ∩ (AW
T,ε)

c. Therefore, in
order to prove (7.2), we only need to deal with the integrals onAW

T,ε .
We first have the following result about multiple integral by [10, Lemma 3.1]:

LEMMA 7.9. Let {B̄t}t≥0 be a Brownian motion. Then for anyT > 0 and symmetric
h(·, ·) : [0,T]× [0,T]→ RRRsatisfying

∫ T
0

∫ T
0 h(s, t)2dsdt< 1/4, we have

E
[
e

∫ T
0

∫ T
0 h(s,t)dB̄sdB̄t

]
≤ e

∫ T
0

∫ T
0 h(s,t)2dsdt.

SinceV
∣∣
H×H is a Hilbert-Schmidt function by Lemma 6.7, it can be written as the sum-

mation of a finite sum of bilinear terms and a term with Hilbert-Schmidt norm small enough.
Lemma 7.10 and Lemma 7.11 deal with the term with Hilbert-Schmidt norm small enough, and
Lemma 7.12 deals with the bilinear terms.

LEMMA 7.10. LetV be as in Proposition7.1. Also, suppose thatV satisfies

∫

RRRd

∫

RRRd
V(x,y)GxGyV(x,y)ν0(dx)ν0(dy) <

c2
2

256c2
1

. (7.6)

Then there exists anε0 > 0 such that

sup
T>1

EQν0

[
e1/(2T)

∫ T
0

∫ T
0 V(Xt ,Xs)dtds,AW

T,ε

]
< ∞, for anyε ≤ ε0.

PROOF. From the definition ofU1 and Lemma 6.4,

U1(XT ,Xt) = U1(Xt ,Xt)+
∫ T

t

∆

xU1(Xs,Xt) ·σ(Xs)dBs+
∫ T

t
V(Xs,Xt)ds

for anyT, t > 0 with T > t. Therefore, by the symmetry ofV,

∫ T

0

∫ T

0
V(Xs,Xt)dsdt= 2

(∫ T

0
(U1(XT ,Xt)−U1(Xt ,Xt))dt

)

−2
∫ T

0
dt

(∫ T

t

∆

xU1(Xs,Xt) ·σ(Xs)dBs

)
.

We have by Remark 3 that‖U1‖∞ < ∞. As for the second term on the right hand side above, it is
equal to
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MT :=−2
∫ T

0

(∫ s

0

∆

xU1(Xs,Xt) ·σ(Xs)dt

)
dBs

by stochastic Fubini’s theorem (c.f. Ikeda-Watanabe [7, Lemma 3.4.1]). Also,{Mt}t≥0 is a
local martingale withQν0-intergable quadratic variation for anyT > 0, hence a continuousQν0-
martingale. So

EQν0

[
e(1/T)

∫ T
0

∫ T
0 V(Xt ,Xs)dsdt,AW

T,ε

]

≤ exp(4‖U1‖∞) ·EQν0

[
e2

∫ T
0 |(2/T)

∫ s
0

∆

xU1(Xs,Xt )·σ(Xs)dt|2ds,AW
T,ε

]1/2
.

By (2.1), it is sufficient to show there exists anε > 0 such that

sup
T>0

EQν0

[
e(8c2)/T2 ∫ T

0 ds|∫ s
0

∆

xU1(Xs,Xt )dt|2,AW
T,ε

]
< ∞. (7.7)

Let 1(s, t) =

∆

y

∆

xU(XT−s,XT−t). Then by Lemma 6.4

∆

xU(XT−s,X0) =

∆

xU(XT−s,XT−s)+
∫ T

s
1(s, t) ·σ(XT−t)dB̂T

t

+
∫ T

s
∆

xU1(XT−s,XT−t)dt, for anys∈ (0,T)

where{B̂T
t }t∈[0,T] is a Brownian motion. Note that by assumption, there exists aβ > 0 such that

γ 2− γ 1 + 1+ β < (γ 1 +1)/2, Also, ν0 is {Qx}x∈RRRd-invariant. So by Lemma 7.4 and Lemma
6.2,

sup
T>1

EQν0

[
e4/T2 ∫ T

0 |

∆

xU(XT−s,X0)− ∆

xU(XT−s,XT−s)|2ds′
]

< ∞.

Therefore, by Ḧolder’s inequality, it only remains to show there exists anε > 0 such that

sup
T>0

EQν0

[
e(32c2)/T2 ∫ T

0 |
∫ T
s 1(s,t)·σ(XT−t )dB̂T

t |2ds,AW
T,ε

]
< ∞.

Let {B̄t}t≥0 be ad-dimensional Brownian motion which is independent to{Xt}t∈[0,∞). Then by a
simple calculation with the help of Ḧolder’s inequality, stochastic Fubini’s theorem and A1, we
have

EQν0

[
e(32c2)/T2 ∫ T

0 |
∫ T
t 1(t,s)·σ(XT−s)dB̂T

s |2dt,AW
T,ε

]

≤ EQν0

[
EB̄

[
e(128c2

2)/T2 ∫ T
0 |

∫ s
0 1(t,s)dB̄t |2ds

]
,AW

T,ε

]1/2
. (7.8)

Note that
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∫ T

0

∣∣∣∣
∫ s

0
1(t,s)dB̄t

∣∣∣∣
2

ds (7.9)

=
∫ T

0

(∫ T

t
|1(t,s)|2ds

)
dt+

∫ T

0

∫ T

0

(∫ T

t∨u
1(t,s)⊗1(u,s)ds

)
dB̄tdB̄u.

For the first term on the right hand side of (7.9), we have by Lemma 6.7 and (7.6) there exists an
ε > 0 such that

∫

RRRd

∫

RRRd
W(x,y)LT(dx)LT(dy) <

c2
2

256c2
1

onAW
T,ε .

For the second term on the right hand side of (7.9), we have

(128c2
2)

2

T4

∫ T

0

∫ T

0
dtdu

∥∥∥∥
∫ T

t∨u
1(t,s)⊗1(u,s)ds

∥∥∥∥
2

≤ (128c2
2)

2

T4

∫ T

0
dt

∫ T

0
du

(∫ T

t
‖1(t,s)‖2ds

)(∫ T

u
‖1(u,s)‖2ds

)

= (128c2
2)

2
{

1
T2

∫ T

0
dt

(∫ T

t
‖1(t,s)‖2ds

)}2

≤
{

128c2
2

T2

∫ T

0

∫ T

0
‖1(t,s)‖2dtds

}2

=
{

128c2
2

∫

RRRd

∫

RRRd
‖ ∆

x

∆

yU(x,y)‖2LT(dx)LT(dy)
}2

≤
{

128c2
2

c2
1

∫

RRRd

∫

RRRd
(

∆

x

∆

yU(x,y))t(a⊗a)(x,y)

∆

x

∆

yU(x,y)LT(dx)LT(dy)
}2

<
128c2

2

c2
1

·
(

c2
2

256c2
1

)2

=
1
4

onAW
T,ε . (7.10)

So by Lemma 7.9,

EQν0

[
EB̄

[
e(128c2

2)/T2 ∫ T
0

∫ T
0 (

∫ T
t∨u1(t,s)⊗1(u,s)ds)dB̄tdB̄u

]
,AW

T,ε

]

≤ EQν0

[
e(128c2

2)2/T4 ∫ T
0

∫ T
0 dtdu|∫ T

t∨u1(t,s)⊗1(u,s)ds|2,AW
T,ε

]

< e1/4.

This combined with (7.8) and (7.9) completes the proof. ¤

Now, we get the following as a direct result of Corollary 7.8 and Lemma 7.10:

LEMMA 7.11. Let V be as in Lemma7.10. Then there exists anε0 > 0 such that(7.2)
holds for anyε ≤ ε0.
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Similarly, we have the following:

LEMMA 7.12. For any e∈ Cb(RRRd) with
∫

RRRd edν0 = 0 and Γ (e,e) = 1, and anyc < 1,
there exists anε0 > 0 such that

sup
T>0

EQν0

[
ec/(2T)(

∫ T
0 e(Xt )dt)2

,AT,ε

]
< ∞, for anyε ≤ ε0. (7.11)

PROOF. Let 3 = Ge. Then 3 ∈ C1(RRRd) by Lemma 6.3. Letu =

∆

3 · a ∆

3. Then
by Lemma 6.3, for anyβ > 0 there exists ac9 > 0 (which may depend onβ ) such that
|u(x)| ≤ c2c9

2‖e‖2
∞ψ(x)2(γ 2−γ 1+1+β ) for any x ∈ RRRd. So by Lemma 7.7, for anyε > 0, there

exists anε0 > 0 such that

sup
T>1

EQν0

[
e(a/(2T))(

∫ T
0 e(Xt )dt)2

,AT,ε1 ∩
(

Au
T,ε

)c]
< ∞, for anyε1 ≤ ε0.

Next, we show that there exists anε > 0 such that

sup
T>1

EQν0

[
e(a/(2T))(

∫ T
0 e(Xt )dt)2

,Au
T,ε

]
< ∞. (7.12)

By Lemma 6.3,

3(XT)− 3(X0) =
∫ T

0

∆

3(Xt)σ(Xt)dBt +
∫ T

0
e(Xt)dt.

3 is bounded, so to prove (7.12), it is sufficient if there exists anε > 0 such that

sup
T>0

EQν0

[
e(c/2)·(1/T)(

∫ T
0

∆

3(Xt )·σ(Xt )dBt )2
,Au

T,ε

]
< ∞.

Choose and fix aδ ∈ (0,(1/c)−1). Since
∫

RRRd u(x)ν0(dx) = ‖e‖2
H∗ = 1, there exists anε0 > 0

such that
∫

RRRd u(x)LT(dx)≤ 1+δ onAu
T,ε for anyε ≤ ε0. By Ikeda-Watanabe [7, Theorem II.7.2],

there exists a Brownian motioñB such that

(∫ T

0

∆

3(Xt) ·σ(Xt)dBt

)2

= B̃

(∫ T

0

∆

3(Xt) ·a(Xt)

∆

3(Xt)dt

)2

≤ sup
0≤t≤(1+δ )T

|B̃(t)|2 onAu
T,ε .

So by reflection principle,

sup
T>0

EQν0

[
e(c/2)·(1/T)(

∫ T
0

∆

3(Xt )·σ(Xt )dBt )2
,Au

T,ε

]

≤ sup
T>0

E
[
e(c/2)·(1/T)sup0≤t≤(1+δ )T |B̃(t)|2

]
≤ 2√

1−c(1+δ )
−1 < ∞.
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This completes the proof. ¤

Now, we can prove Proposition 7.1 in the same way as in [10].

PROOF OFPROPOSITION7.1. As mentioned before, it is sufficient to prove (7.2).
By Lemma 6.7,AV

∣∣
H×H is a Hilbert-Schmidt type function. So by condition, the maximum

eigenvaluesa is smaller than1. Write the eigenvalues ofAV
∣∣
H×H as{an}n∈NNN with |a1| ≥ |a2| ≥

|a3| ≥ · · · , and the corresponding eigenvectors as{Gemdν0}∞
m=1 with

∫
RRRd em(x)Gen(x)ν0(dx) =

δmn, m,n∈NNN. ThenAV(Gemdν0,R) = am
∫

RRRd em(x)R(dx) for anyR∈M0(RRRd). So for anym∈NNN

with am 6= 0, we may and do assume thatem∈ C̃b(RRRd).
Choose and fix ap > 1 such thatap< 1. Let q be the Ḧolder conjugate ofp > 1. Then

there exists anN ∈ NNN such that∑∞
i=N+1q2a2

i < c2
2/256c2

1. By Hölder’s inequality and applying
Lemma 7.11 toV1(x,y) := q

(
V(x,y)−∑N

i=1aiei(x)ei(y)
)
,x,y∈ RRRd, it only remains to prove that

there exists anε > 0 such that

sup
T>0

EQν0

[
e∑N

i=1(p/(2T))
∫ T
0

∫ T
0 aiei(Xt )ei(Xs)dsdt,AT,ε

]
< ∞. (7.13)

Without loss of generality, we may and do assume thata1, · · · ,aN ≥ 0. In general, we have
that for anyη > 0, there exist am∈ NNN and ξi = (ξ 1

i , · · · ,ξ N
i ) ∈ RRRN, i = 1, · · · ,m, such that

‖ξi‖RRRd = 1, i = 1, · · · ,m, and

m⋂

i=1

{
x∈ RRRN : (x,ξi)≤ (1+η)−1/2

}
⊂ {

x∈ RRRN : ‖x‖< 1
}

,

so

‖x‖2 ≤ (1+η) max
i=1,··· ,m

(x,ξi)2, x∈ RRRN.

Apply this fact toη = 1− pa. Let ẽi = ∑N
j=1 ξ j

i ej , i = 1, · · · ,m. Then(Gẽi , ẽi)L2(dν0) = 1,∫
RRRd ẽi(x)ν0(dx) = 0, i = 1, · · · ,m, and

N

∑
j=1

(∫ T

0
ej(Xt)dt

)2

≤ (1+η) max
i=1,··· ,m

(∫ T

0
ẽi(Xt)dt

)2

.

Therefore,

EQν0

[
e∑N

i=1(p/(2T))
∫ T
0

∫ T
0 aiei(Xt )ei(Xs)dsdt,AT,ε

]
≤

m

∑
i=1

EQν0

[
e((1−η2)/2)·(1/T)(

∫ T
0 ẽi(Xt )dt)2

,AT,ε

]
.

This combined with Lemma 7.12 yields (7.13), which completes the proof. ¤
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8. Proof of Theorem 2.1.

The proof is similar to that of [10], so we only give a sketch.
Let Φ̃(ν) = Φ(ν)−Φ(ν0)−DΦ(ν0)(ν−ν0), ν ∈M (RRRd). Then

e−λTEPx
[
eTΦ((1/T)

∫ T
0 δXt dt),A

∣∣∣XT = y
]

=
h(x)
h(y)

EQx
[
eTΦ̃((1/T)

∫ T
0 δXt dt),A

∣∣∣XT = y
]
, for anyA∈FT . (8.1)

Let AT,ε = {dist((1/T)
∫ T

0 δXt dt,ν0) < ε}, T > 0, ε > 0, as before. So the theorem will be shown
if we can show the following two lemmas.

LEMMA 8.1.

limsup
T→∞

1
T

logEQx

[
exp

(
TΦ̃

(
1
T

∫ T

0
δXt dt

))
,Ac

T,ε

∣∣∣XT = y

]
< 0

for anyε > 0 andx,y∈ RRRd.

LEMMA 8.2. For anyx,y∈ RRRd, there exists anε > 0 such that

lim
ε→0

lim
T→∞

EQx

[
exp

(
TΦ̃

(
1
T

∫ T

0
δXt dt

))
,AT,ε

∣∣∣XT = y

]

= exp

{
1
2

∫

RRRd
GxΦ (2)(ν0; ·, ·)

∣∣∣
(u,u)

ν0(du)
}
×det2(IH −D2Φ(ν0))−1/2.

Lemma 8.1 is easy from large deviation principle. We prove Lemma 8.2. First, we have the
following by Proposition 7.1:

LEMMA 8.3. There exist constantsp > 1 andε > 0 such that

sup
T>0

EQx
[
epTΦ̃((1/T)

∫ T
0 δXt dt),AT,ε |XT = y

]
< ∞.

PROOF. Let R(ν0, ·) be the third remainder of the Taylor expansion ofΦ aroundν0, i.e.,

R(ν0,ν) = Φ̃(ν)− (1/2)D2Φ(ν0)(ν−ν0,ν−ν0). Also, defineΦ̃ (2) onRRRd×RRRd by

Φ̃ (2)(x,y) = Φ (2)(ν0;x,y)−
∫

RRRd
Φ (2)(ν0;x,z)ν0(dz)−

∫

RRRd
Φ (2)(ν0;z,y)ν0(dz)

+
∫

RRRd

∫

RRRd
Φ (2)(ν0;z1,z2)ν0(dz1)ν0(dz2), x,y∈ RRRd.

Then

D2Φ(ν0)(LT −ν0,LT −ν0) =
∫

RRRd

∫

RRRd
Φ̃ (2)(·, ·)dLTdLT .
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By A5, there existp, r > 1 such that all of the eigenvalues ofprΦ̃ (2)
∣∣
H×H are smaller than1.

Therefore, by Proposition 7.1, there exists anε0 > 0 such that

sup
T>1

EQx
[

exp
(
prD2Φ(ν0)(LT −ν0,LT −ν0)

)
,AT,ε

∣∣∣XT = y
]

< ∞, for anyε ≤ ε0.

Let s be the Ḧolder conjugate ofr. Then by A6, we have by re-choosingε0 > 0 if necessary

sup
T>1

EQx
[

exp
(
psR(ν0,LT)

)
,AT,ε

∣∣∣XT = y
]

< ∞, for anyε ≤ ε0.

These and Ḧolder’s inequality complete the proof. ¤

PROOF OFLEMMA 8.2. As in Kusuoka-Tamura [12], Qx has the strong mixing property,
soXT and

√
T(LT−ν0) are asymptotically independent underQx asT →∞ for anyx∈RRRd, also,

EQx
[
e
√−1

√
T

∫
RRRd u(x)((1/T)

∫ T
0 δXt dt−ν0)(dx)

]
→ e−(1/2)

∫
RRRd u(y)Gu(y)ν0(dy), asT → ∞

for anyu∈ L2(RRRd,dν0).
Take a separable Hilbert spaceH1 such that the set{Gudν0

∣∣∫
RRRd uGudν0 < ∞} is a dense

linear subspace ofH1, and the inclusion map is a Hilbert-Schmidt operator. LetW be anH1-
valued random variable such that

E
[
exp(

√−1(u,W))
]
= exp

(
−1

2

∫

RRRd
u(y)Gu(y)ν0(dy)

)

for anyu∈ H∗
1 . (Write the distribution ofW asζ ).

Then by the central limit theorem for Hilbert space valued random variables, the distribution
of (XT ,

√
T(LT −ν0)) underQx converges weakly toν0⊗ζ asT → ∞.

As claimed before,D2Φ(ν0)(·, ·)
∣∣
H×H is a Hilbert-Schmidt function. Write the eigenvalues

and the corresponding eigenvectors asam andGemdν0, m∈ NNN. Then∑N
m=1am

(
(em,W)2− 1

)
converges inL2(dζ ) as N → ∞. Use : D2Φ(ν0)(W,W) : to denote theL2(dζ )-limit of
∑N

m=1am
(
(em,W)2−1

)
.

It is easy to see that

1
T

∫ T

0

∫ T

0

N

∑
m=1

amem(Xs)em(Xt)dsdt− 1
T

∫ T

0

N

∑
m=1

amem(Xs)Gem(Xs)ds→
N

∑
m=1

am
(
(em,W)2−1

)

underQx in distribution for anyN ∈ NNN, and

sup
T>0

EQx

[{(
1
T

∫ T

0

∫ T

0
Φ (2)(ν0;Xt ,Xs)dsdt− 1

T

∫ T

0
GxΦ (2)(ν0; ·, ·)

∣∣∣
(Xs,Xs)

ds

)

−
(

1
T

∫ T

0

∫ T

0

N

∑
m=1

amem(Xs)em(Xt)dsdt− 1
T

∫ T

0

N

∑
m=1

amem(Xs)Gem(Xs)ds

)}2]

→ 0
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asN→ ∞. Therefore,

1
T

∫ T

0

∫ T

0
Φ (2)(ν0;Xt ,Xs)dsdt− 1

T

∫ T

0
GxΦ (2)(ν0; ·, ·)

∣∣∣
(Xs,Xs)

ds→: D2Φ(ν0)(W,W) :

in distribution asT → ∞. Also,

1
T

∫ T

0
GxΦ (2)(ν0; ·, ·)

∣∣∣
(Xs,Xs)

ds→
∫

RRRd
GxΦ (2)(ν0; ·, ·)

∣∣∣
(u,u)

ν0(du)

Qx-almost surely asT → ∞, and

TR

(
ν0,

1
T

∫ T

0
δXt dt

)
→ 0

underQx in distribution asT → ∞. Therefore,

TΦ̃
(

1
T

∫ T

0
δXt dt

)
→: D2Φ(ν0)(W,W) : +

∫

RRRd
GxΦ (2)(ν0; ·, ·)

∣∣∣
(u,u)

ν0(du)

in distribution asT → ∞. This together with Lemma 8.3 give us Lemma 8.2. ¤

9. Examples.

In this section, we will give some examples of{Pt}t≥0 that satisfy our assumptions A1 and
A2 in Section 2.

Let U andb be any pair of functions satisfying the following:

E0 U ∈C∞(RRRd;RRR) with
∫

RRRd e−U(x)dx< ∞, andb∈C∞(RRRd;RRRd),
E1 There exist constantsγ 1 > 1 andγ 2 ∈ [γ 1,γ 1 +(1/2)(γ 1−1)) such that(1/2)∆ +(b−∆

U) · ∆∈ H2(γ 1,γ 2),
E2 There exist constantsγ ′1 > 1 andγ ′2 ∈ [γ ′1,γ ′1+(1/2)(γ ′1−1)) such that(1/2)∆−b· ∆∈

H2(γ ′1,γ ′2),
E3 There exists aθ0 ∈ [0,(γ ′1−1)/2− (γ ′2− γ ′1)) such thatϕ0 :=

∆

U · (b− (1/2)

∆

U)−
div(b− (1/2)

∆

U) ∈ B0
θ0

.

Let {Pt}t>0 be the semi-group of continuous linear operators onCb(RRRd) corresponding to

L0 =
1
2

∆ − ∆

U · ∆

+b· ∆

.

Let µ be the invariant measure of{Pt}t>0, which exists uniquely with all moments finite. Let
P∗µ

t denote the dual operator ofPt in L2(dµ).
Let {St}t>0 be the semi-group of continuous linear operators onCb(RRRd) corresponding to

generator(1/2)∆ −b· ∆

. We show the following:

LEMMA 9.1. P∗µ
t = Q(R)ϕ0

t for anyt > 0.
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Lemma 9.1 means that{Pt}t>0 satisfies A1 and A2 of Section 2. Let us prove it from now
on.

First, letµ0 be the finite measure onRRRd given by

µ0(dx) = e−U(x)dx.

Without loss of generality, we may and do assume thatµ0 is a probability measure. Before giving
the proof of Lemma 9.1, we first show the following:

LEMMA 9.2. For anyt > 0, the dual operatorP∗µ0
t of Pt in L2(dµ0) is given byP∗µ0

t = Sϕ0
t .

PROOF. The generator of{P∗µ0
t }t>0 is the dual operatorL∗µ0

0 of L0 in L2(dµ0). Note that

∫

RRRd
L∗µ0

0 1(x) f (x)µ0(dx) =
∫

RRRd
1(x)L0 f (x)e−U(x)dx

=
∫

RRRd
f (x)

(
1
2

∆ −b· ∆

+
(

1
2

∆U− 1
2
| ∆

U |2 +b· ∆

U−div b

))
1(x)e−U(x)dx

for any f ,1 ∈C∞
0 (RRRd). So

L∗µ0
0 =

1
2

∆ −b· ∆

+
(

1
2

∆U− 1
2
| ∆

U |2 +b· ∆

U−div b

)
.

This gives us our assertion. ¤

LEMMA 9.3. Λ S,ϕ0 = 0. Therefore, for anyα > 0, there exists a unique(up to constant
multiplication) positiveh̃∈ B0

α such that̃h = P∗µ0
t h̃ andQ(R)ϕ0

t = h̃P∗µ0
t h̃−1 for anyt > 0.

PROOF. We have by Lemma 9.2, E2, E3 and Lemma 4.3 that for anyα > 0, there exists a
unique (up to constant multiplication) positiveh̃∈ B0

α such that̃h = e−ΛS,ϕ0tP∗µ0
t h̃ for anyt > 0.

We show thatΛ S,ϕ0 = 0.
First, we show that̃h is µ0-integrable. By E1 and Lemma 3.2, there exists anr > 0 such

that infx∈RRRd Px(|Xt | ≤ r) > 1/2. Let f be a positive continuous function with compact support
satisfying infBr f > 0, whereBr means the ball with center0 and radiusr as before. Then
infx∈RRRd Pt f (x)≥ infBr f × infx∈RRRd Px(|Xt | ≤ r) > 0 for anyt > 0. On the other hand,

∫

RRRd
h̃Pt f dµ0 =

∫

RRRd
P∗µ0

t h̃ f dµ0 = eΛS,ϕ0t
∫

RRRd
h̃ f dµ0, (9.1)

which is finite, sincef ∈C0(RRRd) andh̃ is continuous. Therefore,̃h is µ0-integrable.
So the left hand side of (9.1) converges to

∫
RRRd f dµ× ∫

RRRd h̃dµ0 ast → ∞. This gives us that
Λ S,ϕ0 = 0. ¤

PROOF OFLEMMA 9.1. Let h = dµ/dµ0, which is well-defined and positive since
suppµ = suppµ0 = RRRd, and both of them are absolutely continuous with respect to Lebesgue
measure with positive density. Then

∫
P∗µ

t f1dµ =
∫

P∗µ0
t ( f h)1h−1dµ for any f ,1 ∈ B0

α . So
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P∗µ
t f = h−1P∗µ0

t (h f), for anyt > 0, f ∈ B0
α . (9.2)

Therefore, by Lemma 9.3, it is sufficient to showh = const× h̃. We do this from now on.
SinceP∗µ

t 1 = 1, (9.2) and Lemma 9.1 give us that

h = Sϕ0
t h. (9.3)

For anyA > 0, considerAh∧ h̃. It is trivial thatAh∧ h̃∈ B0
α . Also, sinceSϕ0

t is a monotone non-
decreasing operator, by (9.3) and Lemma 9.3,Ah∧ h̃ = Sϕ0

t ah∧Sϕ0
t h̃≥ Sϕ0

t (ah∧ h̃). Therefore,
there exists abA such that

Ah∧ h̃ = bAh̃, for anyA > 0. (9.4)

For anyx0 ∈ RRRd, there exists aA > 0 such thatAh(x0) < h̃(x0). So (9.4) gives usAh(x0) =
bAh̃(x0), henceb= (ah(x0))/h̃(x0) < 1. Sincẽh 6= 0, this combined with (9.4) give usAh= bAh̃.
This completes the proof. ¤

Finally, let us give some concrete examples that satisfy E0, E1, E2 and E3. For example, let
d = 1, let A > 0, δ > 0, η > 0, ξ > δ/2∨ (η − δ −2) be any constants, lety(x) ∈C∞

b (RRR) such
thaty(x) = |x|−ξ−2x for any|x| ≥ 2 andy(x) = x for any|x| ≤ 1, and let

∆
U(x) = |x|δ x−Ay(x)|x|η ,

b(x) =
1
2

(
|x|δ x−Ay(x)|x|η

)
+y(x).

Thenb andU satisfy the conditions of this section withγ 1 = γ 2 = γ ′1 = γ ′2 = 1+ δ andθ0 =
δ −ξ < δ/2 = (γ ′1−1)/2− (γ ′2− γ ′1).
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