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#### Abstract

Let us consider the following nonlinear singular partial differential equation $(t \partial / \partial t)^{m} u=F\left(t, x,\left\{(t \partial / \partial t)^{j}(\partial / \partial x)^{\alpha} u\right\}_{j+\alpha \leq m, j<m}\right)$ in the complex domain with two independent variables $(t, x) \in \boldsymbol{C}^{2}$. When the equation is of totally characteristic type, this equation was solved in [2] and [9] under certain Poincaré condition. In this paper, the author will prove the uniqueness of the solution under the assumption that $u(t, x)$ is holomorphic in $\left\{(t, x) \in C^{2} ; 0<|t|<r,|\arg t|<\theta,|x|<R\right\}$ for some $r>0, \theta>0, R>0$ and that it satisfies $u(t, x)=O\left(|t|^{a}\right)($ as $t \longrightarrow 0)$ uniformly in $x$ for some $a>0$. The result is applied to the problem of removable singularities of the solution.


## 1. Introduction.

Notations: $(t, x) \in \boldsymbol{C}_{t} \times \boldsymbol{C}_{x}, \boldsymbol{N}=\{0,1,2, \ldots\}$, and $\boldsymbol{N}^{*}=\{1,2, \ldots\}$. Let $m \in \boldsymbol{N}^{*}$ be fixed, set $N=\#\{(j, \alpha) \in \boldsymbol{N} \times \boldsymbol{N} ; j+\alpha \leq m, j<m\}$ (that is, $N=m(m+3) / 2)$, and denote the complex variable $z \in C^{N}$ by $z=\left\{z_{j, \alpha}\right\}_{j+\alpha \leq m, j<m}$.

In this paper we will consider the following nonlinear singular partial differential equation:

$$
\begin{equation*}
\left(t \frac{\partial}{\partial t}\right)^{m} u=F\left(t, x,\left\{\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\right\}_{\substack{j+\alpha \leq m \\ j<m}}\right), \tag{E}
\end{equation*}
$$

where $F(t, x, z)$ is a function of the variables $(t, x, z)$ defined in a neighborhood $\Delta$ of the origin of $\boldsymbol{C}_{t} \times \boldsymbol{C}_{x} \times \boldsymbol{C}_{z}^{N}$, and $u=u(t, x)$ is the unknown function. Set $\Delta_{0}=\Delta \cap\{t=$ $0, z=0\}$, and set also $I_{m}=\{(j, \alpha) \in \boldsymbol{N} \times \boldsymbol{N} ; j+\alpha \leq m, j<m\}$ and $I_{m}(+)=\{(j, \alpha)$ $\left.\in I_{m} ; \alpha>0\right\}$.

Let us first assume the following conditions:
$\left.\mathrm{A}_{1}\right) F(t, x, z)$ is a holomorphic function on $\Delta$;
$\left.\mathrm{A}_{2}\right) F(0, x, 0) \equiv 0$ on $\Delta_{0}$.
Then, by expanding $F(t, x, z)$ into Taylor series with respect to $(t, z)$ we have

$$
F(t, x, z)=a(x) t+\sum_{\substack{j+\alpha \leq m \\ j<m}} b_{j, \alpha}(x) z_{j, \alpha}+\sum_{p+|\nu| \geq 2} g_{p, \nu}(x) t^{p} z^{\nu}
$$

[^0]where $a(x), b_{j, \alpha}(x)(j+\alpha \leq m, j<m)$ and $g_{p, \nu}(x)(p+|\nu| \geq 2)$ are all holomorphic functions on $\Delta_{0}, \nu=\left\{\nu_{j, \alpha}\right\}_{(j, \alpha) \in I_{m}} \in \boldsymbol{N}^{N},|\nu|=\sum_{(j, \alpha) \in I_{m}} \nu_{j, \alpha}$ and $z^{\nu}=\prod_{(j, \alpha) \in I_{m}}\left[z_{j, \alpha}\right]^{\nu_{j, \alpha}}$. We divide our equation into the following three types:

```
Type (1): }\mp@subsup{b}{j,\alpha}{}(x)\equiv0\mathrm{ for all ( }j,\alpha)\in\mp@subsup{I}{m}{}(+)
Type (2): 施 (0)\not=0 for some (j,\alpha)\inIm(+);
```



Type (1) is called a Gérard-Tahara type partial differential equation and it was studied in $[\mathbf{3}],[\mathbf{4}]$ and $[\mathbf{1 0}]$; the uniqueness of the solution was studied in $[\mathbf{7}]$ and $[\mathbf{8}]$. Type (2) is called a spacially nondegenerate type partial differential equation and it was studied in [5]. Type (3) is called a totally characteristic type partial differential equation and it was studied in [2] and [9].

In this paper we will consider the type (3) under the following condition:

$$
\left.\mathrm{A}_{3}\right) b_{j, \alpha}(x)=O\left(x^{\alpha}\right)(\text { as } x \longrightarrow 0) \text { for all }(j, \alpha) \in I_{m}(+) .
$$

Then, by the condition $\mathrm{A}_{3}$ ) we have $b_{j, \alpha}(x)=x^{\alpha} c_{j, \alpha}(x)$ for some holomorphic functions $c_{j, \alpha}(x)\left((j, \alpha) \in I_{m}\right)$ and therefore our equation (E) is written in the form

$$
\begin{equation*}
C\left(x, t \frac{\partial}{\partial t}, x \frac{\partial}{\partial x}\right) u=a(x) t+\sum_{p+|\nu| \geq 2} g_{p, \nu}(x) t^{p} \prod_{(j, \alpha) \in I_{m}}\left[\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\right]^{\nu_{j, \alpha}} \tag{1.1}
\end{equation*}
$$

where

$$
C(x, \lambda, \rho)=\lambda^{m}-\sum_{\substack{j+\alpha \leq m \\ j<m}} c_{j, \alpha}(x) \lambda^{j} \rho(\rho-1) \cdots(\rho-\alpha+1) .
$$

Set

$$
\begin{align*}
& L(\lambda, \rho)=\lambda^{m}-\sum_{\substack{j+\alpha \leq m \\
j<m}} c_{j, \alpha}(0) \lambda^{j} \rho(\rho-1) \cdots(\rho-\alpha+1),  \tag{1.2}\\
& L_{m}(X)=X^{m}-\sum_{\substack{j+\alpha=m \\
j<m}} c_{j, \alpha}(0) X^{j} \tag{1.3}
\end{align*}
$$

and denote by $c_{1}, \ldots, c_{m}$ the roots of the equation $L_{m}(X)=0$ in $X$. If we factorize $L(\lambda, l)$ into the form

$$
\begin{equation*}
L(\lambda, l)=\left(\lambda-\lambda_{1}(l)\right) \cdots\left(\lambda-\lambda_{m}(l)\right), \quad l \in \boldsymbol{N} \tag{1.4}
\end{equation*}
$$

by renumbering the subscript $i$ of $\lambda_{i}(l)$ suitably we have

$$
\lim _{l \rightarrow \infty} \frac{\lambda_{i}(l)}{l}=c_{i} \quad \text { for } i=1, \ldots, m
$$

On the existence of a solution of (E) we have the following results.
Theorem 1. Assume the conditions $\mathrm{A}_{1}$ ), $\mathrm{A}_{2}$ ) and $\mathrm{A}_{3}$ ). We have:
(1)(Chen-Tahara [2]) If $L(k, l) \neq 0$ holds for any $(k, l) \in \boldsymbol{N}^{*} \times \boldsymbol{N}$ and if $c_{i} \in$ $C \backslash[0, \infty)$ holds for $i=1, \ldots, m$, the equation (E) has a unique holomorphic solution $u(t, x)$ in a neighborhood of $(0,0) \in \boldsymbol{C}_{t} \times \boldsymbol{C}_{x}$ satisfying $u(0, x) \equiv 0$.
(2)(Tahara [9]) If $c_{i} \in \boldsymbol{C} \backslash[0, \infty)$ holds for $i=1, \ldots, m$, the equation (E) has a family of solutions $u(t, x)$ of the form

$$
u(t, x)=w\left(t, t \log t, t(\log t)^{2}, \ldots, t(\log t)^{\mu}, x\right)
$$

where $w\left(t, t_{1}, t_{2}, \ldots, t_{\mu}, x\right)$ is a holomorphic function with $\mu$ arbitrary constants in a neighborhood of $\left(t, t_{1}, t_{2}, \ldots, t_{\mu}, x\right)=(0,0,0, \ldots, 0,0)$ satisfying $w(0,0,0, \ldots, 0, x) \equiv 0$ and $\mu$ is a non-negative integer determined by the equation.

Chen-Luo [1] and Shirai [6] have generalized the existence of the unique holomorphic solution in (1) of Theorem 1 to the case of several variables $(t, x) \in \boldsymbol{C} \times \boldsymbol{C}^{n}$ and $(t, x) \in$ $\boldsymbol{C}^{d} \times \boldsymbol{C}^{n}$.

In this paper, we will establish the uniqueness of the solution of the equation (E).

## 2. Uniqueness of the solution.

We denote:

- $\mathscr{R}(\boldsymbol{C} \backslash\{0\})$ the universal covering space of $\boldsymbol{C} \backslash\{0\}$,
- $S_{\theta}=\{t \in \mathscr{R}(\boldsymbol{C} \backslash\{0\}) ;|\arg t|<\theta\}$ a sector in $\mathscr{R}(\boldsymbol{C} \backslash\{0\})$,
- $S_{\theta}(r)=\left\{t \in S_{\theta} ; 0<|t|<r\right\}$,
- $D_{R}=\{x \in C ;|x| \leq R\}$.

Let us define sets of functions $\widetilde{\mathscr{S}}_{a}$ and $\widetilde{\mathscr{S}}_{+}$in which we will prove the uniqueness of the solution of (E).

Definition 1. (1) Let $a>0$. We denote by $\widetilde{\mathscr{S}_{a}}$ the set of all $u(t, x)$ satisfying the following i) and ii): i) $u(t, x)$ is a holomorphic function on $S_{\theta}(r) \times D_{R}$ for some $\theta>0$, $r>0$ and $R>0$; and ii) $u(t, x)$ satisfies

$$
\max _{x \in D_{R}}|u(t, x)|=O\left(|t|^{a}\right) \quad\left(\text { as } t \longrightarrow 0 \text { in } S_{\theta}(r)\right)
$$

(2) We define $\widetilde{\mathscr{S}}_{+}$by

$$
\widetilde{\mathscr{S}_{+}}=\bigcup_{a>0} \widetilde{\mathscr{S}}_{a}
$$

Let $\lambda_{1}(l), \ldots, \lambda_{m}(l)$ be the ones in (1.4). Our main theorem is as follows:
Theorem 2. Assume the conditions $\mathrm{A}_{1}$ ), $\mathrm{A}_{2}$ ), $\mathrm{A}_{3}$ ) and

$$
\begin{equation*}
\operatorname{Re} c_{i}<0 \quad \text { for } i=1, \ldots, m . \tag{2.1}
\end{equation*}
$$

Then, if $u_{1}(t, x)$ and $u_{2}(t, x)$ are solutions of $(\mathrm{E})$ belonging in the class $\widetilde{\mathscr{S}}+{ }_{+}$and if $u_{1}-u_{2} \in$ $\widetilde{\mathscr{S}_{a}}$ holds for some $a>0$ satisfying

$$
\begin{equation*}
a>\max _{\substack{1 \leq i \leq m \\ l \geq 0}} \operatorname{Re} \lambda_{i}(l), \tag{2.2}
\end{equation*}
$$

we have $u_{1}=u_{2}$ in $\widetilde{\mathscr{S}}_{+}$.
Since $\lambda_{i}(l) / l \longrightarrow c_{i}($ as $l \longrightarrow \infty)$ for $i=1, \ldots, m$, under the condition (2.1) we have $\operatorname{Re} \lambda_{i}(l) \longrightarrow-\infty($ as $l \longrightarrow \infty)$ for $i=1, \ldots, m$ and therefore the righthand side of (2.2) is well-defined. We note:

Lemma 1. Let $a>0$. The following two conditions are equivalent:
(1) (2.1) and (2.2) hold;
(2) there are $0 \leq b<a$ and $c>0$ such that $b-\operatorname{Re} \lambda_{i}(l) \geq c l$ holds for any $l \in N$ and $i=1, \ldots, m$.

Proof. Suppose the condition (1). Set

$$
\beta=\max \left[0, \max _{\substack{1 \leq i \leq m \\ l \geq 0}} \operatorname{Re} \lambda_{i}(l)\right]
$$

and take $b>0$ so that $\beta<b<a$. Since $\operatorname{Re} \lambda_{i}(l) / l \longrightarrow \operatorname{Re} c_{i}($ as $l \longrightarrow \infty)$ for $i=1, \ldots, m$, under the condition (2.1) we can find $\varepsilon>0$ and $L \in \boldsymbol{N}$ such that $-\operatorname{Re} \lambda_{i}(l) \geq \varepsilon l$ for any $l>L$ and $i=1, \ldots, m$. Then, by taking $c>0$ so that $0<c \leq \min \{\varepsilon,(b-\beta) / L\}$ we can verify the condition (2) in the following way: if $l>L$ we have $b-\operatorname{Re} \lambda_{i}(l) \geq-\operatorname{Re} \lambda_{i}(l) \geq$ $\varepsilon l \geq c l$, and for $0 \leq l \leq L$ we have $b-\operatorname{Re} \lambda_{i}(l) \geq b-\beta \geq c L \geq c l$. Thus, we have proved that (1) implies (2).

Conversely, suppose the condition (2). Then we have $\left(b-\operatorname{Re} \lambda_{i}(l)\right) / l \geq c$ and so by letting $l \longrightarrow \infty$ we have $-\operatorname{Re} c_{i} \geq c$ for $i=1, \ldots, m$; this proves (2.1). Since $a>b$ holds, we have $a>b \geq \operatorname{Re} \lambda_{i}(l)+c l \geq \operatorname{Re} \lambda_{i}(l)$ for any $l \in N$ and $i=1, \ldots, m$; this proves (2.2). Thus, we have proved also that (2) implies (1).

Thus, Theorem 2 is equivalent to the following
Theorem 2*. Assume the conditions $\left.\mathrm{A}_{1}\right), \mathrm{A}_{2}$ ), $\mathrm{A}_{3}$ ) and that there are $b \geq 0$ and $c>0$ such that

$$
\begin{equation*}
b-\operatorname{Re} \lambda_{i}(l) \geq c l \quad \text { for any } l \in \boldsymbol{N} \text { and } i=1, \ldots, m . \tag{2.3}
\end{equation*}
$$

If $u_{1}(t, x)$ and $u_{2}(t, x)$ are solutions of (E) belonging in the class $\widetilde{\mathscr{S}}_{+}$and if $u_{1}-u_{2} \in \widetilde{\mathscr{S}}_{a}$ holds for some $a>b$, then we have $u_{1}=u_{2}$ in $\widetilde{\mathscr{S}}_{+}$.

The rest part of this paper is organized as follows. In the next section 3 we will present basics of the theory of pseudo-differential operators, in section 4 we will prove a uniqueness theorem for some linear pseudo-differential equations, and in section 5 we will prove Theorem $2^{*}$ by applying the result in section 4 to our nonlinear equations. In
the last section 6 we will give an application of Theorem 2 to the problem of removable singularities of the solution of (E).

## 3. Basics of pseudo-differential operators.

We denote by $\boldsymbol{C}[[x]]$ the ring of formal power series in $x$ with complex coefficients. For a sequence $\lambda(l)(l=0,1,2, \ldots)$ of complex numbers, we define the operator $\lambda(\theta)$ : $\boldsymbol{C}[[x]] \longrightarrow \boldsymbol{C}[[x]]$ by the following:

$$
\begin{equation*}
\boldsymbol{C}[[x]] \ni f=\sum_{l \geq 0} f_{l} x^{l} \longmapsto \lambda(\theta) f=\sum_{l \geq 0} f_{l} \lambda(l) x^{l} \in \boldsymbol{C}[[x]] \tag{3.1}
\end{equation*}
$$

If $\lambda(\rho)$ is a mapping from $\boldsymbol{N}$ into $\boldsymbol{C}$, we can define an operator $\lambda(\theta): \boldsymbol{C}[[x]] \longrightarrow \boldsymbol{C}[[x]]$. In particular, if $\lambda(\rho)$ is a function defined on $\boldsymbol{R}_{+}=\{\rho \in \boldsymbol{R} ; \rho \geq 0\}$, we have an operator $\lambda(\theta): \boldsymbol{C}[[x]] \longrightarrow \boldsymbol{C}[[x]]$. If $\lambda(\rho)$ is a polynomial in $\rho$, we easily see that $\lambda(\theta)=\lambda(x(d / d x))$ holds as an operator from $\boldsymbol{C}[[x]]$ into $\boldsymbol{C}[[x]]$. Thus, our operator $\lambda(\theta)$ can be regarded as a generalization of a differential operator. From now, we will call this operator $\lambda(\theta)$ as a pseudo-differential operator.

If a pseudo-differential operator $\lambda(\theta): \boldsymbol{C}[[x]] \longrightarrow \boldsymbol{C}[[x]]$ satisfies

$$
|\lambda(l)| \leq C(1+l)^{k} \quad(l=0,1,2, \ldots)
$$

for some $C \geq 0$ and $k \geq 0$, we say that $\lambda(\theta)$ is a pseudo-differential operator of order $k$. We denote by $S_{k}$ the set of all such pseudo-differential operators of order $k$ as above.

For a formal power series $f(x)=\sum_{l \geq 0} f_{l} x^{l} \in \boldsymbol{C}[[x]]$, we define

$$
\begin{equation*}
|f|(x)=\sum_{l \geq 0}\left|f_{l}\right| x^{l} \quad \text { and } \quad|f|_{\rho}=|f|(\rho)=\sum_{l \geq 0}\left|f_{l}\right| \rho^{l} \tag{3.2}
\end{equation*}
$$

Let $R>0$. Using this norm, we define $X_{R}$ by

$$
X_{R}=\left\{f(x) \in \boldsymbol{C}[[x]] ;|f|_{R}<\infty\right\}
$$

It is easy to see that $X_{R}$ is a Banach space with the norm $|\cdot|_{R}$. We denote by $C^{0}\left([0, T], X_{R}\right)$ the space of all continuous functions $f(t, x)$ on $[0, T]$ with values in $X_{R}$ : it is also a Banach space with the norm $\|f\|=\max _{t \in[0, T]}|f(t)|_{R}$.

The following lemma is an easy consequence of the definition.
Lemma 2. (1) Let $\lambda(\theta)$ be a pseudo-differential operator of order 0 . If $f(t, x) \in$ $C^{0}\left([0, T], X_{R}\right)$, we have $\lambda(\theta) f(t, x) \in C^{0}\left([0, T], X_{R}\right)$. Moreover, if $|f(t)|_{R}=O\left(t^{s}\right)$ (as $t \longrightarrow 0)$ for some $s>0$, we have $|\lambda(\theta) f(t)|_{R}=O\left(t^{s}\right)($ as $t \longrightarrow 0)$.
(2) Let $m \in \boldsymbol{N}^{*}$ and let $\lambda(\theta)$ be a pseudo-differential operator of order $m$. If $f(t, x) \in$ $C^{0}\left([0, T], X_{R}\right)$, we have $\lambda(\theta) f(t, x) \in C^{0}\left([0, T], X_{R_{1}}\right)$ for any $0<R_{1}<R$. Moreover, if $|f(t)|_{R}=O\left(t^{s}\right)($ as $t \longrightarrow 0)$ for some $s>0$, we have $|\lambda(\theta) f(t)|_{R_{1}}=O\left(t^{s}\right)($ as $t \longrightarrow 0)$ for any $0<R_{1}<R$.

Now, let us consider the following pseudo-differential equation:

$$
\begin{equation*}
\left(t \frac{\partial}{\partial t}-\lambda(\theta)\right) u=f(t, x) \tag{3.3}
\end{equation*}
$$

For $u(t, x)=\sum_{l \geq 0} u_{l}(t) x^{l}$, instead of $|u(t)|_{\rho}$ we often write

$$
|u|(t, \rho)=\sum_{l \geq 0}\left|u_{l}(t)\right| \rho^{l} .
$$

Lemma 3. Let $R>0$ and $c \geq 0$. Assume that

$$
\begin{equation*}
-\operatorname{Re} \lambda(l) \geq c l \quad \text { for any } l=0,1,2, \ldots \text {.. } \tag{3.4}
\end{equation*}
$$

(1)(Integral representation) If $u(t, x) \in C^{1}\left((0, T], X_{R}\right)$ satisfies $|u(t)|_{R}=o(1)$ (as $t \longrightarrow 0)$, if $f(t, x) \in C^{0}\left([0, T], X_{R}\right)$ satisfies $|f(t)|_{R}=O\left(t^{\varepsilon}\right)($ as $t \longrightarrow 0)$ for some $\varepsilon>0$, and if $u(t, x)$ and $f(t, x)$ satisfy the equation (3.3) on $(0, T] \times D_{R}$, then $u(t, x)$ is expressed in the form

$$
\begin{equation*}
u(t, x)=\int_{0}^{t} \sum_{l \geq 0} f_{l}(\tau)(\tau / t)^{-\lambda(l)} x^{l} \frac{d \tau}{\tau} \quad \text { on }(0, T] \times D_{R} \tag{3.5}
\end{equation*}
$$

(2)(A priori estimate) Under the same conditions as in (1) we have

$$
\begin{equation*}
|u|(t, \rho) \leq \int_{0}^{t}|f|\left(\tau,(\tau / t)^{c} \rho\right) \frac{d \tau}{\tau} \quad \text { on }(0, T] \times[0, R] . \tag{3.6}
\end{equation*}
$$

In the above (3.6) we can replace" $\leq$ " by " $\ll$ ", where $\sum_{l \geq 0} a_{l} \rho^{l} \ll \sum_{l \geq 0} b_{l} \rho^{l}$ means that $\left|a_{l}\right| \leq b_{l}$ holds for all $l=0,1,2, \ldots$.
(3)(Uniqueness) If $u_{1}(t, x)$ and $u_{2}(t, x)$ are solutions of (3.3) belonging in the class $C^{1}\left((0, T], X_{R}\right)$ and if $\left|u_{1}(t)-u_{2}(t)\right|_{R}=o(1)($ as $t \longrightarrow 0)$ holds, we have $u_{1}(t, x)=u_{2}(t, x)$ on $[0, T] \times D_{R}$.
(4)(Solvability) If $\lambda(\theta)$ is a pseudo-differential operator of order 1 , and if $f(t, x) \in$ $C^{0}\left([0, T], X_{R}\right)$ satisfies $|f(t)|_{R}=O\left(t^{\varepsilon}\right)($ as $t \longrightarrow 0)$ for some $\varepsilon>0$, the equation (3.3) has a unique solution $u(t, x) \in C^{0}\left([0, T], X_{R}\right) \cap C^{1}\left((0, T], X_{R_{1}}\right)$ for any $0<R_{1}<R$ such that $|u(t)|_{R}=O\left(t^{\varepsilon}\right)($ as $t \longrightarrow 0)$ and $|(\partial u / \partial t)(t)|_{R_{1}}=O\left(t^{\varepsilon-1}\right)($ as $t \longrightarrow 0)$ for any $0<R_{1}<R$.

Proof. Let us prove (1). Set $u(t, x)=\sum_{l \geq 0} u_{l}(t) x^{l}$ and $f(t, x)=\sum_{l \geq 0} f_{l}(t) x^{l}$. By the equation (3.3) we have

$$
\left(t \frac{\partial}{\partial t}-\lambda(l)\right) u_{l}(t)=f_{l}(t) \quad \text { for any } l=0,1,2, \ldots
$$

which is equivalent to $(\partial / \partial t)\left(t^{-\lambda(l)} u_{l}(t)\right)=t^{-\lambda(l)-1} f_{l}(t)$ for $l=0,1,2, \ldots$. By integrating this from $t_{0}$ to $t$ (with $0<t_{0}<t$ ) we have

$$
\begin{equation*}
t^{-\lambda(l)} u_{l}(t)-t_{0}^{-\lambda(l)} u_{l}\left(t_{0}\right)=\int_{t_{0}}^{t} \tau^{-\lambda(l)} f_{l}(\tau) \frac{d \tau}{\tau} . \tag{3.7}
\end{equation*}
$$

Since $-\operatorname{Re} \lambda(l) \geq 0$ is assumed, by the assumption we have

$$
\begin{aligned}
& \left|t_{0}^{-\lambda(l)} u_{l}\left(t_{0}\right)\right| \leq\left|t_{0}\right|^{-\operatorname{Re} \lambda(l)}\left|u_{l}\left(t_{0}\right)\right| \leq\left|u_{l}\left(t_{0}\right)\right|=o(1)\left(\text { as } t_{0} \longrightarrow 0\right), \text { and } \\
& \left|\tau^{-\lambda(l)} f_{l}(\tau)(1 / \tau)\right| \leq|\tau|^{-\operatorname{Re\lambda }(l)} O\left(\tau^{\varepsilon-1}\right)=O\left(\tau^{\varepsilon-1}\right)(\text { as } \tau \longrightarrow 0):
\end{aligned}
$$

therefore by letting $t_{0} \longrightarrow 0$ in (3.7) we have

$$
t^{-\lambda(l)} u_{l}(t)=\int_{0}^{t} \tau^{-\lambda(l)} f_{l}(\tau) \frac{d \tau}{\tau} \quad \text { for any } l=0,1,2, \ldots
$$

which is equivalent to

$$
u_{l}(t)=\int_{0}^{t}(\tau / t)^{-\lambda(l)} f_{l}(\tau) \frac{d \tau}{\tau} \quad \text { for any } l=0,1,2, \ldots
$$

This proves the result (1). By (3.5) we have the result (2) as follows:

$$
\begin{aligned}
|u(t, \rho)| & =|u(t)|_{\rho} \leq \int_{0}^{t} \sum_{l \geq 0}\left|f_{l}(\tau)\right|(\tau / t)^{-\operatorname{Re} \lambda(l)} \rho^{l} \frac{d \tau}{\tau} \\
& \leq \int_{0}^{t} \sum_{l \geq 0}\left|f_{l}(\tau)\right|(\tau / t)^{c l} \rho^{l} \frac{d \tau}{\tau}=\int_{0}^{t}|f|\left(\tau,(\tau / t)^{c} \rho\right) \frac{d \tau}{\tau} .
\end{aligned}
$$

The result (3) is an easy consequence of the result (1).
Lastly, let us prove (4). By the argument in the proof of (1) it is easy to see that the unique solution $u(t, x)$ is given by

$$
u(t, x)=\int_{0}^{t} \sum_{l \geq 0} f_{l}(\tau)(\tau / t)^{-\lambda(l)} x^{l} \frac{d \tau}{\tau}
$$

By the assumption on $f(t, x)$ we have

$$
|u(t)|_{R} \leq \int_{0}^{t}|f(\tau)|_{R} \frac{d \tau}{\tau}=\int_{0}^{t} O\left(\tau^{\varepsilon}\right) \frac{d \tau}{\tau}=O\left(t^{\varepsilon}\right) \quad(\text { as } t \longrightarrow 0),
$$

and by Lemma 2 we have $|\lambda(\theta) u(t)|_{R_{1}}=O\left(t^{\varepsilon}\right)($ as $t \longrightarrow 0)$ for any $0<R_{1}<R$;
therefore we obtain $|t(\partial u / \partial t)(t)|_{R_{1}} \leq|f(t)|_{R_{1}}+|\lambda(\theta) u(t)|_{R_{1}}=O\left(t^{\varepsilon}\right)($ as $t \longrightarrow 0)$ for any $0<R_{1}<R$. This proves the result (4).

Set

$$
\begin{equation*}
L=t \frac{\partial}{\partial t}-\lambda(\theta) \tag{3.8}
\end{equation*}
$$

In the proof of Theorem $2^{*}$ we will use Lemma 3 in the following form:
Proposition 1. Let $R>0$ and $c \geq 0$. Assume that $\lambda(\theta)$ is a pseudo-differential operator of order 1 and that

$$
\begin{equation*}
-\operatorname{Re} \lambda(l) \geq c l \quad \text { for any } l=0,1,2, \ldots \tag{3.9}
\end{equation*}
$$

Assume also that $u(t, x) \in C^{1}\left((0, T], X_{R}\right)$ satisfies $|u(t)|_{R}=O\left(t^{\varepsilon}\right)($ as $t \longrightarrow 0)$ and $|(\partial u / \partial t)(t)|_{R}=O\left(t^{\varepsilon-1}\right)($ as $t \longrightarrow 0)$ for some $\varepsilon>0$. Set

$$
\phi(t, \rho)=\int_{0}^{t}|L u|\left(\tau,(\tau / t)^{c} \rho\right) \frac{d \tau}{\tau} \quad \text { on } \quad(0, T] \times[0, R)
$$

Then we have $|u|(t, \rho) \leq \phi(t, \rho)$ on $(0, T] \times[0, R)($ or $|u|(t, \rho) \ll \phi(t, \rho)$ as formal power series in $\rho$ ) and

$$
\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \phi(t, \rho)=|L u|(t, \rho) \quad \text { on } \quad(0, T] \times[0, R)
$$

Proof. Set $f(t, x)=(L u)(t, x)$; then by the assumption and Lemma 2 we see that $f(t, x) \in C^{0}\left([0, T], X_{R_{1}}\right)$ and $|f(t)|_{R_{1}}=O\left(t^{\varepsilon}\right)($ as $t \longrightarrow 0)$ hold for any $0<R_{1}<R$. Since $\phi(t, \rho)$ is nothing but

$$
\phi(t, \rho)=\int_{0}^{t}|f|\left(\tau,(\tau / t)^{c} \rho\right) \frac{d \tau}{\tau}=\int_{0}^{t} \sum_{l \geq 0}\left|f_{l}(\tau)\right|(\tau / t)^{c l} \rho^{l} \frac{d \tau}{\tau},
$$

by (2) of Lemma 3 we have $|u|(t, \rho) \leq \phi(t, \rho)$ on $(0, T] \times\left[0, R_{1}\right]$, and by the same argument as in the proof of (4) of Lemma 3 we obtain $(t \partial / \partial t+c \rho \partial / \partial \rho) \phi(t, \rho)=|f|(t, \rho)$ on $(0, T] \times\left[0, R_{1}\right]$. Since $0<R_{1}<R$ is arbitrary, this proves the proposition.

The following lemma will be used in section 4.
Lemma 4. Let $p \geq 0, k \in \boldsymbol{N}^{*}$ and let $\lambda(\theta)$ be a pseudo-differential operator of order 1 with the estimates $|\lambda(l)| \leq C(1+l)(l=0,1,2, \ldots)$. Then for any $f(x) \in X_{R}$ and $0 \leq \rho \leq R$ we have the following results:

$$
\text { i) }\left|(1+\theta)^{p}\left(\frac{\partial}{\partial x}\right) f\right|(\rho) \leq\left|\left(\frac{\partial}{\partial x}\right)(1+\theta)^{p} f\right|(\rho)=\frac{\partial}{\partial \rho}\left|(1+\theta)^{p} f\right|(\rho) \text {; }
$$

ii) $\left|\lambda(\theta)\left(\frac{\partial}{\partial x}\right) f\right|(\rho) \leq C\left|(1+\theta)\left(\frac{\partial}{\partial x}\right) f\right|(\rho) \leq C\left|\left(\frac{\partial}{\partial x}\right)(1+\theta) f\right|(\rho)$;
iii) $\left|\left(\frac{\partial}{\partial x}\right)^{k} \lambda(\theta) f\right|(\rho) \leq C(1+k)\left|(1+\theta)\left(\frac{\partial}{\partial x}\right)^{k} f\right|(\rho)$;
iv) $|(1+\theta) f|(\rho)=\left(1+\rho \frac{\partial}{\partial \rho}\right)|f|(\rho)$.

Proof. i) is verified by the condition: $(1+(l-1))^{p} \leq(1+l)^{p}(l=1,2, \ldots)$. ii) is verified by the assumption $|\lambda(l)| \leq C(1+l)(l=0,1, \ldots)$ and the result i) with $p=1$. iii) is verified by the condition $|\lambda(l)| \leq C(1+k)(1+(l-k))$ for any $l \geq k$. iv) is clear from the definition.

For a sequence $a(t, x ; l) \in C^{0}\left([0, T], X_{R}\right) \quad(l=0,1,2, \ldots)$ we define the operator $a(t, x ; \theta)$ by the following:

$$
\begin{equation*}
f(t, x)=\sum_{l \geq 0} f_{l}(t) x^{l} \longmapsto a(t, x ; \theta) f(t, x)=\sum_{l \geq 0} a(t, x ; l) f_{l}(t) x^{l} . \tag{3.10}
\end{equation*}
$$

We often write $a(t ; \theta) f(t)$ instead of $a(t, x ; \theta) f(t, x)$. By the definition we have:
Lemma 5. For any $f(t, x)=\sum_{l \geq 0} f_{l}(t) x^{l} \in C^{0}\left([0, T], X_{R}\right)$ we have

$$
\begin{equation*}
|a(t ; \theta) f(t)|_{R} \leq \sum_{l \geq 0}|a(t ; l)|_{R}\left|f_{l}(t)\right| R^{l} \tag{3.11}
\end{equation*}
$$

where $|a(t ; l)|_{R}$ is the norm of $a(t, x ; l) \in X_{R}$ for fixed $(t, l)$.
In view of Lemma 5, we say that $a(t, x ; \theta)$ is a pseudo-differential operator of order $k(\geq 0)$ with symbol in $C^{0}\left([0, T], X_{R}\right)$, if it satisfies

$$
\begin{equation*}
|a(t ; l)|_{R} \leq C(1+l)^{k}, \quad 0 \leq t \leq T \text { and } l=0,1,2, \ldots \tag{3.12}
\end{equation*}
$$

for some $C>0$. We denote by $S_{k}\left([0, T], X_{R}\right)$ the set of all the pseudo-differential operators of order $k$ with symbol in $C^{0}\left([0, T], X_{R}\right)$.

Proposition 2. (1) Let $a(t ; \theta)=a(t, x ; \theta) \in S_{0}\left([0, T], X_{R}\right)$. Then the mapping $a(t ; \theta): C^{0}\left([0, T], X_{R}\right) \longrightarrow C^{0}\left([0, T], X_{R}\right)$ is well defined, and we have

$$
\begin{equation*}
|a(t ; \theta) f(t)|_{R} \leq A|f(t)|_{R} \quad \text { with } A=\sup _{\substack{0 \leq t \leq T \\ l \geq 0}}|a(t ; l)|_{R} \tag{3.13}
\end{equation*}
$$

for any $f(t)=f(t, x) \in C^{0}\left([0, T], X_{R}\right)$.
(2) Let $k$ be a positive integer and let $a(t ; \theta)=a(t, x ; \theta) \in S_{k}\left([0, T], X_{R}\right)$. Then the mapping a $(t ; \theta): C^{0}\left([0, T], X_{R}\right) \longrightarrow C^{0}\left([0, T], X_{R_{0}}\right)$ is well defined for any $0<R_{0}<R$, and we have

$$
\begin{equation*}
|a(t ; \theta) f(t)|_{R_{0}} \leq \frac{A_{0}}{\left(1-R_{0} / R\right)^{1+k}}|f(t)|_{R} \tag{3.14}
\end{equation*}
$$

with

$$
A_{0}=\sup _{\substack{0 \leq t \leq T \\ l \geq 0}} \frac{k!|a(t ; l)|_{R_{0}}}{(1+l)(2+l) \cdots(k+l)}
$$

for any $f(t)=f(t, x) \in C^{0}\left([0, T], X_{R}\right)$.
Proof. (1) is verified by Lemma 5 and

$$
|a(t ; \theta) f(t)|_{R} \leq \sum_{l \geq 0}|a(t ; l)|_{R}\left|f_{l}(t)\right| R^{l} \leq A \sum_{l \geq 0}\left|f_{l}(t)\right| R^{l}=A|f(t)|_{R} .
$$

By Cauchy's inequality we have $\left|f_{l}(t)\right| \leq|f(t)|_{R} / R^{l}$ for any $l=0,1,2, \ldots$ then (2) is verified as follows:

$$
\begin{aligned}
|a(t ; \theta) f(t)|_{R_{0}} & \leq \sum_{l \geq 0}|a(t ; l)|_{R_{0}}\left|f_{l}(t)\right| R_{0}{ }^{l} \leq \sum_{l \geq 0} \frac{A_{0}(1+l)(2+l) \cdots(k+l)}{k!} \frac{|f(t)|_{R}}{R^{l}} R_{0}^{l} \\
& =A_{0}|f(t)|_{R} \frac{1}{\left(1-R_{0} / R\right)^{1+k}}
\end{aligned}
$$

## 4. A uniqueness result in some linear equations.

In this section we will prove the uniqueness of the solution of some linear pseudodifferential equations.

Let $T>0, R>0$, and let

1) $\lambda_{i}(\theta) \in S_{1} \quad(i=1, \ldots, m)$,
2) $a_{j}(t, x ; \theta) \in S_{m-j}\left([0, T], X_{R}\right) \quad(j<m)$,
3) $b_{q, j}(t, x ; \theta) \in S_{m-q-j}\left([0, T], X_{R}\right) \quad(q+j \leq m, q>0)$,
and set

$$
\begin{aligned}
\Theta_{0} & =1 \\
\Theta_{1} & =\left(t \frac{\partial}{\partial t}-\lambda_{1}(\theta)\right) \\
\Theta_{2} & =\left(t \frac{\partial}{\partial t}-\lambda_{2}(\theta)\right)\left(t \frac{\partial}{\partial t}-\lambda_{1}(\theta)\right) \\
& \ldots \ldots \cdots \\
\Theta_{m} & =\left(t \frac{\partial}{\partial t}-\lambda_{m}(\theta)\right)\left(t \frac{\partial}{\partial t}-\lambda_{m-1}(\theta)\right) \cdots\left(t \frac{\partial}{\partial t}-\lambda_{1}(\theta)\right) .
\end{aligned}
$$

Let $\mu \in \boldsymbol{R}$, and let us consider the following linear pseudo-differential equation:

$$
\begin{equation*}
\Theta_{m} u=\sum_{j<m} a_{j}(t, x ; \theta) \Theta_{j} u+\sum_{\substack{q+j \leq m \\ q>0}} b_{q, j}(t, x ; \theta)\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} u . \tag{4.1}
\end{equation*}
$$

Main assumptions are:
$\left.\mathrm{H}_{1}\right)$ there is a $c>0$ such that $-\operatorname{Re} \lambda_{i}(l) \geq c l$ holds for any $l \in N$ and $i=1, \ldots, m$;
$\mathrm{H}_{2}$ ) for $i=0,1, \ldots, m-1$ we have

$$
\sup _{\substack{0 \leq t \leq T_{0} \\ l \geq 0}} \frac{\left|a_{j}(t ; l)\right|_{R_{0}}}{(1+l)^{m-j}}=o(1) \quad\left(\text { as } T_{0} \longrightarrow 0 \text { and } R_{0} \longrightarrow 0\right) ;
$$

$\left.\mathrm{H}_{3}\right) \mu>0$.
Theorem 3. Assume the conditions $\left.\mathrm{H}_{1}\right), \mathrm{H}_{2}$ ) and $\left.\mathrm{H}_{3}\right)$. Then, if $u(t, x)$ is a solution of (4.1) belonging in the class $C^{m}\left((0, T], X_{R}\right)$ and satisfies

$$
\begin{equation*}
\left|\left(t \frac{\partial}{\partial t}\right)^{j} u(t)\right|_{R}=O\left(t^{a}\right) \quad(\text { as } t \longrightarrow 0) \quad \text { for } j=0,1, \ldots, m-1 \tag{4.2}
\end{equation*}
$$

for some $a>0$, we have $u(t, x) \equiv 0$ on $(0, \varepsilon] \times D_{\delta}$ for some $\varepsilon>0$ and $\delta>0$.
The rest part of this section will be used to prove this theorem. Let $u(t, x) \in$ $C^{m}\left((0, T], X_{R}\right)$ be a solution of (4.1) satisfying the condition (4.2). First, for $(q, j) \in$ $\boldsymbol{N} \times \boldsymbol{N}$ with $q+j \leq m-1$ we set

$$
\begin{equation*}
\phi_{q, j}(t, \rho)=\int_{0}^{t}\left|L_{j+1} D_{q, j} u\right|\left(\tau,(\tau / t)^{c} \rho\right) \frac{d \tau}{\tau}, \tag{4.3}
\end{equation*}
$$

where $c>0$ is the constant in $\mathrm{H}_{1}$ ),

$$
\begin{aligned}
L_{j+1} & =\left(t \frac{\partial}{\partial t}-\lambda_{j+1}(\theta)\right), \quad j=0,1, \ldots, m-1 \\
D_{q, j} & =(1+\theta)^{m-1-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j}, \quad q+j \leq m-1
\end{aligned}
$$

By (4.2) we see that $\phi_{q, j}(t, \rho)(q+j \leq m-1)$ are well defined on $(0, T] \times[0, R)$. Moreover we have:

Lemma 6. In the above context we have:
$\left.\mathrm{c}_{1}\right)\left|D_{q, j} u\right|(t, \rho) \leq \phi_{q, j}(t, \rho)$ on $(0, T] \times[0, R)\left(\right.$ or $\left|D_{q, j} u\right|(t, \rho) \ll \phi_{q, j}(t, \rho)$ as formal power series in $\rho$ ).
$\left.\mathrm{c}_{2}\right)\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \phi_{q, j}(t, \rho)=\left|L_{j+1} D_{q, j} u\right|(t, \rho)$ on $(0, T] \times[0, R)$.
$\left.\mathrm{c}_{3}\right) \phi_{q, j}(t, \rho)=O\left(t^{a}\right)($ as $t \longrightarrow 0)$ uniformly in $\rho \in\left[0, R_{0}\right]\left(\right.$ for any $\left.0<R_{0}<R\right)$.
$c_{4}$ ) When $q \geq 1$ we have

$$
\begin{align*}
& \left|L_{j+1} D_{q, j} u\right|(t, \rho) \\
& \quad \leq t^{\mu} \frac{\partial}{\partial \rho}\left|D_{q-1, j+1} u\right|(t, \rho)+\left(\mu q+C_{j+1}(q+1)\right) t^{\mu} \frac{\partial}{\partial \rho}\left|D_{q-1, j} u\right|(t, \rho) \tag{4.4}
\end{align*}
$$

on $(0, T] \times[0, R)$, where

$$
C_{j+1}=\sup _{l \geq 0} \frac{\left|\lambda_{j+1}(l)\right|}{(1+l)} .
$$

$c_{5}$ ) When $q=0$ and $j=0,1, \ldots, m-2$ we have

$$
\begin{equation*}
\left|L_{j+1} D_{0, j} u\right|(t, \rho)=\left(1+\rho \frac{\partial}{\partial \rho}\right)\left|D_{0, j+1} u\right|(t, \rho) \quad \text { on }(0, T] \times[0, R) . \tag{4.5}
\end{equation*}
$$

$\mathrm{c}_{6}$ ) When $q=0$ and $j=m-1$, for any $0<T_{0} \leq T$ and $0 \leq R_{0}<R$ we have

$$
\begin{align*}
& \left|L_{m} D_{0, m-1} u\right|(t, \rho)=\left|\Theta_{m} u\right| \\
& \quad \leq \sum_{j<m} A_{j}\left(1+\rho \frac{\partial}{\partial \rho}\right)\left|D_{0, j} u\right|(t, \rho)+\sum_{\substack{q+j \leq m \\
q>0}} B_{q, j} t^{\mu} \frac{\partial}{\partial \rho}\left|D_{q-1, j} u\right|(t, \rho) \tag{4.6}
\end{align*}
$$

on $\left(0, T_{0}\right] \times\left[0, R_{0}\right]$, where

$$
\begin{equation*}
A_{j}=\sup _{\substack{0 \leq t \leq T_{0} \\ l \geq 0}} \frac{\left|a_{j}(t ; l)\right|_{R_{0}}}{(1+l)^{m-j}} \quad \text { and } \quad B_{q, j}=\sup _{\substack{0 \leq t \leq T_{0} \\ l \geq 0}} \frac{\left|b_{q, j}(t ; l)\right|_{R_{0}}}{(1+l)^{m-q-j}} . \tag{4.7}
\end{equation*}
$$

Proof. $\quad c_{1}$ ) and $c_{2}$ ) are clear from Proposition 1. Let us show $\mathrm{c}_{3}$ ). Since $u(t, x)$ is a solution of (4.1), by (4.2) and Proposition 2 we have

$$
\left|\left(t \frac{\partial}{\partial t}\right)^{m} u(t)\right|_{R_{0}}=O\left(t^{a}\right) \quad(\text { as } t \longrightarrow 0)
$$

for any $0<R_{0}<R$ and so $\left|L_{j+1} D_{q, j} u\right|(t, \rho)=O\left(t^{a}\right)($ as $t \longrightarrow 0)$ uniformly on $\left[0, R_{0}\right]$; therefore $c_{3}$ ) is verified by

$$
\phi_{q, j}(t, \rho)=\int_{0}^{t} O\left(\tau^{a}\right) \frac{d \tau}{\tau}=O\left(t^{a}\right)(\text { as } t \longrightarrow 0) \text { uniformly on }\left[0, R_{0}\right] .
$$

Let us prove $\mathrm{c}_{4}$ ). When $q \geq 1$ we have

$$
\begin{aligned}
L_{j+1} D_{q, j} u= & \left(t \frac{\partial}{\partial t}-\lambda_{j+1}(\theta)\right)(1+\theta)^{m-1-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} u \\
= & (1+\theta)^{m-1-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} L_{j+1} \Theta_{j} u+\mu q(1+\theta)^{m-1-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} u \\
& +(1+\theta)^{m-1-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \lambda_{j+1}(\theta) \Theta_{j} u \\
& -\lambda_{j+1}(\theta)(1+\theta)^{m-1-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} u .
\end{aligned}
$$

Therefore, by the conditions $L_{j+1} \Theta_{j}=\Theta_{j+1},(1+l)^{m-1-q-j} \leq(1+l)^{m-q-j}(l=$ $0,1,2, \ldots)$, and by Lemma 4 we see:

$$
\begin{aligned}
\left|L_{j+1} D_{q, j} u\right|(t, \rho) \leq & t^{\mu} \frac{\partial}{\partial \rho}\left|(1+\theta)^{m-1-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q-1} \Theta_{j+1} u\right|(t, \rho) \\
& +\mu q t^{\mu} \frac{\partial}{\partial \rho}\left|(1+\theta)^{m-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q-1} \Theta_{j} u\right|(t, \rho) \\
& +C_{j+1} q t^{\mu} \frac{\partial}{\partial \rho}\left|(1+\theta)^{m-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q-1} \Theta_{j} u\right|(t, \rho) \\
& +C_{j+1} t^{\mu} \frac{\partial}{\partial \rho}\left|(1+\theta)^{m-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q-1} \Theta_{j} u\right|(t, \rho) \\
= & t^{\mu} \frac{\partial}{\partial \rho}\left|D_{q-1, j+1} u\right|(t, \rho)+\left(\mu q+C_{j+1}(q+1)\right) t^{\mu} \frac{\partial}{\partial \rho}\left|D_{q-1, j} u\right|(t, \rho)
\end{aligned}
$$

which proves the condition $\mathrm{c}_{4}$ ). When $q=0$ and $j=0,1, \ldots, m-2$, by iv) of Lemma 4 we have

$$
\begin{aligned}
\left|L_{j+1} D_{0, j} u\right|(t, \rho) & =\left|\left(t \frac{\partial}{\partial t}-\lambda_{j+1}(\theta)\right)(1+\theta)^{m-1-j} \Theta_{j} u\right|(t, \rho) \\
& =\left|(1+\theta)(1+\theta)^{m-1-(j+1)} \Theta_{j+1} u\right|(t, \rho)=\left(1+\rho \frac{\partial}{\partial \rho}\right)\left|D_{0, j+1} u\right|(t, \rho)
\end{aligned}
$$

which proves the condition $\mathrm{c}_{5}$ ). Lastly, let us prove $\mathrm{c}_{6}$ ). Let $q=0$ and $j=m-1$. Since $u(t, x)$ is a solution of (4.1), we have

$$
\begin{align*}
\left|L_{m} D_{0, m-1} u\right|(t, \rho) & =\left|\left(t \frac{\partial}{\partial t}-\lambda_{m}(\theta)\right) \Theta_{m-1} u\right|(t, \rho)=\left|\Theta_{m} u\right|(t, \rho) \\
& \leq \sum_{j<m}\left|a_{j}(t ; \theta) \Theta_{j} u\right|(t, \rho)+\sum_{\substack{q+j \leq m \\
q>0}}\left|b_{q, j}(t ; \theta)\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} u\right|(t, \rho) . \tag{4.8}
\end{align*}
$$

By the definition of $A_{j}$, Proposition 2 and iv) of Lemma 4 we have

$$
\begin{aligned}
\left|a_{j}(t ; \theta) \Theta_{j} u\right|(t, \rho) & =\left|\frac{a_{j}(t ; \theta)}{(1+\theta)^{m-j}}(1+\theta)^{m-j} \Theta_{j} u\right|(t, \rho) \\
& \leq A_{j}\left|(1+\theta)^{m-j} \Theta_{j} u\right|(t, \rho)=A_{j}\left(1+\rho \frac{\partial}{\partial \rho}\right)\left|D_{0, j} u\right|(t, \rho)
\end{aligned}
$$

on $\left(0, T_{0}\right] \times\left[0, R_{0}\right]$. Similarly, by the definition of $B_{q, j}$ we have

$$
\begin{aligned}
\left|b_{q, j}(t ; \theta)\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} u\right|(t, \rho) & =\left|\frac{b_{q, j}(t ; \theta)}{(1+\theta)^{m-q-j}}(1+\theta)^{m-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} u\right|(t, \rho) \\
& \leq B_{q, j}\left|(1+\theta)^{m-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} u\right|(t, \rho) \\
& \leq B_{q, j} t^{\mu} \frac{\partial}{\partial \rho}\left|(1+\theta)^{m-q-j}\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q-1} \Theta_{j} u\right|(t, \rho) \\
& =B_{q, j} t^{\mu} \frac{\partial}{\partial \rho}\left|D_{q-1, j} u\right|(t, \rho)
\end{aligned}
$$

on $\left(0, T_{0}\right] \times\left[0, R_{0}\right]$. Thus, applying these two estimates to (4.8) we obtain the result (4.6). This proves $\mathrm{c}_{6}$ ).

Next, let $\beta_{0}>0, \beta_{1}>0, \ldots, \beta_{m-1}>0$ and set

$$
\begin{equation*}
\Phi(t, \rho)=\sum_{j<m} \beta_{j} \phi_{0, j}(t, \rho)+\sum_{\substack{q+j \leq m-1 \\ q>0}} \phi_{q, j}(t, \rho) \tag{4.9}
\end{equation*}
$$

on $(0, T] \times[0, R)$.
Lemma 7. For any $0<T_{0} \leq T$ and $0 \leq R_{0}<R$ we have the following inequality

$$
\begin{align*}
\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \Phi(t, \rho) \leq & M t^{\mu} \frac{\partial}{\partial \rho} \Phi(t, \rho)+\sum_{j \leq m-2} \beta_{j}\left(1+\rho \frac{\partial}{\partial \rho}\right) \phi_{0, j+1}(t, \rho) \\
& +\beta_{m-1} \sum_{j<m} A_{j}\left(1+\rho \frac{\partial}{\partial \rho}\right) \phi_{0, j}(t, \rho) \tag{4.10}
\end{align*}
$$

on $\left(0, T_{0}\right] \times\left[0, R_{0}\right]$, where $c>0$ is the constant in $\left.\mathrm{H}_{1}\right), M>0$ is a suitable constant depending on $\beta_{0}, \beta_{1}, \ldots, \beta_{m-1}, T_{0}$ and $R_{0}$, and $A_{j}$ is the constant in (4.7).

Proof. By $\left.\mathrm{c}_{1}\right), \mathrm{c}_{2}$ ) and Lemma 6 we have the following results: when $q \geq 1$ by $c_{4}$ ) we have

$$
\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \phi_{q, j}(t, \rho) \leq t^{\mu} \frac{\partial}{\partial \rho} \phi_{q-1, j+1}(t, \rho)+\left(\mu q+C_{j+1}(q+1)\right) t^{\mu} \frac{\partial}{\partial \rho} \phi_{q-1, j}(t, \rho)
$$

on $(0, T] \times[0, R)$; when $q=0$ and $j=0,1, \ldots, m-2$ by $\left.c_{5}\right)$ we have

$$
\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \phi_{0, j}(t, \rho) \leq\left(1+\rho \frac{\partial}{\partial \rho}\right) \phi_{0, j+1}(t, \rho)
$$

on $(0, T] \times[0, R)$; when $q=0$ and $j=m-1$, for any $0<T_{0} \leq T$ and $0 \leq R_{0}<R$ we have

$$
\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \phi_{0, m-1}(t, \rho) \leq \sum_{j<m} A_{j}\left(1+\rho \frac{\partial}{\partial \rho}\right) \phi_{0, j}(t, \rho)+\sum_{\substack{q+j \leq m \\ q>0}} B_{q, j} t^{\mu} \frac{\partial}{\partial \rho} \phi_{q-1, j}(t, \rho)
$$

on $\left(0, T_{0}\right] \times\left[0, R_{0}\right]$. Hence, by applying these inequalities to

$$
\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \Phi=\sum_{j<m} \beta_{j}\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \phi_{0, j}+\sum_{\substack{q+j \leq m-1 \\ q>0}}\left(t \frac{\partial}{\partial t}+c \rho \frac{\partial}{\partial \rho}\right) \phi_{q, j}
$$

we can obtain the result (4.10).
Corollary to Lemma 7. Let $u(t, x) \in C^{m}\left((0, T], X_{R}\right)$ be a solution of (4.1) satisfying the condition (4.2) for some $a>0$. Then we can find $\beta_{0}>0, \beta_{1}>0, \ldots, \beta_{m-1}>$ $0,0<b<a, M>0, T_{0}$ and $R_{0}$ such that $\Phi(t, \rho)$ defined by (4.9) satisfies

$$
\begin{equation*}
t \frac{\partial}{\partial t} \Phi(t, \rho) \leq b \Phi(t, \rho)+M t^{\mu} \frac{\partial}{\partial \rho} \Phi(t, \rho) \quad \text { on }\left(0, T_{0}\right] \times\left[0, R_{0}\right] . \tag{4.11}
\end{equation*}
$$

Proof. We choose $B>0$ so that $B \leq \min \{a / 3, c / 2\}$ and then set $\beta_{j}=1 / B^{j}$ for $j=0,1, \ldots, m-1$ : then we have

$$
\begin{align*}
\sum_{j \leq m-2} \beta_{j}\left(1+\rho \frac{\partial}{\partial \rho}\right) \phi_{0, j+1}(t, \rho) & =B \sum_{j \leq m-2} \beta_{j+1}\left(1+\rho \frac{\partial}{\partial \rho}\right) \phi_{0, j+1}(t, \rho) \\
& \leq B\left(1+\rho \frac{\partial}{\partial \rho}\right) \Phi(t, \rho) \leq \frac{a}{3} \Phi(t, \rho)+\frac{c}{2} \rho \frac{\partial}{\partial \rho} \Phi(t, \rho) \tag{4.12}
\end{align*}
$$

By the assumption $\mathrm{H}_{2}$ ) we see that the constant $A_{j}$ satisfies $A_{j} \longrightarrow 0$ (as $T_{0} \longrightarrow 0$ and $R_{0} \longrightarrow 0$ ): therefore, by taking $T_{0}>0$ and $R_{0}>0$ sufficiently small we may assume

$$
\max _{j<m} \frac{\beta_{m-1} A_{j}}{\beta_{j}} \leq \min \left\{\frac{a}{3}, \frac{c}{2}\right\} .
$$

Then we have

$$
\begin{align*}
\beta_{m-1} & \sum_{j<m} A_{j}\left(1+\rho \frac{\partial}{\partial \rho}\right) \phi_{0, j}(t, \rho)=\beta_{m-1} \sum_{j<m} \frac{A_{j}}{\beta_{j}}\left(1+\rho \frac{\partial}{\partial \rho}\right) \beta_{j} \phi_{0, j}(t, \rho) \\
\leq & \left(\max _{j<m} \frac{\beta_{m-1} A_{j}}{\beta_{j}}\right)\left(1+\rho \frac{\partial}{\partial \rho}\right) \Phi(t, \rho) \leq \frac{a}{3} \Phi(t, \rho)+\frac{c}{2} \rho \frac{\partial}{\partial \rho} \Phi(t, \rho) . \tag{4.13}
\end{align*}
$$

Hence, by applying (4.12), (4.13) to (4.10), and by setting $b=2 a / 3$ we have the inequality (4.11) on $\left(0, T_{0}\right] \times\left[0, R_{0}\right]$.

Completion of the proof of Theorem 3. Since

$$
|u|(t, \rho) \leq\left|(1+\theta)^{m-1} u\right|(t, \rho)=\left|D_{0,0} u\right|(t, \rho) \leq \phi_{0,0}(t, \rho)
$$

holds, to show Theorem 3 it is sufficient to prove that $\Phi(t, \rho) \equiv 0$ holds on $\{(t, \rho) ; 0<$ $t \leq \varepsilon$ and $0 \leq \rho \leq \delta\}$ for some $\varepsilon>0$ and $\delta>0$.

Let $b>0$ and $M>0$ be as in Corollary to Lemma 7. Choose $T_{1}>0$ so that $0<T_{1} \leq T_{0}$ and $M T_{1}{ }^{\mu} / \mu \leq R_{0}$ hold. Define the function $\rho(t)$ by

$$
\rho(t)=M \int_{t}^{T_{1}} \frac{\tau^{\mu}}{\tau} d \tau=M\left(T_{1}^{\mu}-t^{\mu}\right) / \mu, \quad 0 \leq t \leq T_{1}
$$

Then, $\rho(t)$ is a solution of $t(d \rho / d t)=-M t^{\mu}, 0<\rho(0) \leq R_{0}, \rho\left(T_{1}\right)=0$ and $\rho(t)$ is decreasing in $t$. Set

$$
\psi(t)=t^{-b} \Phi(t, \rho(t)), \quad 0<t \leq T_{1}
$$

Since $\Phi(t, \rho)=O\left(t^{a}\right)($ as $t \longrightarrow 0)$ uniformly on $\left[0, R_{0}\right]$ and since $a>b>0$ holds, we have $\psi(t)=O\left(t^{a-b}\right)=o(1)($ as $t \longrightarrow 0)$. Moreover, by Corollary to Lemma 7 we have

$$
\begin{aligned}
t \frac{d}{d t} \psi(t)= & -b t^{-b} \Phi(t, \rho(t))+t^{-b} t \frac{\partial \Phi}{\partial t}(t, \rho(t))+t^{-b} \frac{\partial \Phi}{\partial \rho}(t, \rho(t)) t \frac{d \rho(t)}{d t} \\
\leq & -b t^{-b} \Phi(t, \rho(t))+t^{-b}\left(b \Phi(t, \rho(t))+M t^{\mu} \frac{\partial}{\partial \rho} \Phi(t, \rho(t))\right) \\
& +t^{-b} \frac{\partial \Phi}{\partial \rho}(t, \rho(t))\left(-M t^{\mu}\right) \\
= & 0
\end{aligned}
$$

and therefore $(d / d t) \psi(t) \leq 0$ for $0<t \leq T_{1}$. By integrating this from $\varepsilon$ to $t(>0)$ we get $\psi(t) \leq \psi(\varepsilon)$ for $0<\varepsilon \leq t \leq T_{1}$ and by letting $\varepsilon \longrightarrow 0$ we have $\psi(t) \leq 0$ for $0<t \leq T_{1}$. On the other hand, $\psi(t) \geq 0$ is clear from the definition of $\psi(t)$. Hence, we obtain $\psi(t)=0$ for $0<t \leq T_{1}$ : this implies

$$
\begin{equation*}
\Phi(t, \rho)=0 \quad \text { on }\left\{(t, \rho) ; 0<t \leq T_{1} \text { and } \rho=\rho(t)\right\} \tag{4.14}
\end{equation*}
$$

Since $\Phi(t, \rho)$ is increasing in $\rho$, (4.14) implies

$$
\Phi(t, \rho) \equiv 0 \quad \text { on }\left\{(t, \rho) ; 0<t \leq T_{1} \text { and } 0 \leq \rho \leq \rho(t)\right\} .
$$

This completes the proof of Theorem 3.
Let us give a variation. Set
$\left.\mathrm{H}_{1}\right)^{*}$ there are $b \geq 0$ and $c>0$ such that $b-\operatorname{Re} \lambda_{i}(l) \geq c l$ holds for any $l \in N$ and $i=1, \ldots, m$.
We have
Theorem 3*. Assume the conditions $\left.\mathrm{H}_{1}\right)^{*}, \mathrm{H}_{2}$ ) and $\mathrm{H}_{3}$ ). Then, if $u(t, x)$ is a solution of (4.1) belonging in the class $C^{m}\left((0, T], X_{R}\right)$ and satisfies

$$
\begin{equation*}
\left|\left(t \frac{\partial}{\partial t}\right)^{j} u(t)\right|_{R}=O\left(t^{a}\right) \quad(\text { as } t \longrightarrow 0) \text { for } j=0,1, \ldots, m-1 \tag{4.15}
\end{equation*}
$$

for some $a>b$, we have $u(t, x) \equiv 0$ on $(0, \varepsilon] \times D_{\delta}$ for some $\varepsilon>0$ and $\delta>0$.
Proof. By setting $u^{*}=t^{-b} u, a^{*}=a-b$ and $\lambda_{i}^{*}(\theta)=-b+\lambda_{i}(\theta)$, we can reduce our problem to the case in Theorem 3*.

## 5. Proof of Theorem 2*.

In this section, we will prove Theorem $2^{*}$ by using Theorem $3^{*}$.
Let $\lambda_{1}(l), \ldots, \lambda_{m}(l)(l \in \boldsymbol{N})$ be the ones in (1.4), and assume that there are $b \geq 0$ and $c>0$ which satisfy the condition (2.3). Let $u_{1}(t, x)$ and $u_{2}(t, x)$ be solutions of (E) belonging in the class $\widetilde{\mathscr{S}}_{+}$and assume that $u_{1}-u_{2} \in \widetilde{\mathscr{S}}_{a}$ holds for some $a>b$. By the definition of $\widetilde{\mathscr{S}}$ we have $u_{i}(t, x) \in \widetilde{\mathscr{S}}_{s}(i=1,2)$ for some $s>0$.

Set

$$
\begin{equation*}
w(t, x)=u_{2}(t, x)-u_{1}(t, x) \in \widetilde{\mathscr{S}_{a}} \tag{5.1}
\end{equation*}
$$

Our aim is to prove that $w(t, x) \equiv 0$ holds on $(0, \varepsilon] \times D_{\delta}$ for some $\varepsilon>0$ and $\delta>0$. Let us show this now.

It is easy to see that $w(t, x) \in C^{m}\left((0, T], X_{R}\right)$ holds for some $T>0$ and $R>0$, and

$$
\begin{equation*}
\left|\left(t \frac{\partial}{\partial t}\right)^{j} w(t)\right|_{R}=O\left(t^{a}\right)(\text { as } t \longrightarrow 0) \text { for } j=0,1, \ldots, m-1 \tag{5.2}
\end{equation*}
$$

Moreover, since $u_{1}(t, x)$ and $u_{2}(t, x)$ are solutions of (1.1) we see that $w(t, x)$ satisfies the following equation

$$
\begin{equation*}
C\left(x, t \frac{\partial}{\partial t}, x \frac{\partial}{\partial x}\right) w=G\left(t, x, D\left(u_{1}+w\right)\right)-G\left(t, x, D u_{1}\right) \tag{5.3}
\end{equation*}
$$

where

$$
\begin{aligned}
G(t, x, z) & =\sum_{p+|\nu| \geq 2,|\nu| \geq 1} g_{p, \nu}(x) t^{p} \prod_{(j, \alpha) \in I_{m}}\left[z_{j, \alpha}\right]^{\nu_{j, \alpha}}, \quad \text { and } \\
D u & =\left\{\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\right\}_{(j, \alpha) \in I_{m}}
\end{aligned}
$$

with $z=\left\{z_{j, \alpha}\right\}_{(j, \alpha) \in I_{m}}$. Let us write $[\lambda]_{0}=1$, and $[\lambda]_{\alpha}=\lambda(\lambda-1) \cdots(\lambda-\alpha+1)$ for $\alpha \in \boldsymbol{N}^{*}$. Then the equition (5.3) is written in the form

$$
\begin{align*}
L\left(t \frac{\partial}{\partial t}, x \frac{\partial}{\partial x}\right) w= & x \sum_{(j, \alpha) \in I_{m}} S\left(c_{j, \alpha}\right)(x)\left(t \frac{\partial}{\partial t}\right)^{j}\left[x \frac{\partial}{\partial x}\right]_{\alpha} w \\
& +\sum_{(j, \alpha) \in I_{m}} h_{j, \alpha}(t, x)\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} w \tag{5.4}
\end{align*}
$$

where for $(j, \alpha) \in I_{m}$

$$
\begin{aligned}
S\left(c_{j, \alpha}\right)(x) & =\frac{c_{j, \alpha}(x)-c_{j, \alpha}(0)}{x} \\
h_{j, \alpha}(t, x) & =\int_{0}^{1} \frac{\partial G}{\partial z_{j, \alpha}}\left(t, x, D u_{1}(t, x)+\sigma D w(t, x)\right) d \sigma
\end{aligned}
$$

We note the following lemma:
Lemma 8. Let $\lambda_{i}(\theta) \in S_{1}$ be the pseudo-differential operator corresponding to $\lambda_{i}(l)$ $(l \in \boldsymbol{N})$ for $i=1, \ldots, m$, and define the operators $\Theta_{j}(j=0,1, \ldots, m)$ as in section 4 . We have the following results.
(1) We have $L(t \partial / \partial t, x \partial / \partial x)=\Theta_{m}$ as an operator from $C^{m}\left((0, T], X_{R}\right)$ into $C^{0}\left((0, T], X_{R_{1}}\right)$ for any $0<R_{1}<R$.
(2) For $j=0,1, \ldots, m-1$ the operator $(t \partial / \partial t)^{j}$ is expressed in the form

$$
\left(t \frac{\partial}{\partial t}\right)^{j}=\sum_{p=0}^{j} \Lambda_{j, p}(\theta) \Theta_{j-p}
$$

for some $\Lambda_{j, p}(\theta) \in S_{p}$; of course, we have $\Lambda_{j, 0}(\theta)=1$.
(3) $[\theta]_{\alpha} \in S_{\alpha}$, that is, $[\theta]_{\alpha}$ is a pseudo-differential operator of order $\alpha$.
(4) $h_{j, \alpha}(t, x) \in \widetilde{\mathscr{S}_{d}}$ holds for any $0<d \leq \min \{1, s, a\}$, and therefore, if we take $\mu$ satisfying $0<\mu<d / m$ we have $h_{j, \alpha}(t, x)=t^{\mu \alpha} k_{j, \alpha}(t, x)$ for some $k_{j, \alpha}(t, x) \in \widetilde{\mathscr{S}}_{+}$.
(5) We have the relation: $\left(t^{\mu} \partial / \partial x\right)^{q} \Lambda_{j, p}(\theta)=\Lambda_{j, p}(q+\theta)\left(t^{\mu} \partial / \partial x\right)^{q}$.

By using this lemma, we can rewrite our equation (5.4) into

$$
\begin{aligned}
\Theta_{m} w= & \sum_{j<m} \sum_{\substack{j \leq i<m \\
i+\alpha \leq m}} x S\left(c_{i, \alpha}\right)(x) \Lambda_{i, i-j}(\theta)[\theta]_{\alpha} \Theta_{j} w \\
& +\sum_{\substack{q+j \leq m \\
j<m}} \sum_{\substack{j \leq i \leq m-q \\
i<m}} k_{i, q}(t, x) \Lambda_{i, i-j}(q+\theta)\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} w,
\end{aligned}
$$

and hence by setting

$$
\begin{aligned}
a_{j}(t, x ; \theta) & =\sum_{\substack{j \leq i<m \\
i+\alpha \leq m}} x S\left(c_{i, \alpha}\right)(x) \Lambda_{i, i-j}(\theta)[\theta]_{\alpha}+\sum_{j \leq i<m} k_{i, 0}(t, x) \Lambda_{i, i-j}(\theta), \\
b_{q, j}(t, x ; \theta) & =\sum_{\substack{j \leq i \leq m-q \\
i<m}} k_{i, q}(t, x) \Lambda_{i, i-j}(q+\theta)
\end{aligned}
$$

we obtain the following equation

$$
\begin{equation*}
\Theta_{m} w=\sum_{j<m} a_{j}(t, x ; \theta) \Theta_{j} w+\sum_{\substack{q+j \leq m \\ q>0}} b_{q, j}(t, x ; \theta)\left(t^{\mu} \frac{\partial}{\partial x}\right)^{q} \Theta_{j} w \tag{5.5}
\end{equation*}
$$

which is just discussed in section 4.
By the definition we see:

$$
a_{j}(t, x ; \theta) \in S_{m-j}\left([0, T], X_{R}\right) \text { and } b_{q, j}(t, x ; \theta) \in S_{m-q-j}\left([0, T], X_{R}\right)
$$

for some $T>0$ and $R>0$. Moreover, since $\left|x S\left(c_{i, \alpha}\right)(x)\right|=o(1)($ as $|x| \longrightarrow 0)$ and $\left|k_{i, q}(t, x)\right|=o(1)($ as $|t| \longrightarrow 0)$ are known, we easily see that

$$
\sup _{\substack{0 \leq t \leq T_{0} \\ l \geq 0}} \frac{\left|a_{j}(t ; l)\right|_{R_{0}}}{(1+l)^{m-j}}=o(1) \quad\left(\text { as } T_{0} \longrightarrow 0 \text { and } R_{0} \longrightarrow 0\right) .
$$

Summing up, we have seen that we can apply Theorem $3^{*}$ to the equation (5.5). Thus, we obtain the conclusion that $w(t, x) \equiv 0$ on $(0, \varepsilon] \times D_{\delta}$ for some $\varepsilon>0$ and $\delta>0$. This completes the proof of Theorem 2*.

## 6. Application.

Lastly, let us give an application of Theorem 2 to the problem of removable singularities of solutions of (E). The following theorem asserts the removability of some kind of singularities on $\{t=0\}$.

Theorem 4. Assume $\mathrm{A}_{1}$ ), $\mathrm{A}_{2}$ ), $\mathrm{A}_{3}$ ), and the following i) and ii):
i) $\operatorname{Re} \lambda_{i}(l) \leq 0$ for any $l \in \boldsymbol{N}$ and $i=1, \ldots, m$;
ii) $\operatorname{Re} c_{i}<0$ for $i=1, \ldots, m$.

Then, if $u(t, x)$ is a solution of (E) belonging in the class $\widetilde{\mathscr{S}}_{+}, u(t, x)$ is holomorphic in a full neighborhood of $(0,0) \in \boldsymbol{C}_{t} \times \boldsymbol{C}_{x}$.

Proof. Since the condition i) implies that $L(k, l) \neq 0$ holds for any $(k, l) \in$ $\boldsymbol{N}^{*} \times \boldsymbol{N}$, by (1) of Theorem 1 we see that the equation (E) has a unique holomorphic solution $u_{0}(t, x)$ satisfying $u_{0}(0, x) \equiv 0$.

Let $u(t, x)$ be a solution of (E) in the class $\widetilde{\mathscr{S}_{s}}$ for some $s>0$. Then we have $u-u_{0} \in \widetilde{\mathscr{S}}_{a}$ for any $0<a \leq \min \{1, s\}$, and so by Theorem 2 we have $u=u_{0}$. This concludes that $u(t, x)$ is holomorphic in a full neighborhood of $(0,0) \in \boldsymbol{C}_{t} \times \boldsymbol{C}_{x}$.

Conversely, if the condition i) in Theorem 4 is not satisfied we have
Theorem 5. Assume $\mathrm{A}_{1}$ ), $\mathrm{A}_{2}$ ), $\mathrm{A}_{3}$ ), and the following i) and ii):
i) there is a $(p, l)$ such that $\operatorname{Re} \lambda_{p}(l)>0$ and $\lambda_{p}(l) \notin \boldsymbol{N}^{*}$ hold;
ii) $\operatorname{Re} c_{i}<0$ for $i=1, \ldots, m$.

Then, the equation $(\mathrm{E})$ has a solution $u(t, x)$ belonging in the class $\widetilde{\mathscr{S}}_{+}$which has really singularities on $\{t=0\}$.

Proof. Set $\beta=\lambda_{p}(l)$. By the same argument as in [9] we can construct an $\widetilde{\mathscr{S}}_{+}$-solution $u(t, x)$ of the form

$$
\begin{aligned}
u(t, x) & =w\left(t, t(\log t), \ldots, t(\log t)^{\mu}, t^{\beta}, t^{\beta}(\log t), \ldots, t^{\beta}(\log t)^{\kappa}, x\right) \\
& =\cdots+A t^{\beta} x^{l}+\cdots
\end{aligned}
$$

where $w\left(t_{0}, \ldots, t_{\mu}, \zeta_{0}, \ldots, \zeta_{\kappa}, x\right)$ is a holomorphic function in a neighborhood of the origin of $\boldsymbol{C}_{t}^{1+\mu} \times \boldsymbol{C}_{\zeta}^{1+\mu} \times \boldsymbol{C}_{x}$ satisfying $w(0, \ldots, 0, x) \equiv 0, A \in \boldsymbol{C}$ is an arbitrary constant, $\mu=\#\left\{(i, l) ; \lambda_{i}(l) \in \boldsymbol{N}^{*} \backslash S\right\}$ with $S=\left\{p+q \beta ;(p, q) \in \boldsymbol{N} \times \boldsymbol{N}^{*}\right\}$, and $1+\kappa=$ $\#\left\{(i, l) ; \lambda_{i}(l) \in S\right\}$. If we take $A \neq 0$, by looking at the term $A t^{\beta} x^{l}$ we can conclude that this solution has really singularities on $\{t=0\}$. The argument of the construction is almost the same as in [9], and so we may omit the details.
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