# Distribution of units of a cubic abelian field modulo prime numbers 

By Yoshiyuki Kitaoka

(Received May 16, 2005)


#### Abstract

We studied the distribution of units of an algebraic number field modulo prime ideals. Here we study the distribution of units of a cubic abelian field modulo rational prime numbers. For a decomposable prime number $p, 2(p-1)^{2}$ is an upper bound of the order of the unit group modulo $p$, and we show that the conjectural density of primes which attain it is really positive.


## Introduction.

We are interested in the distribution of units modulo ideals of an algebraic number field. Let $F$ be an algebraic number field and $o_{F}, o_{F}^{\times}$the maximal order of $F$ and the group of units of $F$, respectively. For an integral ideal $\mathfrak{n}$ of $F$, we set

$$
\begin{aligned}
E(\mathfrak{n}) & =\left\{u \bmod \mathfrak{n} \mid u \in o_{F}^{\times}\right\}\left(\subset\left(o_{F} / \mathfrak{n}\right)^{\times}\right), \\
I(\mathfrak{n}) & =\left[\left(o_{F} / \mathfrak{n}\right)^{\times}: E(\mathfrak{n})\right] .
\end{aligned}
$$

We note that the extension degree of the ray class field $F(\mathfrak{n})$ of conductor $\mathfrak{n}$ of $F$ over $F$ is the product of $I(\mathfrak{n})$ and the class number of $F$ by the class field theory.

We studied cases where $\mathfrak{n}$ 's are prime ideals. Indeed, for the set of prime ideals $\mathfrak{p}$ for which the Frobenius automorphism is a prescribed one, we showed that there is a polynomial $h$ with rational coefficients such that $I(\mathfrak{p})$ is divisible by $h(p)$ for a prime number $p$ lying below $\mathfrak{p}$ and conjectured that prime ideals satisfying $h(p)=I(\mathfrak{p})$ has a positive (modified natural) density [K2]. The conjectural density is really positive, and the conjecture is true for several cases under G.R.H. $[\mathbf{C K Y}],[\mathbf{K 1}],[\mathbf{K 2}],[\mathbf{K 4}],[\mathbf{L}],[\mathbf{M}]$, $[\mathbf{R}]$. As a next step, we proceed to the case of ideals $\mathfrak{n}=p o_{F}$ with a rational prime number. In this case, finding out the polynomial $h$ above is difficult, because we have to manage the obstruction group

$$
M(\mathfrak{n})=\left\{\left(a_{0}, \cdots, a_{m}\right) \in \boldsymbol{Z}^{m+1} \mid \zeta^{a_{0}} \epsilon_{1}^{a_{1}} \cdots \epsilon_{m}^{a_{m}} \equiv 1 \bmod \mathfrak{n}\right\}
$$

where $\left\{\epsilon_{1}, \cdots, \epsilon_{m}\right\}$ is a set of fundamental units of $F$ and $\zeta$ is a generator of the group of roots of unity in $F$. If $\mathfrak{n}$ is a prime ideal, then $\left(o_{F} / \mathfrak{n}\right)^{\times}$is cyclic, and if the rank of the unit group $o_{F}^{\times}$is one, $E(\mathfrak{n})$ is almost cyclic. In such cases, we have only to consider the

[^0]order of each unit modulo $\mathfrak{n}$, and so such cases are relatively easy. The former case is in [K2]. In the latter case, we announced the polynomial $h$ explicitly in some cases of the rank of $o_{F}^{\times}$being one, and the positivity of the conjectural density [K3]. Contrary to it, in case of $m \geq 2$, we must study the obstruction group seriously.

As the simplest case, we take up a cubic abelian field $F$, whose rank of $o_{F}^{\times}$is two. Let $p$ be a prime number. The case where $p$ runs over the set of rational primes which remain prime in $F$ is contained in $[\mathbf{K 2}]$. The polynomial $h$, then is $(x-1) / 2$ and we showed that the expected density is positive. We know that the ray class field of conductor being a prime number $p$ contains the composite field of the Hilbert class field and $\boldsymbol{Q}\left(\zeta_{p}+\zeta_{p}^{-1}\right)$ for a primitive $p$ th root $\zeta_{p}$ of unity, and so, if the conjecture above is true, then they coincide for infinitely many primes.

In this paper, we confine ourselves to decomposable primes. Before explaining the content, we should remark: Let $K$ be a Galois extension of the rational number field $\boldsymbol{Q}$, and let $w, r$ be the order of the group of the roots of unity in $K$ and the rank of the unit group. If a prime $p$ decomposes fully in $K$, then $\# E((p))$ divides $w(p-1)^{r} / c_{K}$ with $c_{K}=1 . c_{K}>1$ can happen, for example $c_{K}=2$ holds for a real quadratic field with the norm of the fundamental unit being $1[\mathbf{K 3}]$. Note that $c_{K}>1$ means that there are relations among units modulo $p$ besides $\epsilon^{p-1} \equiv 1 \bmod (p)$.

Now, $F$ denotes a cubic abelian field as before. In the first section, we evaluate the number of prime numbers $p$ for which $\# E((p))=2(p-1)^{2}$ holds. We involve Frobenius automorphisms, and conjecture the density, taking account of Chebotarev's density theorem. The key is the proposition 2 , which describes the obstruction group $\left\{\epsilon \in o_{F}^{\times} \mid \epsilon \equiv 1 \bmod (p)\right\}$ explicitly, and makes the evaluation of the number of primes with $\# E((p))=2(p-1)^{2}$ possible, using Frobenius automorphisms. We do not have any extension, i.e. any algebraic frame to express the condition $\# E((p))=w(p-1)^{r} / c_{K}$ in terms of Frobenius automorphism for a general Galois extension yet.

In the second section, we write down the conjectural density explicitly. Making use of details on fields $F\left(\sqrt[m]{o_{F}^{\times}}\right)$, we see that it is really positive, and so $c_{F}=1$ is expected. The numerical data support the conjecture. Like Artin's conjecture on primitive roots, the proof of our conjecture shall involve the estimate of the infinitely many accumulation of error terms of analytic version of Chebotarev's density theorem.

Hereafter $F$ is a cubic abelian field with Galois group $\langle\sigma\rangle$, and $E(\mathfrak{n}), I(\mathfrak{n})$ are those defined above. Here $\left\langle g_{1}, \cdots, g_{n}\right\rangle$ stands for the group generated by $g_{1}, \cdots, g_{n} . d_{F}$ stands for the discriminant of $F$. Moreover the letter $p$ denotes an odd prime number which decomposes in $F$, and $\ell$ denotes a prime number. Let $m$ be a natural number. $\zeta_{m}$ denotes a primitive $m$ th root of unity. $F_{m}$ stands for $F\left(\sqrt[m]{o_{F}^{\times}}\right)$, which is a finite Galois extension over $\boldsymbol{Q}$. For a prime ideal $\mathfrak{p}$ of $F_{m}$ lying above $p, \sigma_{F_{m} / \boldsymbol{Q}}(\mathfrak{p})$ denotes the Frobenius automorphism corresponding to $\mathfrak{p}$, and $\sigma_{F_{m} / \boldsymbol{Q}}(p)$ denotes the conjugacy class of $\operatorname{Gal}\left(F_{m} / \boldsymbol{Q}\right)$ containing $\sigma_{F_{m} / \boldsymbol{Q}}(\mathfrak{p})$.

## §1.

In this section, we show that $\# E((p))$ divides $2(p-1)^{2}$ and describe the number of prime numbers $p$ satisfying $p<x$ and $\# E((p))=2(p-1)^{2}$, i.e. $I((p))=(p-1) / 2$ in terms of Frobenius automorphisms.

Proposition 1. We can choose a set $\left\{\epsilon_{1}, \epsilon_{2}\right\}$ of fundamental units of $F$ such that

$$
\epsilon_{1}^{\sigma}=\epsilon_{2}, \epsilon_{2}^{\sigma}=\left(\epsilon_{1} \epsilon_{2}\right)^{-1}
$$

and we have $\left\langle\epsilon_{1}, \epsilon_{2}\right\rangle=\left\{\epsilon \in o_{F}^{\times} \mid N_{F / Q}(\epsilon)=1\right\}$.
Proof. The unit group $o_{F}^{\times}$is the direct product of $\{ \pm 1\}$ and $\left\{\epsilon \in o_{F}^{\times} \mid N_{F / Q}(\epsilon)\right.$ $=1\}$. By considering $\left\{\epsilon \in o_{F}^{\times} \mid N_{F / \boldsymbol{Q}}(\epsilon)=1\right\}$ as a free $\boldsymbol{Z}$-module of rank two and by applying the theory of integral representation of a cyclic group $\langle\sigma\rangle$ of order three operating on it $[\mathbf{C R}]$, there is a system $\left\{\epsilon_{1}, \epsilon_{2}\right\}$ of fundamental units such that

$$
\epsilon_{1}^{\sigma}=\epsilon_{2}, \epsilon_{2}^{\sigma}=\left(\epsilon_{1} \epsilon_{2}\right)^{-1} .
$$

This completes the proof.
Hereafter $\epsilon_{1}, \epsilon_{2}$ are those in the proposition 1. By virtue of the proposition, $\epsilon \equiv$ $-1 \bmod (p)$ does not happen for $\epsilon \in\left\langle\epsilon_{1}, \epsilon_{2}\right\rangle$, since it implies $1=N_{F / Q}(\epsilon) \equiv-1 \bmod (p)$ holds, which contradicts our assumption that $p$ is odd. Hence we redefine the obstruction group $M=M_{p}$ by

$$
M_{p}:=\left\{\left(a_{1}, a_{2}\right) \in(\boldsymbol{Z} /(p-1) \boldsymbol{Z})^{2} \mid \epsilon_{1}^{a_{1}} \epsilon_{2}^{a_{2}} \equiv 1 \bmod (p)\right\},
$$

which is different from the definition in the introduction. Here we note $\epsilon^{p-1} \equiv 1 \bmod (p)$ for every $\epsilon \in o_{F}^{\times}$since $p$ is supposed to decompose in $F$.

Proposition 2. There are natural numbers $D_{1}=D_{1}(p), D_{2}=D_{2}(p), b=b(p)$ which satisfy
(i) $\quad D_{1} D_{2} \mid p-1$,
(ii) $d_{1}:=(p-1) / D_{1}$ is the order of $\epsilon_{i} \bmod (p)(i=1,2)$,
(iii) $M_{p}=\left\langle\left(d_{1}, 0\right),\left(0, d_{1}\right)\right\rangle+\left\langle\left(d_{2}, b d_{2}\right)\right\rangle$ where $d_{2}=(p-1) / D_{1} D_{2}$.

Moreover, $b$ satisfies $b^{2}-b+1 \equiv 0 \bmod D_{2}$ and it is uniquely determined modulo $D_{2}$.
Proof. By $\epsilon_{2}=\epsilon_{1}^{\sigma}$, the order $d_{1}$ of $\epsilon_{2} \bmod (p)$ is equal to that of $\epsilon_{1} \bmod (p)$. Put $d_{1}=(p-1) / D_{1} ;$ then $M$ contains clearly

$$
\begin{aligned}
S: & =\left\{\left(a_{1}, a_{2}\right) \in(\boldsymbol{Z} /(p-1) \boldsymbol{Z})^{2} \mid \epsilon_{i}^{a_{i}} \equiv 1 \bmod (p)(i=1,2)\right\} \\
& =\left\langle\left(d_{1}, 0\right),\left(0, d_{1}\right)\right\rangle .
\end{aligned}
$$

If $M=S$ holds, then we have only to put $D_{2}=1$ and $b=0$.
Suppose $M \neq S$ and choose $\left(a_{1}, a_{2}\right) \in M \backslash S$ so that $a_{1}$ is the minimal natural number satisfying $\left(a_{1}, a_{2}\right) \in M \backslash S$. It is easy to see $0<a_{1} \leq d_{1}$. If $a_{1}=d_{1}$, then we have $\epsilon_{2}^{a_{2}} \equiv 1 \bmod (p)$ and then $a_{2} \equiv 0 \bmod d_{1}$. It contradicts $\left(a_{1}, a_{2}\right) \notin S$. Hence $a_{1} \neq d_{1}$ holds. Thus we have $0<a_{1}<d_{1}$ and $a_{1}$ is minimal in the set of natural numbers $a$ such that $(a, *) \in M$. Put

$$
A_{1}=\operatorname{gcd}\left(a_{1}, d_{1}\right)
$$

and write $A_{1}=x a_{1}+y d_{1}(x, y \in \boldsymbol{Z})$. Then $M \ni x\left(a_{1}, a_{2}\right)=\left(A_{1}-y d_{1}, x a_{2}\right)=\left(A_{1}, x a_{2}\right)-$ $\left(y d_{1}, 0\right)$ implies $\left(A_{1}, x a_{2}\right) \in M$. The inequality $0<A_{1} \leq a_{1}$ and the minimality of $a_{1}$ yield $A_{1}=a_{1}$. By virtue of $A_{1} \mid d_{1}$,

$$
a_{1}=A_{1}=d_{1} / D_{2}
$$

holds for some integer $D_{2}$, where $1<D_{2} \mid d_{1}$. Let us see

$$
M=S+\left\langle\left(a_{1}, a_{2}\right)\right\rangle
$$

Suppose $\left(c_{1}, c_{2}\right) \in M$ and $c_{1}=q a_{1}+r, 0 \leq r<a_{1}$. By virtue of $M \ni\left(c_{1}, c_{2}\right)-q\left(a_{1}, a_{2}\right)=$ $\left(r, c_{2}-q a_{2}\right)$ and $0 \leq r<a_{1}$, we have $r=0$ by the minimality of $a_{1}$, and then $\left(0, c_{2}-q a_{2}\right) \in$ $M$ yields $c_{2}-q a_{2} \equiv 0 \bmod d_{1}$ and so $\left(c_{1}, c_{2}\right)-q\left(a_{1}, a_{2}\right)=\left(0, c_{2}-q a_{2}\right) \in S$. Thus we have $M=S+\left\langle\left(a_{1}, a_{2}\right)\right\rangle$. By virtue of $\left(\epsilon_{1}^{a_{1}} \epsilon_{2}^{a_{2}}\right)^{\sigma}=\epsilon_{1}^{-a_{2}} \epsilon_{2}^{a_{1}-a_{2}},\left(-a_{2}, a_{1}-a_{2}\right) \in M$ holds. Hence we have $\left(-a_{2}, a_{1}-a_{2}\right)+b\left(a_{1}, a_{2}\right) \in S$ for some integer $b$ and so $a_{2} \equiv b a_{1} \bmod d_{1}$ and hence $\left(a_{1}, b a_{1}\right)=\left(a_{1}, a_{2}\right)-\left(0, a_{2}-b a_{1}\right) \in M$ and $\left(a_{1}, a_{2}\right)-\left(a_{1}, b a_{1}\right) \in S$ follow. Thus we may assume

$$
a_{2}=b a_{1}
$$

without loss of generality. Then $M \ni\left(-a_{2}, a_{1}-a_{2}\right)+b\left(a_{1}, a_{2}\right)=\left(0, a_{1}\left(1-b+b^{2}\right)\right)$ holds and so we get $a_{1}\left(1-b+b^{2}\right) \equiv 0 \bmod d_{1}$. Since we put $a_{1}=d_{1} / D_{2}$, the desired equation $1-b+b^{2} \equiv 0 \bmod D_{2}$ follows.

To show the uniqueness of $b \bmod D_{2}$, suppose $\left(a_{1}, b_{i} a_{1}\right) \in M(i=1,2)$; then $M \ni$ $\left(a_{1}, b_{2} a_{1}\right)-\left(a_{1}, b_{1} a_{1}\right)=\left(0,\left(b_{2}-b_{1}\right) a_{1}\right)$ implies $\left(b_{2}-b_{1}\right) a_{1} \equiv 0 \bmod d_{1}$, and hence $b_{2}-b_{1} \equiv$ $0 \bmod D_{2}$. Thus we have completed the proof.

Proposition 3. \#E ((p)) divides $2(p-1)^{2}$, and $I((p))$ is divisible by $(p-1) / 2$.
Proof. The natural mapping $\varphi$ from $\langle-1 \bmod (p)\rangle \times\left\langle\epsilon_{1} \bmod (p)\right\rangle \times\left\langle\epsilon_{2} \bmod (p)\right\rangle$ to $E((p))\left(=\left\{u \bmod (p) \mid u \in o_{F}^{\times}\right\}\right)$is surjective. Therefore $\# E((p))=2 \#\left\langle\epsilon_{1} \bmod (p)\right\rangle$ $\#\left\langle\epsilon_{2} \bmod (p)\right\rangle / \# \operatorname{ker} \varphi$ holds. By assumption on $p,(p)$ decomposes in $F$ and so \# $\left\langle\epsilon_{1} \bmod \right.$ $(p)\rangle=\#\left\langle\epsilon_{2} \bmod (p)\right\rangle$ divides $(p-1)$. Thus $\# E((p))$ divides $2(p-1)^{2}$. Hence $I((p))=$ $\left[\left(o_{F} /(p)\right)^{\times}: E((p))\right]=(p-1)^{3} / \# E((p))$ is divisible by $(p-1) / 2$.

The following follows from the proposition 2,3 .
Corollary 1. $\quad I((p))=(p-1) / 2$ and hence $\# E((p))=2(p-1)^{2}$ holds if and only if $M_{p}$ is trivial, i.e. $D_{1}(p)=D_{2}(p)=1$ holds.

Remark. The proposition 2 and the proof of the proposition 3 imply $\# E((p))=$ $2(p-1)^{2} / \# M_{p}=2(p-1)^{2} / D_{1}^{2} D_{2}(\in \boldsymbol{Z})$, and hence $I((p))=(p-1) / 2 \cdot D_{1}^{2} D_{2}$. Moreover the equation $x^{2}-x+1 \equiv 0 \bmod D_{2}$ has to have a solution and so a prime divisor $\ell$ of $D_{2}$ is 3 or congruent to 1 modulo 3 .

Proposition 4. Let $\epsilon$ be a unit of $F$ and $r=(p-1) / D$ the order of $\epsilon \bmod (p)$, and let $m$ be an integer relatively prime to $p$. Then $m$ divides $D$ if and only if $\zeta_{m}^{\rho-1}=$ $\sqrt[m]{\epsilon}{ }^{\rho-1}=1$ for every $\rho \in \sigma_{F_{m} / Q}(p)$.

Proof. Since $p$ is supposed to decompose in $F$, we have $\epsilon^{p-1} \equiv 1 \bmod (p)$. Therefore the order $r$ of $\epsilon \bmod (p)$ divides $p-1$ and $D=(p-1) / r$ is an integer. Then

$$
\begin{aligned}
m \mid D=(p-1) / r & \Leftrightarrow m \mid p-1 \text { and } r \mid(p-1) / m \\
& \Leftrightarrow m \mid p-1 \text { and } \epsilon^{(p-1) / m} \equiv 1 \bmod (p) \\
& \Leftrightarrow m \mid p-1 \text { and } \epsilon^{(p-1) / m} \equiv 1 \bmod \mathfrak{p} \text { for } \forall_{\mathfrak{p} \mid p} \\
& \quad \text { where } \mathfrak{p} \text { is a prime ideal in } F_{m} \\
& \Leftrightarrow \zeta_{m}^{\rho-1}=1 \text { and } \sqrt[m]{\epsilon} \epsilon^{\rho-1}=1 \text { for } \rho=\sigma_{F_{m} / \boldsymbol{Q}}(\mathfrak{p}),{ }^{\forall} \mathfrak{p} \mid p .
\end{aligned}
$$

Let us explain the last equivalence. Since $p$ decomposes in $F, \rho$ is the identity on $F$ and then $\sqrt[m]{\epsilon}{ }^{\rho-1}$ is an $m$ th root of unity. Suppose that $\zeta$ is an $m$ th root of unity. We have only to show $\zeta \equiv 1 \bmod \mathfrak{p}$ implies $\zeta=1$. If $\zeta \neq 1$, then there is a prime $\ell(\mid m)$ such that $\zeta_{\ell} \equiv 1 \bmod \mathfrak{p}$. Therefore $p=\ell \mid m$ holds, which contradicts $(m, p)=1$.

Proposition 5. Let $D_{1}(p), D_{2}(p), b(p)$ be those in the proposition 2, and suppose that a natural number $n$ divides $(p-1) / D_{1}(p)$. Then $n \mid D_{2}(p)$ holds if and only if

$$
\begin{equation*}
\sqrt[D_{1}(p) n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\rho-1}=1 \text { for }{ }^{\forall} \rho \in \sigma_{F_{D_{1}(p) n} / Q}(p) \tag{1}
\end{equation*}
$$

holds for some integer $b$. Then $b$ is uniquely determined modulo $n$ so that $b \equiv b(p) \bmod n$.
Proof. For simplicity, we write $D_{i}(p)=D_{i}$. If $n$ divide $D_{2}$, then putting $D_{2}=n r$, we have

$$
M_{p} \ni r\left((p-1) / D_{1} D_{2}, b(p)(p-1) / D_{1} D_{2}\right)=\left((p-1) / D_{1} n, b(p)(p-1) / D_{1} n\right),
$$

and hence $\epsilon_{1}^{(p-1) / D_{1} n} \epsilon_{2}^{b(p)(p-1) / D_{1} n} \equiv 1 \bmod (p)$. Hence the order of $\epsilon=\epsilon_{1} \epsilon_{2}^{b(p)} \bmod (p)$ is $(p-1) / D_{1} n a$ for a natural number $a$. Applying the previous proposition to $\epsilon, m=$ $D_{1} n(\not \equiv 0 \bmod p)$, we have

$$
\sqrt[D_{1} n]{\epsilon_{1} \epsilon_{2}^{b(p)}}{ }^{\rho-1}=1 \text { for }{ }^{\forall} \rho \in \sigma_{F_{D_{1} n} / Q}(p) .
$$

Conversely, the equation (1) yields $M_{p} \ni\left((p-1) / D_{1} n, b \cdot(p-1) / D_{1} n\right)$, and then $n \mid D_{2}$ by virtue of the proposition 2 .

To show the uniqueness of $b$, suppose that $n \mid D_{2}$ and $\sqrt[D_{1} n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\rho-1}=1$ for ${ }^{\forall} \rho \in$ $\sigma_{F_{D_{1} n} / Q}(p)$ holds for some integer $b$. Then we have both $M_{p} \ni\left((p-1) / D_{1} n, b \cdot(p-\right.$ 1) / $\left.D_{1} n\right)$ and $M_{p} \ni\left((p-1) / D_{1} n, b(p)(p-1) / D_{1} n\right)$, and so the difference $(0,(b-b(p))(p-$ 1)/ $\left.D_{1} n\right) \in M_{p}$. The proposition 2 implies $n \mid(b(p)-b)$, which completes the proof.

Proposition 6. For natural numbers b, $n$, suppose

$$
\zeta_{n}^{\rho-1}={\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}}^{\rho-1}=1 \text { for }{ }^{\forall} \rho \in \sigma_{F_{n} / \boldsymbol{Q}}(p)
$$

Then $\sqrt[n]{\epsilon_{2}}{ }^{\left(b^{2}-b+1\right)(\rho-1)}=1$ holds for ${ }^{\forall} \rho \in \sigma_{F_{n} / Q}(p)$.
Proof. Take an automorphism $\eta \in \operatorname{Gal}\left(F_{n} / \boldsymbol{Q}\right)$ satisfying $\eta=\sigma$ on $F$. For $\rho \in \sigma_{F_{n} / Q}(p), \eta \rho \eta^{-1} \in \sigma_{F_{n} / Q}(p)$ implies $\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\eta \rho}=\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b^{\eta}}}$ by the assumption. On the other hand, we have $\left(\epsilon_{1} \epsilon_{2}^{b}\right)^{\eta}=\epsilon_{1}^{-b} \epsilon_{2}^{1-b}=\left(\epsilon_{1} \epsilon_{2}^{b}\right)^{-b} \epsilon_{2}^{b^{2}-b+1}$, and then $\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\eta}$ $=\zeta \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}} \sqrt[n]{\epsilon_{2}} b^{2}-b+1$ for an $n$th root $\zeta$ of unity. Thus $\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}} \eta \rho$ is equal to $\zeta \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}} \sqrt[n]{\epsilon_{2}}{ }^{\left(b^{2}-b+1\right) \rho}=\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}} \sqrt{\eta}_{\epsilon_{2}}{ }^{\left(b^{2}-b+1\right)(\rho-1)}$. Comparing it with the above, we have $\sqrt[n]{\epsilon_{2}}\left(b^{2}-b+1\right)(\rho-1)=1$.

Proposition 7. For natural numbers $m, n, b$, we set

$$
H(m, n ; b)=\left\{\rho \in \operatorname{Gal}\left(F_{m n} / \boldsymbol{Q}\right) \left\lvert\, \begin{array}{l}
\text { (i) } \zeta_{m}^{\rho-1}=\sqrt[m]{\epsilon_{i}} \\
\text { (ii) } \zeta_{n}^{\rho-1}=\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}
\end{array}\right.\right.
$$

Then it is a union of conjugacy classes of $\operatorname{Gal}\left(F_{m n} / Q\right)$.
Proof. Let $\rho \in H(m, n ; b)$ and $\eta \in \operatorname{Gal}\left(F_{m n} / \boldsymbol{Q}\right)$. It is clear that we have only to see $\sqrt[m]{\epsilon_{i}} \eta \rho \eta^{-1}-1=\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\eta \rho \eta^{-1}-1}={\sqrt[n]{\epsilon_{2}}}^{\left(b^{2}-b+1\right)\left(\eta \rho \eta^{-1}-1\right)}=1$.
(i) In case of $\eta=\mathrm{id}$ on $F$.

Since $\sqrt[m]{\epsilon_{i}}{ }^{\eta}=\zeta \sqrt[m]{\epsilon_{i}}$ for an $m$ th root $\zeta$ of unity, it is easy to see $\sqrt[m]{\epsilon_{i}}{ }^{\eta \rho}=\sqrt[m]{\epsilon_{i}}{ }^{\eta}$ and so $\sqrt[m]{\epsilon_{i}} \eta \rho \eta^{-1}-1=1$. The others are similar.
(ii) In case of $\eta=\sigma$ on $F$.
$\epsilon_{1}^{\eta}=\epsilon_{2}$ and $\epsilon_{2}^{\eta}=\left(\epsilon_{1} \epsilon_{2}\right)^{-1}$ imply $\sqrt[m]{\epsilon_{1}}{ }^{\eta}=\alpha_{1} \sqrt[m]{\epsilon_{2}}, \sqrt[m]{\epsilon_{2}}{ }^{\eta}=\alpha_{2} \sqrt[m]{\epsilon_{1} \epsilon_{2}}{ }^{-1}$ for $m$ th roots $\alpha_{1}, \alpha_{2}$ of unity and hence $\sqrt[m]{\epsilon_{i}}{ }^{\eta \rho}=\sqrt[m]{\epsilon_{i}}{ }^{\eta}$ for $i=1$, 2. Because of $\left(\epsilon_{1} \epsilon_{2}^{b}\right)^{\eta}=$ $\left(\epsilon_{1} \epsilon_{2}^{b}\right)^{-b} \epsilon_{2}^{b^{2}-b+1}$, we have $\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\eta}=\alpha_{3} \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}} \sqrt[n]{\epsilon_{1}} b^{b^{2}-b+1}$ for an $n$th root $\alpha_{3}$ of unity and then $\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}} \eta^{\rho}=\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\eta}$. By virtue of $\epsilon_{2}^{\eta}=\left(\epsilon_{1} \epsilon_{2}^{b}\right)^{-1} \epsilon_{2}^{b-1}$, we obtain $\sqrt[n]{\epsilon_{2}^{\eta}}=$ $\alpha_{4}{\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}}^{-1}{\sqrt[n]{\epsilon_{2}}}^{b-1}$ for an $n$th root of $\alpha_{4}$ of unity and so $\sqrt[n]{\epsilon_{2}}{ }^{\left(b^{2}-b+1\right) \eta \rho}=\sqrt[n]{\epsilon_{2}}{ }^{\left(b^{2}-b+1\right) \eta}$. (iii) In case of $\eta=\sigma^{2}$ on $F$.
$\epsilon_{1}^{\eta}=\left(\epsilon_{1} \epsilon_{2}\right)^{-1}$ and $\epsilon_{2}^{\eta}=\epsilon_{1}$ yield $\sqrt[m]{\epsilon_{i}}{ }^{\eta \rho}=\sqrt[m]{\epsilon_{i}}{ }^{\eta}$ for $i=1,2 . \quad\left(\epsilon_{1} \epsilon_{2}^{b}\right)^{\eta}=$ $\left(\epsilon_{1} \epsilon_{2}^{b}\right)^{b-1} \epsilon_{2}^{-\left(b^{2}-b+1\right)}$ implies $\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\eta \rho}=\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}{ }^{\eta}$, and $\epsilon_{2}^{\eta}=\left(\epsilon_{1} \epsilon_{2}^{b}\right) \epsilon_{2}^{-b}$ implies $\sqrt[n]{\epsilon_{2}}{ }^{\left(b^{2}-b+1\right) \eta \rho}=\sqrt[n]{\epsilon_{2}}{ }^{\left(b^{2}-b+1\right) \eta}$.

For a positive number $x$, we put

$$
\begin{aligned}
& S_{x}=\{p \leq x \mid p \text { is an odd prime number which decomposes in } F\} \\
& T_{x}=\left\{p \in S_{x} \mid I((p))=(p-1) / 2\right\}=\left\{p \in S_{x} \mid \# E((p))=2(p-1)^{2}\right\}
\end{aligned}
$$

Let us express the number $\# T_{x}$ in terms of Frobenius automorphisms. Since $\# E((p))=2(p-1)^{2}$ is equivalent to $D_{1}(p)=D_{2}(p)=1$, we have

$$
\begin{aligned}
& \# T_{x}=\sum_{\substack{p \in S_{x} \\
D_{1}(p)=D_{2}(p)=1}} 1 \\
&=\sum_{\substack{p \in S_{x} \\
D_{1}(p)=1}} \sum_{n \mid D_{2}(p)} \mu(n)(\mu \text { is the Möbius function }) \\
&=\sum_{n} \mu(n) \sum_{\substack{p \in S_{x} \\
D_{1}(p)=1, n \mid D_{2}(p)}} 1 \\
&=\sum_{n} \mu(n) \sum_{b \bmod n} 1 \\
& \sum_{\substack { p \in S_{x} \\
\begin{subarray}{c}{D_{1}(p)=1, n-1, \epsilon_{1} \epsilon_{2}^{\rho-1}}=1 \text { for } \forall p \in \sigma_{F_{n} / Q}(p{ p \in S _ { x } \\
\begin{subarray} { c } { D _ { 1 } ( p ) = 1 , n - 1 , \\
\epsilon _ { 1 } \epsilon _ { 2 } ^ { \rho - 1 } } = 1 \text { for } \forall p \in \sigma _ { F _ { n } / Q } ( p ) }\end{subarray}} 1
\end{aligned}
$$

(by the proposition 5, since $n \mid D_{2}(p)$ implies $n \mid p-1$ )

$$
\begin{aligned}
& =\sum_{n} \mu(n) \sum_{b \bmod n} \sum_{\substack{p \in S_{x} \\
n \mid p-1 \\
\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}}} \sum_{m \mid D_{1}(p)} \mu(m) \\
& =\sum_{n, m} \mu(n) \mu(m) \sum_{b \bmod n} \#\left\{\begin{array}{l|l}
p \in S_{x} & \begin{array}{l}
\text { (i) } m \mid D_{1}(p) \\
\text { (ii) } p \equiv 1 \bmod n, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}} \\
\text { for } \forall \rho \in \sigma_{F_{n} / Q}(p)
\end{array} \\
\text { for }
\end{array}\right\} \\
& =\sum_{n, m} \mu(n) \mu(m) \sum_{b \bmod n} \#\left\{p \in S_{x} \left\lvert\, \begin{array}{l}
\text { (0) } p \nmid m n \\
\text { (i) } \zeta_{m}^{\rho-1}=\sqrt[m]{\epsilon_{1}} \rho-1=\sqrt[m]{\epsilon_{2}}{ }^{\rho-1}=1 \\
\text { for } \rho \in \sigma_{F_{m} / Q}(p) \\
\text { (ii) } \zeta_{n}^{\rho-1}=1,{\sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}}^{\rho-1}=1 \\
\text { for } \rho \in \sigma_{F_{n} / Q}(p),
\end{array}\right.\right\}
\end{aligned}
$$

(by the proposition 4)

$$
=\sum_{n, m} \mu(n) \mu(m) \sum_{b \bmod n} \#\left\{p \in S_{x} \mid p \nmid m n, \sigma_{F_{m n} / \boldsymbol{Q}}(p) \subset H(m, n ; b)\right\}
$$

(by the proposition 6).
Thus we have shown
Theorem 1. The number $\# T_{x}$ is equal to

$$
\sum_{n, m \geq 1} \mu(n) \mu(m) \sum_{b \bmod n} \#\left\{p \in S_{x} \mid p \nmid m n, \sigma_{F_{m n} / Q}(p) \subset H(m, n ; b)\right\} .
$$

Taking account of Chebotarev's density theorem, we propose

## Conjecture.

$$
\lim _{x \rightarrow \infty} \# T_{x} / \operatorname{Li}(x)=\sum_{n, m} \mu(n) \mu(m) \sum_{b \bmod n} \frac{\# H(m, n ; b)}{\left[F_{m n}: \boldsymbol{Q}\right]}=\kappa \quad \text { (say) }
$$

In the next section, we will show the expected density $\kappa$ above is really positive.

## $\S 2$.

Let us show that the infinite series $\kappa$ in the conjecture is absolutely convergent to a positive number. The aim in this section is the following

Theorem 2. We have
$\kappa=\frac{1}{4} \prod_{\ell \nmid 2 d_{F}}\left(1+\frac{1}{\ell^{2}}-\frac{\alpha(\ell)}{(\ell-1) \ell^{2}}\right) \begin{cases}\prod_{\ell \mid d_{F}}\left(1+\frac{1}{\ell^{2}}-\frac{\alpha(\ell)}{(\ell-1) \ell^{2}}\right) & \text { if } 3 \mid d_{F}, \\ \prod_{\ell \mid d_{F}}\left(1+\frac{1-2 \ell}{(\ell-1) \ell^{2}}\right)+2 \prod_{\ell \mid d_{F}} \frac{1-2 \ell}{(\ell-1) \ell^{2}} & \text { if } 3 \nmid d_{F},\end{cases}$
where $\ell$ denotes prime numbers and

$$
\alpha(\ell)= \begin{cases}\ell & \text { if } \ell \equiv 2 \bmod 3 \\ 3 \ell-2 & \text { if } \ell \equiv 1 \bmod 3 \\ \ell+2 & \text { if } \ell=3\end{cases}
$$

and $\kappa \neq 0$.
Before the proof, let us give numerical examples. Set $x=10^{8}$ and $\pi(x)$ is the number of primes not exceeding $x . \kappa^{\prime}$ denotes the partial product of $\kappa$ for $\ell<450000$.
In case of $F \subset \boldsymbol{Q}\left(\zeta_{7}\right): \kappa^{\prime}=0.17400 \cdots$ and $\# T_{x} / \pi(x)=0.17410 \cdots$,
In case of $F \subset \boldsymbol{Q}\left(\zeta_{9}\right): \kappa^{\prime}=0.19175 \cdots$ and $\# T_{x} / \pi(x)=0.19181 \cdots$.
Since we have

$$
\left.\left.\begin{array}{rl}
\# H(m, n ; b) /\left[F_{m n}: \boldsymbol{Q}\right] & =\left[\boldsymbol { Q } \left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{2}-b+1\right.\right.
\end{array}\right): \boldsymbol{Q}\right]^{-1},
$$

we set

$$
k(m, n ; b)=\left[F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{b^{2}-b+1}\right): F\right]
$$

for simplicity, and then

$$
\kappa=\frac{1}{3} \sum_{n, m \geq 1} \mu(n) \mu(m) \sum_{b \bmod n} 1 / k(m, n ; b) .
$$

Put $m=m_{1} d, n=n_{1} d$ for $d=(m, n)$. Since we may assume that $m, n$ are square-free, $m_{1} n_{1} d$ is supposed to be square-free. So we have, replacing $m_{1}, n_{1}$ by $m, n$

$$
\begin{aligned}
3 \kappa & =\sum_{\substack{n, m, d \geq 1 \\
m n d: s q u a r e-f r e e ~}} \mu(m) \mu(n) \sum_{b \bmod n d} 1 / k(m d, n d ; b) \\
& =\sum_{\substack{n, m, d \geq 1 \\
m n d: s q u a r e-\text { free }}} \mu(m) \mu(n) \sum_{b \bmod n d} 1 / k(m d, n ; b)
\end{aligned}
$$

(because of $k(m d, n d ; b)=k(m d, n ; b)$ )

$$
=\sum_{\substack{n, m, d \geq 1 \\ m n d: s q u a r e-f r e e ~}} \mu(m) \mu(n) d \sum_{b \bmod n} 1 / k(m d, n ; b)
$$

(since $k(m d, n ; b)$ is determined by $b \bmod n$, and putting $M=m d$ )

$$
\begin{aligned}
& =\sum_{\substack{M, n \geq 1 \\
M n: s q u a r e-f r e e ~}} \mu(M) \mu(n)\left(\sum_{d \mid M} \mu(d) d\right) \sum_{b \bmod n} 1 / k(M, n ; b) \\
& =\sum_{\substack{m, n \geq 1 \\
m n: s q u a r e-f r e e}} \mu(n) \varphi(m) \sum_{b \bmod n} 1 / k(m, n ; b)
\end{aligned}
$$

since $\sum_{d \mid M} \mu(d) d=\prod_{\ell \mid M}(1-\ell)=\mu(M) \varphi(M)$, where $\ell$ stands for primes and $\varphi$ is the Euler function.

Set

$$
A=\prod_{\ell \mid 2 d_{F}} \ell
$$

We note that $A$ is even and square-free. For natural numbers $a, b$ with $a \mid A^{\infty},(b, A)=1$, we know [K2]

$$
\left[F_{a b}: F\right]=\left[F_{a}: F\right]\left[F_{b}: F\right]=b^{2} \varphi(b)\left[F_{a}: F\right] \text { and } F_{a} \cap F_{b}=F
$$

In particular, $\left(b_{1}, b_{2}\right)=1$ and $\left(b_{1} b_{2}, A\right)=1$ imply that $F_{b_{1}}$ and $F_{b_{2}}$ are linearly disjoint over $F$ by $\left[F_{b_{1} b_{2}}: F\right]=\left(b_{1} b_{2}\right)^{2} \varphi\left(b_{1} b_{2}\right)$ and $\left[F_{b_{i}}: F\right]=b_{i}^{2} \varphi\left(b_{i}\right)$ for $i=1,2$.

Suppose that $m n$ is square-free, and write $m=m_{1} m_{2}, n=n_{1} n_{2}$ so that $\left(m_{1} n_{1}, A\right)=$ 1 and $m_{2} n_{2} \mid A^{\infty}$. Then we have, noting that $m n$ is square-free

$$
\begin{aligned}
k(m, n ; b)= & k\left(m_{1} m_{2}, n_{1} n_{2} ; b\right) \\
= & {\left[F \left(\zeta_{m_{1}}, \sqrt[m_{1}]{\epsilon_{1}}, \sqrt[m_{1}]{\epsilon_{2}}, \zeta_{m_{2}}, \sqrt[m_{2}]{\epsilon_{1}}, \sqrt[m_{2}]{\epsilon_{2}}\right.\right.} \\
& \zeta_{n_{1}}, \sqrt[n_{1}]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n_{1}]{\epsilon_{2}} b^{2}-b+1 \\
= & \left.\left.\zeta_{n_{2}}, \sqrt[n_{2}]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n_{2}]{\epsilon_{2}} b^{2}-b+1\right): F\right] \\
& \times\left[\zeta_{m_{1} n_{1}}, \sqrt[m_{1}]{\epsilon_{1}}, \sqrt[m_{1}]{\epsilon_{2}}, \sqrt[n_{1}]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n_{1}]{\epsilon_{2}} b^{2}-b+1\right. \\
& \left.\left.\times \zeta_{m_{2} n_{2}}, \sqrt[m_{2}]{\epsilon_{1}}, \sqrt[m_{2}]{\epsilon_{2}}, \sqrt[n_{2}]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n_{2}]{\epsilon_{2}} b^{2}-b+1\right): F\right]
\end{aligned}
$$

(by $F_{m_{1} n_{1}}$ and $F_{m_{2} n_{2}}$ being linearly disjoint over $F$ )

$$
=k\left(m_{1}, n_{1} ; b\right) k\left(m_{2}, n_{2} ; b\right)
$$

Since $m n$ is square-free, $(m, n)=1$ holds and $\left(m_{1} n_{1}, 2\right)=1$, we have

$$
\begin{aligned}
k\left(m_{1}, n_{1} ; b\right) & =\left[F \left(\zeta_{m_{1} n_{1}}, \sqrt[m_{1}]{\epsilon_{1}}, \sqrt[m_{1}]{\epsilon_{2}}, \sqrt[n_{1}]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n_{1}]{\epsilon_{2}} b^{2}-b+1\right.\right. \\
& =\left[F_{m_{1}}: F\right]\left[F\left(\zeta_{n_{1}}, \sqrt[n_{1}]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n_{1}]{\epsilon_{2}} b^{b^{2}-b+1}\right): F\right] \\
& =\varphi\left(m_{1}\right) m_{1}^{2} \prod_{\ell \mid n_{1}}\left[F\left(\zeta_{\ell}, \sqrt[\ell]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[\ell]{\epsilon_{2}} b^{b^{2}-b+1}\right): F\right] .
\end{aligned}
$$

By virtue of $\left[F_{\ell}: F\right]=\varphi(\ell) \ell^{2}$ for $\ell \mid n_{1}$, we see

$$
\left.\left.\begin{array}{rl}
{\left[F \left(\zeta_{\ell}, \sqrt[\ell]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[\ell]{\epsilon_{2}} b^{2}-b+1\right.\right.}
\end{array}\right): F\right]=\left\{\begin{array}{ll}
\varphi(\ell) \ell & \text { if } b^{2}-b+1 \equiv 0 \bmod \ell \\
\varphi(\ell) \ell^{2} & \text { if } b^{2}-b+1 \not \equiv 0 \bmod \ell
\end{array}, ~(\ell) \ell^{2-\alpha(b, \ell)}, ~ \$\right.
$$

where we put

$$
\alpha(b, \ell)= \begin{cases}1 & \text { if } b^{2}-b+1 \equiv 0 \bmod \ell \\ 0 & \text { if } b^{2}-b+1 \not \equiv 0 \bmod \ell\end{cases}
$$

Therefore we have

$$
k\left(m_{1}, n_{1} ; b\right)=\varphi\left(m_{1}\right) m_{1}^{2} \varphi\left(n_{1}\right) n_{1}^{2} \prod_{\ell \mid n_{1}} \ell^{-\alpha(b, \ell)}
$$

and $3 \kappa$ is equal to

Writing $b=b_{1} n_{2}+b_{2} n_{1}$, we see easily

$$
\alpha(b, \ell)=\alpha\left(b_{1} n_{2}, \ell\right) \text { for } \ell \mid n_{1} \text { and } k\left(m_{2}, n_{2} ; b\right)=k\left(m_{2}, n_{2} ; b_{2} n_{1}\right),
$$

and then, replacing $b_{1} n_{2}, b_{2} n_{1}$ by $b_{1}, b_{2}$ respectively

$$
\begin{aligned}
3 \kappa= & \sum_{\substack{m_{1}, n_{1} \geq 1, m_{1} \geq 1 \\
\text { and } m_{1} \text { suane.free } \\
\left(m_{1} n_{1}, A\right)=1}} \sum_{\substack{b_{1} \\
\bmod n_{1}}} \frac{\mu\left(n_{1}\right) \prod_{\ell \mid n_{1}} \ell^{\alpha\left(b_{1}, \ell\right)}}{m_{1}^{2} \varphi\left(n_{1}\right) n_{1}^{2}} \\
& \times \sum_{\substack{m_{2}, n_{2} \geq 1, m_{2} n_{2} \mid A}} \mu\left(n_{2}\right) \varphi\left(m_{2}\right) \sum_{b_{2} \bmod n_{2}} 1 / k\left(m_{2}, n_{2} ; b_{2}\right) \\
= & E_{I} \times E_{I I} \quad(\text { say }) .
\end{aligned}
$$

We see

$$
\begin{aligned}
& E_{I}=\sum_{\substack{m, n \geq 1, \\
\text { mand } \\
\text { andarefree } \\
(m, A)=1}} \sum_{b \bmod n} \frac{\mu(n) \prod_{\ell \mid n} \ell^{\alpha(b, \ell)}}{m^{2} \varphi(n) n^{2}} \\
& =\sum_{n \geq 1,(n, A)=1} \frac{\mu(n)}{\varphi(n) n^{2}} \sum_{b \bmod n} \prod_{\ell \mid n} \ell^{\alpha(b, \ell)} \sum_{\substack{m \geq 1,(m, n A)=1, m: s q u a r e-f r e e ~}} \frac{1}{m^{2}} \\
& =\sum_{n \geq 1,(n, A)=1} \frac{\mu(n)}{\varphi(n) n^{2}} \sum_{b \bmod n} \prod_{\ell \mid n} \ell^{\alpha(b, \ell)} \prod_{\ell \nmid n A}\left(1+\frac{1}{\ell^{2}}\right) \\
& =\prod_{\ell \nmid A}\left(1+\frac{1}{\ell^{2}}\right) \sum_{n \geq 1,(n, A)=1} \frac{\mu(n)}{\varphi(n) n^{2}}\left(\sum_{b \bmod n} \prod_{\ell \mid n} \ell^{\alpha(b, \ell)}\right) \prod_{\ell \mid n}\left(1+\frac{1}{\ell^{2}}\right)^{-1} .
\end{aligned}
$$

Writing $n=n_{1} n_{2}$ and $b=b_{1} n_{2}+b_{2} n_{1}$, we see

$$
\begin{aligned}
\sum_{b \bmod n} \prod_{\ell \mid n} \ell^{\alpha(b, \ell)} & =\sum_{\substack{b_{1} \bmod n_{1} \\
b_{2} \bmod n_{2}}} \prod_{\ell \mid n_{1}} \ell^{\alpha\left(b_{1} n_{2}, \ell\right)} \prod_{\ell \mid n_{2}} \ell^{\alpha\left(b_{2} n_{1}, \ell\right)} \\
& =\left(\sum_{b_{1} \bmod \operatorname{n} n_{1}} \prod_{\ell \mid n_{1}} \ell^{\alpha\left(b_{1}, \ell\right)}\right)\left(\sum_{b_{2} \bmod n_{2}} \prod_{\ell \mid n_{2}} \ell^{\alpha\left(b_{2}, \ell\right)}\right),
\end{aligned}
$$

and hence inductively

$$
\sum_{b \bmod n} \prod_{\ell \mid n} \ell^{\alpha(b, \ell)}=\prod_{\ell \mid n}\left(\sum_{b \bmod \ell} \ell^{\alpha(b, \ell)}\right)
$$

Therefore $E_{I}$ turns out to be

$$
\begin{aligned}
& \prod_{\ell \nmid A}\left(1+\frac{1}{\ell^{2}}\right) \cdot \prod_{\ell \nmid A}\left(1-\frac{1}{\varphi(\ell) \ell^{2}} \sum_{b \bmod \ell} \ell^{\alpha(b, \ell)} \times\left(1+\frac{1}{\ell^{2}}\right)^{-1}\right) \\
& \quad=\prod_{\ell \nmid A}\left(1+\frac{1}{\ell^{2}}-\frac{1}{(\ell-1) \ell^{2}} \sum_{b \bmod \ell} \ell^{\alpha(b, \ell)}\right) .
\end{aligned}
$$

It is easy to see

$$
\alpha(\ell):=\sum_{b \bmod \ell} \ell^{\alpha(b, \ell)}= \begin{cases}\ell & \text { if } \ell \equiv 2 \bmod 3 \\ 3 \ell-2 & \text { if } \ell \equiv 1 \bmod 3, \\ \ell+2 & \text { if } \ell=3 .\end{cases}
$$

Finally we have

$$
E_{I}=\prod_{\ell \nmid A}\left(1+\frac{1}{\ell^{2}}-\frac{\alpha(\ell)}{(\ell-1) \ell^{2}}\right)
$$

Because of $\alpha(\ell) \leq 3 \ell-2=2(\ell-1)+\ell$, we have

$$
\frac{\alpha(\ell)}{(\ell-1) \ell^{2}} \leq \frac{2}{\ell^{2}}+\frac{1}{(\ell-1) \ell}=\frac{1}{\ell^{2}}+\left(\frac{1}{\ell^{2}}+\frac{1}{(\ell-1) \ell}\right)<\frac{1}{\ell^{2}}+1
$$

by $\ell \geq 2$, and hence we have $E_{I} \neq 0$.
To study the term $E_{I I}$, we need several algebraic preparations.
Let $f$ be the conductor of $F$, that is, $f$ is the minimal natural number such that $F \subset \boldsymbol{Q}\left(\zeta_{f}\right)$. By virtue of $[F: \boldsymbol{Q}]=3$, we see that $f$ or $f / 9$ is a product of prime numbers which are congruent to one modulo 3.

LEMMA 1. Let $m, n$ be natural numbers such that $(m, n)=1, F \not \subset \boldsymbol{Q}\left(\zeta_{m}\right)$ and $F \not \subset \boldsymbol{Q}\left(\zeta_{n}\right)$. Then we have

$$
\left[F\left(\zeta_{m}\right) \cap F\left(\zeta_{n}\right): F\right]= \begin{cases}1 & \text { if } F \not \subset \boldsymbol{Q}\left(\zeta_{m n}\right) \\ 3 & \text { if } F \subset \boldsymbol{Q}\left(\zeta_{m n}\right)\end{cases}
$$

Proof. The assumption implies $\left[F\left(\zeta_{m}\right): F\right]=\left[\boldsymbol{Q}\left(\zeta_{m}\right): \boldsymbol{Q}\right]=\varphi(m)$ and $\left[F\left(\zeta_{n}\right):\right.$ $F]=\varphi(n)$. Then the assertion follows from

$$
\begin{aligned}
{\left[F\left(\zeta_{m}\right) \cap F\left(\zeta_{n}\right): F\right] } & =\frac{\left[F\left(\zeta_{m}\right): F\right]}{\left[F\left(\zeta_{m}\right): F\left(\zeta_{m}\right) \cap F\left(\zeta_{n}\right)\right]} \\
& =\frac{\varphi(m)\left[F\left(\zeta_{n}\right): F\right]}{\left[F\left(\zeta_{m n}\right): F\right]} \quad\left(\text { by } F\left(\zeta_{m}\right)\left(\zeta_{n}\right)=F\left(\zeta_{m n}\right)\right) \\
& =\frac{\varphi(m) \varphi(n)}{\left[\boldsymbol{Q}\left(\zeta_{m n}\right): \boldsymbol{Q}\left(\zeta_{m n}\right) \cap F\right]}
\end{aligned}
$$

LEMMA 2. If $(n, m)=1$, then $F_{m} \cap F_{n} \subset F\left(\zeta_{m n}\right)$ holds.
Proof. The extension degree of $F_{m}\left(\zeta_{m n}\right)=F\left(\zeta_{m n}\right)\left(\sqrt[m]{o_{F}^{\times}}\right)$over $F\left(\zeta_{m n}\right)$ divides $m^{\infty}$ by theory of Kummer extension. Similarly that of $F_{n}\left(\zeta_{m n}\right)$ divides $n^{\infty}$, and then $F\left(\zeta_{m n}\right)\left(\sqrt[m]{o_{F}^{\times}}\right) \cap F\left(\zeta_{m n}\right)\left(\sqrt[n]{o_{F}^{\times}}\right)=F\left(\zeta_{m n}\right)$. Thus we have $F_{m} \cap F_{n} \subset F_{m}\left(\zeta_{m n}\right) \cap F_{n}\left(\zeta_{m n}\right)=$ $F\left(\zeta_{m n}\right)$.

Lemma 3. If $m$ is square-free and $F \not \subset \boldsymbol{Q}\left(\zeta_{m}\right)$, then $x^{m}-\epsilon$ is irreducible over $F\left(\zeta_{m}\right)$, where $\pm \epsilon \in o_{F}^{\times}$are supposed not to be a power of a unit in $F$.

Proof. Since $m$ is square-free, we have only to show $\epsilon \notin F\left(\zeta_{m}\right)^{\ell}$ for any prime $\ell \mid m$. Suppose $\epsilon \in F\left(\zeta_{m}\right)^{\ell}$ for a prime divisor $\ell$ of $m$. By virtue of $F \subset F(\sqrt[\ell]{\epsilon}) \subset F\left(\zeta_{m}\right)$, $F(\sqrt[\ell]{\epsilon}) / F$ is a Galois extension, and then the assumption $\sqrt[\ell]{\epsilon} \notin F$ implies $F(\sqrt[\ell]{\epsilon}) \neq F$ and then $\zeta_{\ell} \sqrt[\ell]{\epsilon} \in F(\sqrt[\ell]{\epsilon})$, and so $\zeta_{\ell} \in F(\sqrt[\ell]{\epsilon})$. If $F \cap \boldsymbol{Q}\left(\zeta_{\ell}\right) \neq \boldsymbol{Q}$, then $F \subset \boldsymbol{Q}\left(\zeta_{\ell}\right)$ holds
because of $[F: \boldsymbol{Q}]=3$. This contradicts $F \not \subset \boldsymbol{Q}\left(\zeta_{m}\right)$. Thus we have $F \cap \boldsymbol{Q}\left(\zeta_{\ell}\right)=\boldsymbol{Q}$ and hence $\left[F\left(\zeta_{\ell}\right): F\right]=\left[\boldsymbol{Q}\left(\zeta_{\ell}\right): \boldsymbol{Q}\right]=\ell-1$. Suppose $\ell \neq 2$; then $\ell \geq[F(\sqrt[\ell]{\epsilon}): F]=[F(\sqrt[\ell]{\epsilon}):$ $\left.F\left(\zeta_{\ell}\right)\right](\ell-1)$ holds. Thus $\ell>2$ implies $\left[F(\sqrt[\ell]{\epsilon}): F\left(\zeta_{\ell}\right)\right]=1$, i.e. $F(\sqrt[\ell]{\epsilon})=F\left(\zeta_{\ell}\right)$. This is a contradiction since $F(\sqrt[\ell]{\epsilon})$ has a real conjugate field and $F\left(\zeta_{\ell}\right)$ is totally imaginary. Next, suppose $\ell=2$; then we have $F \subsetneq F(\sqrt{\epsilon}) \subset F\left(\zeta_{m}\right)$. Therefore there is a quadratic field $\boldsymbol{Q}(\sqrt{D})$ in $\boldsymbol{Q}\left(\zeta_{m}\right)$ satisfying $F(\sqrt{\epsilon})=F(\sqrt{D})$ by virtue of $F \cap \boldsymbol{Q}\left(\zeta_{m}\right)=\boldsymbol{Q}$, where $D$ is a square-free integer. It implies $\sqrt{\epsilon} / \sqrt{D} \in F$ and then $\epsilon=D a^{2}$ for some $a \in F$. If $D \neq-1$, then prime divisors $q$ of $D$ have an even ramification index at $F$. It contradicts $[F: \boldsymbol{Q}]=3$. Thus we have $\epsilon=-a^{2}$, which also contradicts the assumption.

Lemma 4. If $m$ is odd and square-free, and if $F \not \subset \boldsymbol{Q}\left(\zeta_{m}\right)$, then we have $\left[F_{m}\right.$ : $\left.F\left(\zeta_{m}\right)\right]=m^{2}$ and $\left[F_{m}: F\right]=m^{2} \varphi(m)$.

Proof. Since $m$ is odd, we obtain $F_{m}=F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}\right)$ and

$$
\begin{aligned}
{\left[F_{m}: F\left(\zeta_{m}\right)\right] } & =\left[F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}\right): F\left(\zeta_{m}\right)\right] \\
& =\left[F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}\right): F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}\right)\right]\left[F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}\right): F\left(\zeta_{m}\right)\right] \\
& =m\left[F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}\right): F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}\right)\right]
\end{aligned}
$$

by the lemma 3 .
Suppose $\left[F_{m}: F\left(\zeta_{m}\right)\right]<m^{2}$; then $x^{m}-\epsilon_{2}$ is reducible over $F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}\right)$ by the above. Hence there is a prime $\ell \mid m$ such that $\sqrt[\ell]{\epsilon_{2}} \in F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}\right)$. Let us consider the sequence

$$
F\left(\zeta_{m}\right) \subset F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}\right) \subset F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}, \sqrt[\ell]{\epsilon_{2}}\right) \subset F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}\right)
$$

Since $\left[F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}\right): F\left(\zeta_{m}\right)\right]=\ell$ holds by the lemma 3, we see that $\left[F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}\right)\right.$ : $\left.F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}\right)\right]=m / \ell$ is relatively prime to $\ell$. Since $F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}\right) \ni \zeta_{\ell}$ by $\ell \mid m,\left[F\left(\zeta_{m}\right.\right.$, $\left.\left.\sqrt[\ell]{\epsilon_{1}}, \sqrt[\ell]{\epsilon_{2}}\right): F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}\right)\right]=1$ or $\ell$ holds, and then it yields $F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}\right)=F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}, \sqrt[\ell]{\epsilon_{2}}\right)$ and so $\sqrt[\ell]{\epsilon_{2}} \in F\left(\zeta_{m}, \sqrt[\ell]{\epsilon_{1}}\right)$. Then there is a natural number $r$ such that $\sqrt[{\ell / \epsilon_{1} / \sqrt[\ell]{\epsilon_{2}}}]{ }=$ $F\left(\zeta_{m}\right)$. It is a contradiction, applying the lemma 3 for $\epsilon=\epsilon_{1} \epsilon_{2}^{-r}$. Thus we have proved $\left[F_{m}: F\left(\zeta_{m}\right)\right]=m^{2}$ and then the second equation follows easily from $F \cap \boldsymbol{Q}\left(\zeta_{m}\right)=\boldsymbol{Q}$.
The isomorphism in the following lemma is a special case of the theorem 2.1 in [K4] or a refinement of the lemma 4.

Lemma 5. Let $q$ be an odd prime number. Then we have

$$
\begin{gathered}
\operatorname{Gal}\left(F\left(\sqrt[q]{o_{F}^{㐅}}\right) / F\left(\zeta_{q}\right)\right) \cong(\boldsymbol{Z} / q \boldsymbol{Z})^{2}, \\
{\left[F\left(\zeta_{q}, \sqrt[q]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[q]{\epsilon_{2}}{ }^{b^{2}-b+1}\right): F\right]=(q-1) q^{2-\alpha(b, q)} /\left[F \cap \boldsymbol{Q}\left(\zeta_{q}\right): \boldsymbol{Q}\right] .}
\end{gathered}
$$

Proof. The second follows from the first and the definition of $\alpha$.
Lemma 6. Let $m$ be odd and square-free, and assume $F \not \subset \boldsymbol{Q}\left(\zeta_{m}\right)$. Then an abelian subfield $K$ of $F_{m}$ is contained in $F\left(\zeta_{m}\right)$.

Proof. Let $K$ be an abelian subfield of $F_{m}$ and suppose $K \not \subset F\left(\zeta_{m}\right)$. Since $F_{m}=F\left(\zeta_{m}\right)\left(\sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}\right)$ is a Kummer extension of $F\left(\zeta_{m}\right)$, and $F_{m} \supset K \cdot F\left(\zeta_{m}\right) \supsetneq F\left(\zeta_{m}\right)$, there are integers $a, b, m^{\prime}$ such that $K \cdot F\left(\zeta_{m}\right) \ni \sqrt[m^{\prime}]{\epsilon_{1}^{a} \epsilon_{2}^{b}}$ with $(a, b)=1,1 \neq m^{\prime} \mid m$. Set $\epsilon=\epsilon_{1}^{a} \epsilon_{2}^{b}$ and take $\eta \in \operatorname{Gal}\left(F_{m} / \boldsymbol{Q}\right)$ so that $\eta=\mathrm{id}$ on $F\left(\zeta_{m}\right)$ and $\sqrt[m^{\prime}]{\epsilon} \eta^{\eta}=\zeta_{m^{\prime}} \sqrt[m^{\prime}]{\epsilon}$, using the lemma 4. Let $\rho_{0} \in \operatorname{Gal}\left(F\left(\zeta_{m^{\prime}}\right) / \boldsymbol{Q}\right)$ such that $\rho_{0}=\mathrm{id}$ on $F$ and $\zeta_{m^{\prime}}^{\rho_{0}} \neq \zeta_{m^{\prime}}$. This is possible since $m^{\prime}$ is odd. We extend $\rho_{0}$ to an element of $\operatorname{Gal}\left(F\left(\zeta_{m}\right) / \boldsymbol{Q}\right)$. By virtue of the lemma 4, we can extend $\rho_{0}$ to $\rho \in \operatorname{Gal}\left(F_{m} / \boldsymbol{Q}\right)$ so that $\sqrt[m^{\prime}]{\epsilon}{ }^{\rho}=\sqrt[m^{\prime}]{\epsilon}$ holds by multiplying an element of $\operatorname{Gal}\left(F_{m} / F\left(\zeta_{m}\right)\right)$, if necessary. Then we have

$$
\begin{gathered}
\sqrt[m^{\prime}]{\epsilon} \eta^{\rho \rho}=\left(\zeta_{m^{\prime}} \sqrt[m^{\prime}]{\epsilon}\right)^{\rho}=\zeta_{m^{\prime}}^{\rho_{0}} \sqrt[m^{\prime}]{\epsilon} \\
\sqrt[m^{\prime} \prime]{\epsilon \eta}=\sqrt[m^{\prime}]{\epsilon} \eta=\zeta_{m^{\prime}} \sqrt[m^{\prime}]{\epsilon} \neq \zeta_{m^{\prime}}^{\rho_{0}} \sqrt[m^{\prime}]{\epsilon}
\end{gathered}
$$

Hence $\sqrt[m^{\prime}]{\epsilon}$ is not abelian over $\boldsymbol{Q}$. However the assumption implies that $K \cdot F\left(\zeta_{m}\right)(\ni \sqrt[m^{\prime}]{\epsilon})$ is abelian over $\boldsymbol{Q}$. This is a contradiction.

Lemma 7. Suppose that $m, n$ are relatively prime square-free odd integers and suppose $F \not \subset \boldsymbol{Q}\left(\zeta_{m}\right)$ and $F \not \subset \boldsymbol{Q}\left(\zeta_{n}\right)$. Then $F_{m} \cap F_{n}=F\left(\zeta_{m}\right) \cap F\left(\zeta_{n}\right)$ holds and we have

$$
\left[F_{m} \cap F_{n}: F\right]= \begin{cases}1 & \text { if } F \not \subset \boldsymbol{Q}\left(\zeta_{m n}\right) \\ 3 & \text { if } F \subset \boldsymbol{Q}\left(\zeta_{m n}\right)\end{cases}
$$

Proof. Put $K=F_{m} \cap F_{n}\left(\supset F\left(\zeta_{m}\right) \cap F\left(\zeta_{n}\right)\right)$; then $K \subset F\left(\zeta_{m n}\right)$ holds by the lemma 2, and hence $K$ is abelian over $\boldsymbol{Q}$. Then the lemma 6 implies $K \subset F\left(\zeta_{m}\right) \cap F\left(\zeta_{n}\right)$ and hence $K=F\left(\zeta_{m}\right) \cap F\left(\zeta_{n}\right)$, and then the lemma 1 implies the desired equation.

Lemma 8. $\quad\left[F_{2}: F\right]=8$ and the maximal abelian subfield of $F_{2}$ is $F(\sqrt{-1})$.
Proof. $\quad F_{2}=F\left(\sqrt{-1}, \sqrt{\epsilon_{1}}, \sqrt{\epsilon_{2}}\right)$ and $F(\sqrt{-1}) \neq F$ are clear. If we have $F\left(\sqrt{-1}, \sqrt{\epsilon_{1}}\right)=F(\sqrt{-1})$, then $\sqrt{\epsilon_{1}} \in F(\sqrt{-1})$ and so $\sqrt{\epsilon_{1}} / \sqrt{-1} \in F$ hold. It implies a contradiction $\epsilon_{1}=-a^{2}$ for an element $a \in F$. Therefore we have $F\left(\sqrt{-1}, \sqrt{\epsilon_{1}}\right) \neq$ $F(\sqrt{-1})$. Next, suppose $F\left(\sqrt{-1}, \sqrt{\epsilon_{1}}, \sqrt{\epsilon_{2}}\right)=F\left(\sqrt{-1}, \sqrt{\epsilon_{1}}\right)$; then $\sqrt{\epsilon_{2}} \in F\left(\sqrt{-1}, \sqrt{\epsilon_{1}}\right)$ and so $\sqrt{\epsilon_{2}} / \sqrt{-1}, \sqrt{\epsilon_{2}} / \sqrt{\epsilon_{1}}$ or $\sqrt{\epsilon_{2}} / \sqrt{-\epsilon_{1}} \in F$ holds since quadratic subfields over $F$ in $F\left(\sqrt{-1}, \sqrt{\epsilon_{1}}\right)$ are $F(\sqrt{-1}), F\left(\sqrt{\epsilon_{1}}\right)$ or $F\left(\sqrt{-\epsilon_{1}}\right)$. They are contradictions similarly to the above. Thus we obtain $\left[F_{2}: F\right]=8$. The maximal abelian subfield $K$ of $F_{2}$ contains $F(\sqrt{-1})$ clearly. Suppose $K \neq F(\sqrt{-1})$; then $K$ must contain $F(\sqrt{-1})\left(\sqrt{\epsilon_{1}}\right), F(\sqrt{-1})\left(\sqrt{\epsilon_{2}}\right)$ or $F(\sqrt{-1})\left(\sqrt{\epsilon_{1} \epsilon_{2}}\right)$. Therefore one of the three fields is abelian. However they are conjugate by virtue of $\epsilon_{1}^{\sigma}=\epsilon_{2}, \epsilon_{2}^{\sigma}=\left(\epsilon_{1} \epsilon_{2}\right)^{-1}$, and so they coincide. This is a contradiction.

Lemma 9. For an odd square-free integer $m, F_{2} \cap F_{m}=F$ holds.
Proof. It is easy to see that $\left[F_{2}\left(\zeta_{4 m}\right): F\left(\zeta_{4 m}\right)\right]=\left[F\left(\zeta_{4 m}\right)\left(\sqrt{\epsilon_{1}}, \sqrt{\epsilon_{2}}\right): F\left(\zeta_{4 m}\right)\right]$ divides 4 , and $\left[F_{m}\left(\zeta_{4 m}\right): F\left(\zeta_{4 m}\right)\right]=\left[F\left(\zeta_{4 m}\right)\left(\sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}\right): F\left(\zeta_{4 m}\right)\right]$ is odd. Therefore we have $F\left(\zeta_{4 m}\right)=F_{2}\left(\zeta_{4 m}\right) \cap F_{m}\left(\zeta_{4 m}\right) \supset F_{2} \cap F_{m}$, and then $K:=F_{2} \cap F_{m}$ is an abelian subfield of $F_{2}$. By the previous lemma, $K$ is equal to $F$ or $F(\sqrt{-1})$. Suppose $K=F(\sqrt{-1})$. Since $\left[F_{m}: F\right]=\left[F_{m}: F\left(\zeta_{m}\right)\right]\left[F\left(\zeta_{m}\right): F\right]$ and $\left[F_{m}: F\left(\zeta_{m}\right)\right]$ is odd, we
see that $\sqrt{-1}\left(\in K \subset F_{m}\right)$ is contained in $F\left(\zeta_{m}\right)$, i.e. $\sqrt{-1} \in F\left(\zeta_{m}\right)$.
On the other hand, $d_{F}$ and $m$ are odd and hence the discriminant of $F\left(\zeta_{m}\right)$ is odd. Thus the prime 2 is unramified, which contradicts $\sqrt{-1} \in F\left(\zeta_{m}\right)$.

Under preparations above, let us evaluate the term

$$
E_{I I}=\sum_{\substack{m, n>1 \\ m \mid A}} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) .
$$

Dividing terms according to parities of $m, n$, we have

$$
\begin{aligned}
E_{I I}= & \sum_{m n \mid A / 2} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b)+\sum_{m n \mid A / 2} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(2 m, n ; b) \\
& -\sum_{m n \mid A / 2} \varphi(m) \mu(n) \sum_{b \bmod 2 n} 1 / k(m, 2 n ; b),
\end{aligned}
$$

recalling $A$ is even and square-free. By virtue of the lemma 9 , we see, for $m n \mid A / 2$

$$
\begin{aligned}
& k(2 m, n ; b)=\left[F \left(\zeta_{2 m}, \sqrt[2 m]{\epsilon_{1}}, \sqrt[2 m]{\epsilon_{2}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{2}-b+1\right.\right. \\
&): F] \\
&=\left[F\left(\sqrt{\epsilon_{1}}, \sqrt{\epsilon_{2}}\right): F\right]\left[F\left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{b^{2}-b+1}\right): F\right] \\
&=4 k(m, n ; b)
\end{aligned}
$$

Writing $b=2 b_{1}+b_{2} n$ ( $n$ : odd), we have

$$
\begin{aligned}
k(m, 2 n ; b)= & {\left[F \left(\zeta_{m}, \sqrt[m]{\epsilon_{1}}, \sqrt[m]{\epsilon_{2}}, \zeta_{n}, \sqrt{\epsilon_{1} \epsilon_{2}^{b_{2} n}}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{2 b_{1}}},\right.\right.} \\
& \left.\left.{\sqrt{\epsilon_{2}}}^{\left(b_{2} n\right)^{2}-b_{2} n+1},{\sqrt[n]{\epsilon_{2}}}^{\left(2 b_{1}\right)^{2}-2 b_{1}+1}\right): F\right] \\
= & {\left[F \left({\left.\left.\sqrt{\epsilon_{1} \epsilon_{2}^{b_{2} n}},{\sqrt{\epsilon_{2}}}^{\left(b_{2} n\right)^{2}-b_{2} n+1}\right): F\right] k\left(m, n ; 2 b_{1}\right)}_{=} 4 k\left(m, n ; 2 b_{1}\right),\right.\right.}
\end{aligned}
$$

by virtue of $\left(b_{2} n\right)^{2}-b_{2} n+1 \equiv 1 \bmod 2$. Therefore $E_{I I}$ is equal to

$$
\begin{aligned}
& \sum_{m n \mid A / 2} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b)+\frac{1}{4} \sum_{m n \mid A / 2} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) \\
& \quad-\sum_{m n \mid A / 2} \varphi(m) \mu(n) \sum_{\substack{b_{1} \bmod n \\
b_{2} \bmod 2}} 1 /\left(4 k\left(m, n ; 2 b_{1}\right)\right) \\
& \quad=\frac{3}{4} \sum_{m n \mid A / 2} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) .
\end{aligned}
$$

Set, for an integer $a$,

$$
V(a)=\sum_{m n \mid a} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) .
$$

Then $E_{I I}=\frac{3}{4} V(A / 2)$ has been shown above.
Proposition 8. Let $q$ be a prime number such that $q=3$ or $q \equiv 1 \bmod 3$. We have

$$
V(q)=\left\{\begin{array}{cl}
\frac{5}{6} & \text { if } q=3, \\
1+\frac{1-2 q}{q^{2}(q-1)} & \text { if } q \neq 3 \text { and } F \not \subset \boldsymbol{Q}\left(\zeta_{q}\right), \\
1+\frac{3(1-2 q)}{q^{2}(q-1)} & \text { if } F \subset \boldsymbol{Q}\left(\zeta_{q}\right) .
\end{array}\right.
$$

Proof. It is easy to see

$$
V(q)=1+\varphi(q) / k(q, 1 ; 0)-\sum_{b \bmod q} 1 / k(1, q ; b),
$$

noting $k(1,1 ; 0)=1$. The lemma 5 implies

$$
k(q, 1 ; 0)=\left[F\left(\zeta_{q}, \sqrt[q]{\epsilon_{1}}, \sqrt[q]{\epsilon_{2}}\right): F\right]=q^{2}\left[F\left(\zeta_{q}\right): F\right]
$$

and

$$
\left.\left.\begin{array}{rl}
k(1, q ; b) & =\left[F \left(\zeta_{q}, \sqrt[q]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[q]{\epsilon_{2}} b^{2}-b+1\right.\right.
\end{array}\right): F\right], \begin{array}{ll}
{\left[F\left(\zeta_{q}, \sqrt[q]{\epsilon_{1} \epsilon_{2}^{b}}\right): F\right]} & \text { if } b^{2}-b+1 \equiv 0 \bmod q, \\
{\left[F\left(\zeta_{q}, \sqrt[q]{\epsilon_{1}}, \sqrt[q]{\epsilon_{2}}\right): F\right]} & \text { if } b^{2}-b+1 \not \equiv 0 \bmod q
\end{array}, \begin{array}{ll}
q\left[F\left(\zeta_{q}\right): F\right] & \text { if } b^{2}-b+1 \equiv 0 \bmod q, \\
q^{2}\left[F\left(\zeta_{q}\right): F\right] & \text { if } b^{2}-b+1 \not \equiv 0 \bmod q .
\end{array}
$$

Therefore we have

$$
V(q)=1+\frac{\varphi(q)}{q^{2}\left[F\left(\zeta_{q}\right): F\right]}-\sum_{\substack{b \bmod q \\ b^{2}-b+1 \equiv 0 \bmod q}} \frac{1}{q\left[F\left(\zeta_{q}\right): F\right]}-\sum_{\substack{b \bmod q \\ b^{2}-b+1 \neq 0 \bmod q}} \frac{1}{q^{2}\left[F\left(\zeta_{q}\right): F\right]} .
$$

$V(3)=5 / 6$ is easy. If $q \neq 3$, then we have

$$
V(q)=1+\frac{1-2 q}{q^{2}\left[F\left(\zeta_{q}\right): F\right]},
$$

which gives the assertion. $V(q) \neq 0$ is easy to see.
Suppose that $q=A / 2$ is a prime number.
If $F \subset \boldsymbol{Q}\left(\zeta_{9}\right)$, then $E_{I I}=\frac{3}{4} V(3)=\frac{15}{24}$ and then

$$
\kappa=\frac{5}{24} E_{I}(\neq 0),
$$

which completes the proof of the theorem 2 when $F \subset \boldsymbol{Q}\left(\zeta_{9}\right)$.
If $F \subset \boldsymbol{Q}\left(\zeta_{q}\right)$, then we have $E_{I I}=\frac{3}{4} V(q)=\frac{3}{4}\left(1+\frac{3(1-2 q)}{q^{2}(q-1)}\right)$ and so

$$
\kappa=\frac{1}{4}\left(1+\frac{3(1-2 q)}{q^{2}(q-1)}\right) E_{I}(\neq 0)
$$

which completes the proof of the theorem 2 when $F \subset \boldsymbol{Q}\left(\zeta_{q}\right)$. Thus we have completed the proof of the case where $A / 2$ is prime.

Lemma 10. Let $m, n$ be odd natural numbers and $q$ an odd prime number. Suppose that mnq is square-free, $F \not \subset \boldsymbol{Q}\left(\zeta_{q}\right)$ and $F \not \subset \boldsymbol{Q}\left(\zeta_{m n}\right)$. Then we have

$$
\begin{aligned}
k(m q, n ; b) & =q^{2}(q-1) k(m, n ; b)\left\{\begin{array}{cc}
1 & \text { if } F \not \subset \boldsymbol{Q}\left(\zeta_{m n q}\right), \\
1 / 3 & \text { if } F \subset \boldsymbol{Q}\left(\zeta_{m n q}\right),
\end{array}\right. \\
\sum_{b \bmod n q} 1 / k(m, n q ; b) & =\frac{\alpha(q)}{q^{2}(q-1)} \sum_{b \bmod n} 1 / k(m, n ; b) \begin{cases}1 & \text { if } F \not \subset \boldsymbol{Q}\left(\zeta_{m n q}\right), \\
3 & \text { if } F \subset \boldsymbol{Q}\left(\zeta_{m n q}\right) .\end{cases}
\end{aligned}
$$

Proof. By definition, it is easy to see

$$
\left.\left.\begin{array}{rl}
k(m q, n ; b) & =\left[F \left(\sqrt[m q]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{2}-b+1\right.\right.
\end{array}\right): F\right] \quad \begin{aligned}
& \\
& \\
& =\left[F_{q} \cdot F\left(\sqrt[m]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{b^{2}-b+1}\right): F\right] \\
&
\end{aligned}=\frac{\left[F_{q}: F\right]\left[F\left(\sqrt[m]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{2}-b+1\right): F\right]}{\left[F_{q} \cap F\left(\sqrt[m]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{b^{2}-b+1}\right): F\right]} .
$$

We have $\left[F_{q}: F\right]=\left[F\left(\zeta_{q}, \sqrt[q]{\epsilon_{1}}, \sqrt[q]{\epsilon_{2}}\right): F\left(\zeta_{q}\right)\right]\left[F\left(\zeta_{q}\right): F\right]=q^{2}(q-1)$ by the lemma 5 and $F \not \subset \boldsymbol{Q}\left(\zeta_{q}\right)$, and then the numerator is $q^{2}(q-1) k(m, n ; b)$. By the lemma 7 , we see

$$
\begin{aligned}
F_{q} \cap F_{m n} & =F\left(\zeta_{q}\right) \cap F\left(\zeta_{m n}\right) \subset F_{q} \cap F\left(\sqrt[m]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}}{ }^{b^{2}-b+1}\right) \\
& \subset F_{q} \cap F_{m n}
\end{aligned}
$$

and hence $F_{q} \cap F\left(\sqrt[m]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}}{ }^{b^{2}-b+1}\right)=F_{q} \cap F_{m n}$. Then the lemma 7 gives the first equation.

For the second, we set $\mathfrak{s}=\left\{\zeta_{q}, \sqrt[q]{\epsilon_{1} \epsilon_{2}^{b_{2} n}}, \sqrt[q]{\epsilon_{2}}{ }^{\left(b_{2} n\right)^{2}-b_{2} n+1}\right\}$ for simplicity, and then we have

$$
\left.\left.\begin{array}{l}
k\left(m, n q ; b_{1} q+b_{2} n\right) \\
\quad=\left[F \left(\sqrt[m]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b_{1} q}},{\sqrt[n]{\epsilon_{2}}}_{\left(b_{1} q\right)^{2}-b_{1} q+1}^{\mathfrak{s}): F]}\right.\right. \\
\quad=k\left(m, n ; b_{1} q\right)[F(\mathfrak{s}): F] /\left[F \left(\sqrt[m]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b_{1} q}}, \sqrt[n]{\epsilon_{2}}\left(b_{1} q\right)^{2}-b_{1} q+1\right.\right.
\end{array}\right) \cap F(\mathfrak{s}): F\right] .
$$

Here $[F(\mathfrak{s}): F]$ is equal to $\varphi(q) q^{2-\alpha\left(b_{2} n, q\right)}$ by the lemma 5 and

$$
\begin{aligned}
F\left(\zeta_{m n}\right) \cap F\left(\zeta_{q}\right) & \subset F\left(\sqrt[m]{o_{F}^{\times}}, \zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b_{1} q}},{\sqrt[n]{\epsilon_{2}}}^{\left(b_{1} q\right)^{2}-b_{1} q+1}\right) \cap F(\mathfrak{s}) \\
& \subset F_{m n} \cap F_{q}=F\left(\zeta_{m n}\right) \cap F\left(\zeta_{q}\right)
\end{aligned}
$$

by the lemma 7 , and so the denominator is equal to $\left[F\left(\zeta_{m n}\right) \cap F\left(\zeta_{q}\right): F\right]$ and then

$$
k\left(m, n q ; b_{1} q+b_{2} n\right)=k\left(m, n ; b_{1} q\right)(q-1) q^{2-\alpha\left(b_{2} n, q\right)}\left\{\begin{array}{cl}
1 & \text { if } F \not \subset \boldsymbol{Q}\left(\zeta_{m n q}\right) \\
1 / 3 & \text { if } F \subset \boldsymbol{Q}\left(\zeta_{m n q}\right)
\end{array}\right.
$$

Thus we have

$$
\begin{aligned}
& \sum_{b \bmod n q} 1 / k(m, n q ; b) \\
& =\sum_{b_{1} \bmod n} 1 / k\left(m, n ; b_{1} q\right) \sum_{b_{2} \bmod q}(q-1)^{-1} q^{-2+\alpha\left(b_{2} n, q\right)} \begin{cases}1 & \text { if } F \not \subset \boldsymbol{Q}\left(\zeta_{m n q}\right), \\
3 & \text { if } F \subset \boldsymbol{Q}\left(\zeta_{m n q}\right)\end{cases} \\
& =\alpha(q)(q-1)^{-1} q^{-2} \sum_{b \bmod n} 1 / k(m, n ; b) \begin{cases}1 & \text { if } F \not \subset \boldsymbol{Q}\left(\zeta_{m n q}\right), \\
3 & \text { if } F \subset \boldsymbol{Q}\left(\zeta_{m n q}\right),\end{cases}
\end{aligned}
$$

where $\sum_{b \bmod q} q^{\alpha(b, q)}$ is $\alpha(q)$ by definition as before.
Proposition 9. Suppose that $r \mid A / 2$ and $F \not \subset \boldsymbol{Q}\left(\zeta_{r}\right)$; then we have

$$
V(r)=\prod_{\ell \mid r}\left(1+\ell^{-2}-\frac{\alpha(\ell)}{\ell^{2}(\ell-1)}\right) .
$$

Proof. If $r$ is a prime, then $r \not \equiv 2 \bmod 3$ holds and so the assertion follows from the proposition 8. Suppose $r=a q$, where $q$ is a prime number and $a>1$. It is easy to see

$$
\begin{aligned}
V(a q)= & \sum_{m n \mid a} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b)+\sum_{m n \mid a} \varphi(m q) \mu(n) \sum_{b \bmod n} 1 / k(m q, n ; b) \\
& -\sum_{m n \mid a} \varphi(m) \mu(n) \sum_{b \bmod n q} 1 / k(m, n q ; b) .
\end{aligned}
$$

The first partial sum is equal to $V(a)$. The lemma 10 yields $k(m q, n ; b)=q^{2}(q-$ $1) k(m, n ; b)$ by the assumption $F \not \subset \boldsymbol{Q}\left(\zeta_{a q}\right)$ if $m n \mid a$. Therefore the second partial sum is equal to $q^{-2} V(a)$. Similarly, the third partial sum is equal to

$$
\frac{\alpha(q)}{q^{2}(q-1)} V(a) .
$$

Therefore we have

$$
V(a q)=\left(1+q^{-2}-\frac{\alpha(q)}{q^{2}(q-1)}\right) V(a),
$$

and inductively

$$
V(r)=\prod_{\ell \mid r}\left(1+\ell^{-2}-\frac{\alpha(\ell)}{\ell^{2}(\ell-1)}\right) .
$$

Now suppose $3 \mid d_{F}$; then $F \not \subset \boldsymbol{Q}\left(\zeta_{A}\right)$ holds since the conductor of $F$ is divisible by 9 and $A$ is square-free. Thus in case of $3 \mid d_{F}$ we have by the proposition 9

$$
V(A / 2)=\prod_{q \mid A / 2}\left(1+q^{-2}-\frac{\alpha(q)}{q^{2}(q-1)}\right) \neq 0,
$$

which completes the proof in case of $3 \mid d_{F}$.
Lastly, we assume $3 \nmid d_{F}$. It implies that any prime divisor of $A / 2$ is congruent to 1 modulo 3 . Put $A / 2=a q$, where $a>1$ and $q$ is prime. Similarly as above, we have

$$
\begin{aligned}
V(A / 2)= & V(a)+\sum_{m n \mid a} \varphi(m q) \mu(n) \sum_{b \bmod n} 1 / k(m q, n ; b) \\
& -\sum_{m n \mid a} \varphi(m) \mu(n) \sum_{b \bmod n q} 1 / k(m, n q ; b) .
\end{aligned}
$$

Here we see, by the lemma 10

$$
k(m q, n ; b)=q^{2}(q-1) k(m, n ; b)\left\{\begin{array}{cl}
1 & \text { if } m n<a \\
1 / 3 & \text { if } m n=a
\end{array}\right.
$$

Therefore the second partial sum is equal to

$$
\begin{aligned}
& q^{-2} \sum_{\substack{m n \mid a \\
m n \neq a}} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b)+3 q^{-2} \sum_{m n=a} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) \\
& \quad=q^{-2} V(a)+2 q^{-2} \sum_{m n=a} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) .
\end{aligned}
$$

Similarly, the third sum is equal to

$$
\begin{aligned}
& \sum_{\substack{m n \mid a \\
m n \neq a}} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) \cdot \frac{\alpha(q)}{(q-1) q^{2}} \\
& \quad+\sum_{m n=a} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) \cdot \frac{3 \alpha(q)}{(q-1) q^{2}} \\
& =\frac{\alpha(q)}{(q-1) q^{2}} V(a)+\frac{2 \alpha(q)}{(q-1) q^{2}} \sum_{m n=a} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) .
\end{aligned}
$$

Here we note $\alpha(q)=3 q-2$ by virtue of $q \equiv 1 \bmod 3$. Thus we obtain

$$
V(A / 2)=\left(1+\frac{1-2 q}{(q-1) q^{2}}\right) V(a)+\frac{2(1-2 q)}{(q-1) q^{2}} \sum_{m n=a} \varphi(m) \mu(n) \sum_{b \bmod n} 1 / k(m, n ; b) .
$$

By the proposition $9, V(a)=\prod_{q \mid a}\left(1+q^{-2}-\frac{\alpha(q)}{(q-1) q^{2}}\right)=\prod_{q \mid a}\left(1+\frac{1-2 q}{(q-1) q^{2}}\right)$ holds because of $F \not \subset \boldsymbol{Q}\left(\zeta_{a}\right)$. If $m n=a(<A / 2)$, then the lemma 7 yields that $F_{m}$ and $F_{n}$ are linearly disjoint over $F$ and then we have

$$
\begin{aligned}
k(m, n ; b) & =\left[F_{m}: F\right]\left[F\left(\zeta_{n}, \sqrt[n]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[n]{\epsilon_{2}} b^{2}-b+1\right): F\right] \\
& =\left[F_{m}: F\right] \prod_{\ell \mid n}\left[F\left(\zeta_{\ell}, \sqrt[\ell]{\epsilon_{1} \epsilon_{2}^{b}}, \sqrt[\ell]{\epsilon_{2}} b^{2}-b+1\right): F\right] \\
& =\left[F_{m}: F\right] \prod_{\ell \mid n}(\ell-1) \ell^{2-\alpha(b, \ell)},
\end{aligned}
$$

and then by the lemma 4

$$
\begin{aligned}
\sum_{b \bmod n} 1 / k(m, n ; b) & =\frac{1}{\left[F_{m}: F\right]} \sum_{b \bmod n}\left(\prod_{\ell \mid n}(\ell-1) \ell^{2-\alpha(b, \ell)}\right)^{-1} \\
& =\frac{1}{\varphi(m) m^{2}} \cdot \frac{\prod_{\ell \mid n} \alpha(\ell)}{\varphi(n) n^{2}}
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
V(A / 2) & =\prod_{\ell \mid A / 2}\left(1+\frac{1-2 \ell}{(\ell-1) \ell^{2}}\right)+\frac{2(1-2 q)}{(q-1) q^{2}} \sum_{m n=a} \varphi(m) \mu(n) \frac{\prod_{\ell \mid n} \alpha(\ell)}{\varphi(m) m^{2} \varphi(n) n^{2}} \\
& =\prod_{\ell \mid A / 2}\left(1+\frac{1-2 \ell}{(\ell-1) \ell^{2}}\right)+\frac{2(1-2 q)}{(q-1) q^{2} a^{2}} \sum_{m n=a} \mu(n) \frac{\prod_{\ell \mid n}(3 \ell-2)}{\varphi(n)} \\
& =\prod_{\ell \mid A / 2}\left(1+\frac{1-2 \ell}{(\ell-1) \ell^{2}}\right)+\frac{2}{(A / 2)^{2}} \prod_{\ell \mid A / 2} \frac{1-2 \ell}{\ell-1}
\end{aligned}
$$

which gives the formula in the theorem in case of $3 \nmid d_{F}$.
To see $V(A / 2)>0$, we have only to show

$$
1+\frac{1-2 \ell}{(\ell-1) \ell^{2}} \geq \frac{2(2 \ell-1)}{(\ell-1) \ell^{2}}
$$

which is equivalent to $(\ell-1) \ell^{2} \geq 3(2 \ell-1)$, which follows from $3(2 \ell-1)=6(\ell-1)+3 \leq$ $9(\ell-1) \leq \ell^{2}(\ell-1)$ by $\ell \equiv 1 \bmod 3$. Thus we have completed the positivity of the expected density and so the proof of the theorem 2 .

Remark. Let $p$ be an odd prime and $F$ an abelian extension of $\boldsymbol{Q}$ with $[F: \boldsymbol{Q}]=p$ and Galois group $\langle\sigma\rangle$. Then the rank of $o_{F}^{\times}$is $p-1$ and $\sigma$ operates on $o_{F} \times=\{\epsilon \in$ $\left.o_{F}^{\times} \mid N_{F / \boldsymbol{Q}}(\epsilon)=1\right\}$. Hence it is isomorphic to an ideal of $\boldsymbol{Q}\left(\zeta_{p}\right)$ [CR]. If the ideal is principal, there are units $\epsilon_{1}, \cdots, \epsilon_{p-1}$ such that $\epsilon_{k}^{\sigma}=\epsilon_{k+1}$ for $1 \leq k \leq p-2$ and $\epsilon_{p-1}^{\sigma}=$ $\left(\epsilon_{1} \ldots \epsilon_{p-2}\right)^{-1}$ and they are basis of $o_{F+}^{\times}$, and then our argument may be generalized to it.
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