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#### Abstract

This paper explores the relationship between real valued monomial valuations on $k(x, y)$, the resolution of cusp singularities and continued fractions. It is shown that, up to equivalence, there is a one-to-one correspondence between real valued monomial valuations on $k(x, y)$ and continued fraction expansions of real numbers between zero and one. This relationship with continued fractions is then used to provide a characterization of the valuation rings for real valued monomial valuations on $k(x, y)$. In the case when the monomial valuation is equivalent to an integral monomial valuation, we exhibit explicit generators of the valuation rings. Finally, we demonstrate that, if $\nu$ is a monomial valuation such that $\nu(x)=a$ and $\nu(y)=b$, where $a$ and $b$ are relatively prime positive integers larger than one, then $\nu$ governs a resolution of the singularities of the plane curve $x^{b}=y^{a}$ in a way we make explicit. Further, we provide an exact bound on the number of blow ups needed to resolve singularities in terms of the continued fraction of $a / b$.


1. Background. Since the late 1930 's, it has been known that valuation theory and the resolution of singularities are closely connected. In particular, it was found that the existence of a local uniformization of a valuation in essence provides a way to resolve a singularity locally.

Recall the local uniformization question asks: If we fix a ground field $k$, a field extension $K$, and a one-dimensional valuation $\nu$ on $K$, does there exist a complete model $X$ of $K$ such that the center of $\nu$ on $X$ is non-singular? In 1940, Zariski showed that, if $K$ is of dimension two and $k$ is algebraically closed and of characteristic zero, then such a model

[^0]always exists [18]. Utilizing this result, Zariski proved that a resolution of singularities for 3 -folds is possible in characteristic zero [19, 20]. Since then, this method of local uniformization has been extended and used to resolve the singularities of any varieties of dimension less than or equal to three over a field of arbitrary characteristic $[\mathbf{1}, \mathbf{2}, 4,5,8]$. A nice treatment of the theory of resolutions of singularities can be found in $[\mathbf{7}, \mathbf{1 4}]$. Of course, Hironaka's famous theorem on resolution of singularities for varieties over a field of characteristic zero does not use valuation theory, but it is possible that an eventual solution to the characteristic $p$ case will, since most significant progress in characteristic $p$ uses valuation theory [11, 12].

There has been interesting work exploring how continued fractions are related to resolving various singularities. For example, it has been shown that the minimal resolutions of toric singularities can be calculated by Hirzebruch-Jung continued fractions [6]. A nice overview of the numerous ways continued fractions have come up in the studies of singularities, including the case of plane curve singularities, is found in [15].

There has been work connecting continued fractions and valuation theory. Recall that, given a valuation $\nu$ on $k[[x, y]]$, we can associate $\nu$ with a sequence of infinitely nearby points. In fact, there is a bijection between the set of valuations up to equivalence and the set of infinitely nearby points $[\mathbf{9}, \mathbf{2 1}]$. If $\nu$ is a monomial valuation, it turns out this sequence of infinitely nearby points is given by the continued fraction of $\nu(x) / \nu(y)[\mathbf{9}, \mathbf{1 6}]$.

Many of our results are, in fact, scattered throughout the literature in some form. Specifically, see $[\mathbf{9}, \mathbf{1 5}, \mathbf{1 6}]$. However, we have not found these results presented in a unified, cohesive and elementary fashion. Additionally, many of our proofs of these results differ from those found in the existing literature. In particular, by sacrificing some level of generality, the proofs we present are more elementary and completely self-contained.
2. Continued fractions. Let us recall a few basic definitions and facts regarding continued fractions and fix notations. A more complete treatment of the theory of continued fractions may be found in [3] and [17, Chapter 7].

Fix $d_{0} \in \mathbb{Z}$ and $d_{1}, d_{2}, \ldots \in \mathbb{Z}^{+}$. A finite continued fraction is an expression of the form

$$
\left[d_{0} ; d_{1}, d_{2}, \ldots, d_{k}\right]=d_{0}+\frac{1}{d_{1}+\frac{1}{d_{2}+\frac{1}{\ddots+\frac{1}{d_{k}}}}}
$$

We can generalize this notion by defining an infinite continued fraction as the limit of a sequence of finite continued fractions, which we signal with the notation

$$
\left[d_{0} ; d_{1}, d_{2}, \ldots\right]:=\lim _{k \rightarrow \infty}\left[d_{0} ; d_{1}, d_{2}, \ldots, d_{k}\right] .
$$

Due to the following well-known fact, which we leave to the reader to check, we really need not worry about the convergence of infinite continued fractions.

Proposition 2.1. Given a sequence of integers $\left\{d_{i}\right\}_{i=0}^{\infty}$ where the $d_{i}$ positive for all $i \neq 0$ the continued fraction $\left[d_{0} ; d_{1}, d_{2}, \ldots\right]$ exists.

Every real number $r$ can be expressed as a continued fraction, which is essentially unique. To see why this is the case, we provide the following algorithm for constructing a continued fraction for $r$. Setting $r_{0}=r$ and $d_{0}=\left\lfloor r_{0}\right\rfloor$, where $\left\lfloor r_{0}\right\rfloor$ is the integer part of $r_{0}$, we then define $d_{n}$ and $r_{n}$ recursively by

$$
d_{n}=\left\lfloor r_{n}\right\rfloor \quad \text { and } \quad r_{n}=\frac{1}{r_{n-1}-d_{n-1}}
$$

so long as $r_{n-1}-d_{n-1} \neq 0$.
If $r_{n}-d_{n}=0$ for some $n$, we set $k=n$, and then $r=$ $\left[d_{0} ; d_{1}, d_{2}, \ldots, d_{n}\right]$. Otherwise, this process does not terminate, and so $r$ is the infinite continued fraction $\left[d_{0} ; d_{1}, d_{2}, \ldots\right]$. Of course, we must be careful that the limit of the convergents actually exists and is $r$, but this is a rather simple exercise we shall leave to the reader. If $r$ has an infinite continued fraction expansion, then by induction, we find that this expansion is in fact unique. If, however, the continued fraction
expansion of $r$ is finite, then the expansion is unique up to replacing $d_{k}$ with the pair $d_{k}-1,1$ in the bracket notation, i.e., $[0 ; 1,2]=[0 ; 1,1,1]$.

For illustration, consider the following example.
Example 2.2. Let us compute the continued fraction expansion of $3 / 2$. Applying the above algorithm, we have that

$$
\begin{aligned}
& 3=1 \cdot 2+1 \\
& 2=2 \cdot 1+0,
\end{aligned}
$$

and so $3 / 2=[1 ; 2]=[1 ; 1,1]$. By contrast, the continued fraction expansion of the irrational number $\frac{1}{\pi}$ is

$$
\frac{1}{\pi}=[0 ; 3,7,15,1,292,1,1,1,2,1,3,1,14,2,1,1,2,2,2,2,1,84 \ldots] .
$$

Proposition 2.3. A real number $r$ has a finite continued fraction expansion if and only if $r$ is rational.

Proof. If $r$ equals $\left[d_{0} ; d_{1}, d_{2}, \ldots, d_{k}\right]$, then

$$
r \in \mathbb{Z}\left(\frac{1}{d_{1}}, \ldots, \frac{1}{d_{k}}\right) \subseteq \mathbb{Q}
$$

Conversely, let $r=a / b \in \mathbb{Q}$. If $b=1$, then $a / b$ can be represented as a continued fraction by $[a]$. Therefore, suppose $b \neq 1$. By the division algorithm, there exist integers $q_{0}$ and $p_{0}$ such that $a=q_{0} b+p_{0}$ where $0 \leq p_{0}<b$. Notice that $\lfloor a / b\rfloor$ equals $q_{0}$ and so $d_{0}=q_{0}$. Following the algorithm described above, and utilizing the fact that $q_{0}=a / b-p_{0} / b$, we have that

$$
d_{1}=\left\lfloor\frac{1}{r_{0}-d_{0}}\right\rfloor=\left\lfloor\frac{1}{a / b-q_{0}}\right\rfloor=\left\lfloor\frac{b}{p_{0}}\right\rfloor .
$$

Applying the division algorithm, there exist $p_{1}, q_{1} \in \mathbb{Z}$ such that $b=q_{1} p_{0}+p_{1}$ where $0 \leq p_{1}<p_{0}$. Therefore, we find that $d_{2}$ is equal to

$$
d_{2}=\left\lfloor\frac{1}{r_{1}-d_{1}}\right\rfloor=\left\lfloor\frac{1}{b / p_{0}-q_{1}}\right\rfloor=\left\lfloor\frac{p_{0}}{p_{1}}\right\rfloor .
$$

By induction, we have that

$$
d_{n}=\left\lfloor\frac{p_{n-2}}{p_{n-1}}\right\rfloor,
$$

where $a=p_{-2}, b=p_{-1}$, and $p_{n-3}=q_{n-2} p_{n-2}+p_{n-1}$ with $0 \leq p_{n-1}<$ $p_{n-2}$. Therefore, the $p_{i}$ 's form a monotone strictly decreasing sequence of non-negative integers. So, for some $k$, we have $p_{k}=0$, implying that $d_{k+2}$ must equal zero. Thus, the continued fraction of $a / b$ is finite.

Remark 2.4. The argument for the reverse direction of the proposition is essentially an application of the Euclidean algorithm. In particular, if $a$ and $b$ are positive integers and $q_{0}, q_{1}, \ldots, q_{k}$ are the quotients found when the Euclidean algorithm is used to calculate the greatest common divisor of $a$ and $b$ such that $a=q_{0} b+r_{0}$, then the continued fraction expansion of $a / b$ is $\left[q_{0} ; q_{1}, q_{2}, \ldots, q_{k}\right]$.
3. Classifying $\mathbb{R}$-valued monomial valuations on $k(x, y)$. In this section, our goal is to provide an explicit description of the valuation ring $R_{\nu}$ of a given $\mathbb{R}$-valued monomial valuation $\nu$ on a field extension $K=k(x, y)$ of a field $k$. We give an answer for when $\nu$ is rational and provide a way of thinking about general monomial valuations by introducing the concept of the valuation tree. ${ }^{1}$ Additionally, by using these valuation trees, we establish a correspondence between $R_{\nu}$ and the continued fraction expansion of $\nu(x) / \nu(y)$. We first review the basics of valuation theory. A more complete treatment of valuation theory may be found in $[\mathbf{1 3}, \mathbf{2 1}]$.

Let $\Gamma$ be a totally ordered abelian group. Then a $\Gamma$-valued valuation is defined as follows:

Definition 3.1. Fix a ground field $k$ and a field extension $K$. A valuation on $K$ with respect to $k$, or $k$-valuation, is a map $\nu: K \rightarrow$ $\Gamma \cup\{\infty\}$, satisfying:

- The restriction of $\nu$ to $K^{\times}$is a group homomorphism $K^{\times} \rightarrow \Gamma$,
- $\nu(\lambda)=0$,for all $\lambda \in k^{\times}$,
- $\nu(f)=\infty$ if and only if $f=0$,
- $\nu(f+g) \geq \min \{\nu(f), \nu(g)\}$, for all $f, g \in K$.

We focus on valuations on the field $k(x, y)$ with respect to the subfield $k$. Additionally, unless otherwise stated, we shall take $\Gamma=\mathbb{R}$. Note that, for any valuation $\nu$ on $k(x, y)$,

$$
\nu\left(x^{i} y^{j}\right)=i \nu(x)+j \nu(y)
$$

since $\nu$ is a group homomorphism. This means that the value of any monomial in $k(x, y)$ is determined solely by $\nu(x)$ and $\nu(y)$. We are particularly interested in valuations in which the value of any polynomial is determined by the values of $x$ and $y$. These are called monomial valuations [9].

Definition 3.2. The monomial valuation, $\nu$, on $k(x, y)$ is defined by $\nu(x)=a, \nu(y)=b$, where $a, b \in \mathbb{R}_{\geq 0}$, and

$$
\nu\left(\sum_{i, j} \lambda_{i j} x^{i} y^{j}\right)=\min _{i, j}\left\{i a+j b ; \lambda_{i j} \neq 0\right\} .
$$

Note that, since $\nu\left(f g^{-1}\right)=\nu(f)-\nu(g)$, for $f, g \in k[x, y]$, defining $\nu$ for polynomials $\sum \lambda_{i j} x^{i} y^{j}$ also determines $\nu$ for rational expressions. Thus, monomial valuations on $k(x, y)$ are determined solely by the values of $x$ and $y$.

By changing the values of $\nu(x)$ and $\nu(y)$ in the monomial valuation we obtain different valuations; however, some valuations are essentially the same. For example, strictly speaking, the monomial valuations determined by $\nu_{1}(x)=1, \nu_{1}(y)=2$ and $\nu_{2}(x)=.5, \nu_{2}(y)=1$ are different, but, for any $f \in k(x, y)$, we have the relation $\nu_{1}(f)=2 \nu_{2}(f)$. These valuations are essentially the same. Formally:

Definition 3.3. Two valuations $\nu_{1}$ and $\nu_{2}$ on $k(x, y)$ are said to be equivalent if there exists $\lambda \in \mathbb{R}_{>0}$ such that $\nu_{1}(f)=\lambda \nu_{2}(f), \forall f \in$ $k(x, y)$.

This allows us to make certain standardizations. For this paper, we will consider $\mathbb{R}$-valued valuations $\nu$ on $k(x, y)$ such that $\nu(x)>\nu(y)>$ 0 . If a valuation does not have this property, we can relabel $x$ and $y$ or multiply by a scalar to obtain an equivalent valuation that does have this property. Furthermore, we may also scale by $1 / \nu(y)$ so as to assume $\nu(x)>\nu(y)>0$ and $\nu(y)=1$ if we like.

Definition 3.4. Given a $k$-valuation $\nu$ on $k(x, y)$, the valuation ring is given by

$$
R_{\nu}:=\{f \in k(x, y): \nu(f) \geq 0\}
$$

It follows directly from the axioms of a valuation that $R_{\nu}$ is a ring. This ring $R_{\nu}$ is a sub- $k$-algebra of $k(x, y)$ and is a local ring with maximal ideal

$$
\mathfrak{m}_{\nu}:=\{f \in k(x, y): \nu(f)>0\} .
$$

Proposition 3.5. Two valuations $\nu_{1}, \nu_{2}$ on $k(x, y)$ are equivalent if and only if $R_{\nu_{1}}=R_{\nu_{2}}$.

Valuation rings have many additional characterizations and properties. For a more complete treatment, see [13]. This proposition gives us a nice way to approach the problem of classifying the monomial valuations on $k(x, y)$. Namely, to understand monomial valuations on $k(x, y)$, it suffices to determine the valuation rings.
3.1. Valuation trees. While the definition of a valuation ring gives an abstract definition of these objects, we would like to be able to provide a more explicit description of them. Given a valuation $\nu$ on $k(x, y)$ generated by $\nu(x)=a, \nu(y)=b$ where $a, b \in \mathbb{R}$, what is $R_{\nu}$ ? To find this ring, we need to determine the largest subring $R \subset k(x, y)$ whose elements all have non-negative value. Heuristically, one might try and find the valuation ring by carefully adding fractions of elements in $k[x, y]$ such that elements of the resulting ring still have non-negative value.

To make this heuristic process formal, we introduce the notion of the valuation tree for $k(x, y)$. The valuation tree, $T$, is a directed graph whose vertices are certain subrings of $k(x, y)$. The ring $k[x, y]$ is a vertex of $T$, and then we define the vertex set of $T$ recursively. In particular, if $k[f, g]$ is a vertex of $T$, then $k[f, g / f]$ and $k[g, f / g]$ are also vertices of $T$, and there is an edge going from $k[f, g]$ to each of $k[f, g / f]$ and $k[g, f / g]$. This definition gives us the infinite tree in Figure 1.

All of the rings in $T$ are subrings of $k(x, y)$. Given a $k$-valuation $\nu$ on $k(x, y)$, certain rings in $T$ will also be subrings of $R_{\nu}$. Determining these subrings will help us determine what $R_{\nu}$ is. To find these subrings, we must introduce the following definition.

Definition 3.6. Let $\nu$ be a $k$-valuation on $k(x, y)$. Then a ring $k\left[s_{1}, s_{2}, \ldots, s_{n}\right] \subset k(x, y)$ is positive with respect to $\nu$, or $\nu$-positive, if $\nu\left(s_{i}\right)>0$ for all $s_{i}$.


Figure 1. Valuation tree, $T$

Now that we have this definition, we can define the positive path of $T$ for a valuation $\nu$.

Definition 3.7. Given a monomial $k$-valuation on $k(x, y), P_{\nu}$ is the subgraph of $T$ whose vertices are all positive with respect to $\nu$.

If we fix a $k$-valuation, $\nu$, on $k(x, y)$, then, by our convention, $\nu(x)>\nu(x)>0$, so $k[x, y]$ is positive and therefore is in $P_{\nu}$. If $k[s, t]$ is a positive vertex in $T$ such that $\nu(s) \neq \nu(t)$, then either $\nu(s / t)<0$ or $\nu(t / s)<0$, and so only one of $k[s, t / s]$ or $k[t, s / t]$ is positive with respect to $\nu$. Thus, $P_{\nu}$ is not just any subgraph, but is in fact a path within $T$.

Note that each ring in $P_{\nu}$ contains the previous ring in the path. So we obtain a chain of increasingly larger and larger rings whose elements all have positive value under $\nu$. In order to see this concretely, we consider the following example.

Example 3.8. If $\nu$ is the monomial valuation on $k(x, y)$ such that $\nu(x)=3$ and $\nu(y)=2$, recall that $k[x, y]$ is $\nu$-positive. Looking at the next two vertices in the tree, we see that $k[x, y / x]$ is not positive


Figure 2. $P_{\nu}$ for monomial valuation given by $\nu(x)=3$ and $\nu(y)=2$.
while $k[y, x / y]$ is positive. So $k[y, x / y]$ is in $P_{\nu}$. Since $\nu\left(x / y^{2}\right)=$ $-1, k\left[y, x / y^{2}\right]$ is not in $P_{\nu}$, and since $\nu\left(y^{2} / x\right)=1, k\left[x / y, y^{2} / x\right] \in$ $P_{\nu}$, and this is where the path ends since neither $k\left[x / y, y^{3} / x^{2}\right]$ nor $k\left[y^{2} / x, x^{2} / y^{3}\right]$ lies in $P_{\nu}$, as $\nu\left(y^{3} / x^{2}\right)=\nu\left(x^{2} / y^{3}\right)=0$. Therefore, $P_{\nu}$ is the bolded path in Figure 2.

While in the above example $P_{\nu}$ is a finite sub-graph of $T$, this is not true, in general, and later in this section we shall establish conditions needed on $\nu$ for $P_{\nu}$ to be finite.

Thus, we now have a way to associate each $\mathbb{R}$-valued monomial valuation to a path within $T$. Note, however, that not every path within $T$ corresponds to an $\mathbb{R}$-valued monomial valuation. Consider, for example, the infinite path whose vertices are of the form $k\left[y, x / y^{t}\right]$ for all $t \in \mathbb{N}$. If this path were to correspond to an $\mathbb{R}$-valued monomial valuation, then $\nu\left(x / y^{t}\right)>0$ for all $t \in \mathbb{N}$, meaning $\nu(x)=\infty$, which cannot occur by our definition of valuation. So this path does not correspond to an $\mathbb{R}$-valued monomial valuation. However, this path does correspond to a $\mathbb{Z} \oplus \mathbb{Z}$-valued valuation on $k(x, y)$. See subsection 3.4 and especially Example 3.16.
3.2. Integral and rational monomial valuations. How does $P_{\nu}$ help us find the valuation ring? Appealing again to the above heuristic, and since edges are, in essence, induced by inclusions, the terminal
object in $P_{\nu}$, if it exists, is the largest subring in $k(x, y)$ positive with respect to $\nu$. Thus, we would hope that this terminal ring in $P_{\nu}$ is in fact the valuation ring associated to $\nu$. However, looking back at Example 3.8, we see that there are two issues with this hope. First, while $k\left[x / y, y^{2} / x\right]$ is the terminal object in $P_{\nu}$, both $k\left[x / y, y^{3} / x^{2}\right]$ and $k\left[y^{2} / x, x^{2} / y^{3}\right]$ contain the terminal object, and neither contains an element with negative value. Second, recall that $R_{\nu}$ is a local ring, while $k\left[x / y, y^{2} / x\right]$ is not local.

It turns out these issues are not hard to overcome. In fact, in Example 3.8, the valuation ring associated to the monomial valuation given by $\nu(x)=3$ and $\nu(y)=2$ is

$$
k\left[\frac{x}{y}, \frac{y^{3}}{x^{2}}\right]_{\mathfrak{p}_{1}}=k\left[\frac{y^{2}}{x}, \frac{x^{2}}{y^{3}}\right]_{\mathfrak{p}_{2}},
$$

where $\mathfrak{p}_{1}$ is the ideal generated by $x / y$ and $\mathfrak{p}_{2}$ is the ideal generated by $y^{2} / x$.

Proposition 3.9. Let $\nu$ be the monomial valuation on $k(x, y)$ such that $\nu(x)=a$ and $\nu(y)=b$, where $a$ and $b$ are positive coprime integers such that $a>b$. Then the valuation ring $R_{\nu}$ of $\nu$ is

$$
k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]_{\mathfrak{p}} \quad \text { where } \quad \mathfrak{p}=\left(\frac{x^{p}}{y^{q}}\right)
$$

and $p, q \in \mathbb{Z}_{>0}$ such that $p a-q b=1$.
Proof. First, we show that $k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]_{\mathfrak{p}}$ is contained in $R_{\nu}$. Suppose that $r \in k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]_{\mathfrak{p}}$, meaning that $r=f / u$ for some $f \in k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]$ and $u \notin \mathfrak{p}$. Let

$$
f_{m n}\left(\frac{y^{a}}{x^{b}}\right)^{m}\left(\frac{x^{p}}{y^{q}}\right)^{n}
$$

be the monomial term in $f$ with smallest value. Therefore, since $\nu$ is the monomial valuation, we know that

$$
\begin{aligned}
\nu(r) & =\nu(f / u)=\nu(f)-\nu(u) \\
& =\nu\left(f_{m n}\left(\frac{y^{a}}{x^{b}}\right)^{m}\left(\frac{x^{p}}{y^{q}}\right)^{n}\right)-\nu(u) \\
& =n-\nu(u) .
\end{aligned}
$$

As $u$ is not in $\mathfrak{p}$, we know that it is not divisible by $\frac{x^{p}}{y^{q}}$, meaning that one of its monomial terms is a polynomial in $\frac{y^{a}}{x^{b}}$, and hence, $u$ has value zero since $\nu\left(\frac{y^{a t}}{x^{b t}}\right)=0$ for all $t \in \mathbb{Z}_{>0}$. Thus, we see that the value of $r$ is equal to $n \geq 0$ and so $r \in R_{\nu}$, implying the desired inclusion.

In order to see the other inclusion, let $f / g \in R_{\nu}$ where $f, g \in k[x, y]$ meaning that $\nu(f / g) \geq 0$. Since $p a-q b=1$, it is the case that:

$$
\left(\frac{x^{p}}{y^{q}}\right)^{a}\left(\frac{y^{a}}{x^{b}}\right)^{q}=x^{p a-q b}=x
$$

and

$$
\left(\frac{x^{p}}{y^{q}}\right)^{b}\left(\frac{y^{a}}{x^{b}}\right)^{p}=y^{p a-q b}=y
$$

Thus, $k[x, y]$ is a subring of $k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]$, so we can view $f$ and $g$ as polynomials in

$$
k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]
$$

Factoring out the maximal possible power of $x^{p} / y^{q}$ from $f$ and $g$ we can write $f$ and $g$ as

$$
f=\left(\frac{x^{p}}{y^{q}}\right)^{n} h \quad \text { and } \quad g=\left(\frac{x^{p}}{y^{q}}\right)^{m} h^{\prime}
$$

where $h$ and $h^{\prime}$ are polynomials in

$$
k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]
$$

and $x^{p} / y^{q}$ does not divide $h$ or $h^{\prime}$, i.e., $h$ and $h^{\prime}$ are not in $\mathfrak{p}$. Since $x^{p} / y^{q}$ does not divide $h$ or $h^{\prime}$, there is at least one monomial term in $h$ and $h^{\prime}$ of the form $\lambda\left(y^{a} / x^{b}\right)^{k}$ for some $k \in \mathbb{N}$ meaning $\nu(h)=\nu\left(h^{\prime}\right)=0$ as $\nu\left(y^{a} / x^{b}\right)=0$. Therefore, we have that $\nu(f / g)=\nu\left(\left(x^{p} / y^{q}\right)^{n-m}\right)=$ $n-m$, and so as $\nu(f / g)$ is greater than or equal to zero, it is the case that $n \geq m$. Thus, we can represent $f / g$ as:

$$
\frac{f}{g}=\left(\frac{x^{p}}{y^{q}}\right)^{n-m} \frac{h}{h^{\prime}}
$$

which precisely means that

$$
\frac{f}{g} \in k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]_{\mathfrak{p}},
$$

and so

$$
R_{\nu}=k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]_{\mathfrak{p}},
$$

where $\mathfrak{p}$ is the principal ideal generated by $x^{p} / y^{q}$.

Having dealt with the case when $\nu$ is an integral monomial valuation on $k(x, y)$ we can now generalize this result to the case when $\nu$ is equivalent to an integral monomial valuation. If $\nu$ is a real monomial valuation on $k(x, y)$, then $\nu$ is clearly equivalent to a monomial valuation $\nu^{\prime}$, where $\nu^{\prime}(x)=\nu(x) / \nu(y)$ and $\nu^{\prime}(y)=1$. From this, we see that such a monomial valuation will be equivalent to an integral monomial valuation if and only if $\nu(x) / \nu(y)$ is a rational number. Since equivalent valuations have isomorphic valuation rings, we thus have the following generalization describing the valuation ring of a monomial valuation equivalent to an integral monomial valuation.

Theorem 3.10. Let $\nu$ be a real valued monomial valuation on $k(x, y)$ such that $\nu(x) / \nu(y)=a / b$ is a positive rational number, where $a$ and $b$ are coprime integers greater than 1 , and let $p, q \in \mathbb{Z}_{>0}$ such that $p a-q b=1$. Then the valuation ring $R_{\nu}$ of $\nu$ is

$$
k\left[\frac{y^{a}}{x^{b}}, \frac{x^{p}}{y^{q}}\right]_{\mathfrak{p}},
$$

where $\mathfrak{p}$ is the ideal generated by $\left(x^{p} / y^{q}\right)$.

Example 3.11. Let $\nu$ be the monomial valuation on $k(x, y)$ defined by $\nu(x)=3 \pi$ and $\nu(y)=2 \pi$. While $\nu$ itself is not an integral monomial valuation, $\nu(x) / \nu(y)=3 / 2$, and so the above theorem tells us the valuation ring associated to $\nu$ is

$$
R_{\nu}=k\left[\frac{y^{3}}{x^{2}}, \frac{x}{y}\right]_{\mathfrak{p}},
$$

where $\mathfrak{p}$ is the ideal generated by $x / y$. Note this valuation is actually equivalent to the monomial valuation $\nu^{\prime}$ defined by $\nu^{\prime}(x)=3$ and $\nu^{\prime}(y)=2$, which we consider at the beginning of this section.
3.3. Relation to continued fractions. We now have an explicit formulation of $R_{\nu}$ when $\nu(x) / \nu(y)$ is rational. In general, when $\nu(x) / \nu(y)$ is not rationally valued calculating $R_{\nu}$ is difficult. However, we can determine $P_{\nu}$ in general using the continued fraction expansion of $\nu(x) / \nu(y)$. Utilizing this description of $P_{\nu}$, we calculate $R_{\nu}$ in general.

First, we define the monotone positive branch of type $(s, t)$, denoted $B(s, t)$, to be the longest subpath in $P_{\nu}$ such that every vertex is of the form $k\left[s, t / s^{m}\right]$ for some $m \geq 1$. With this notation, $P_{\nu}$ decomposes as a disjoint union of positive branches.

Example 3.12. For example, the monomial valuation $\nu$ on $k(x, y)$, where $\nu(x)=24$ and $\nu(y)=7$. The continued fraction expansion of $24 / 7$ is $[3 ; 2,3]$ or $[3 ; 2,2,1]$, and so $P_{\nu}$ is as in Figure 3.

In the above notation,

$$
P_{\nu}=B(y, x) \cup B\left(x / y^{3}, y\right) \cup B\left(y^{7} / x^{2}, x / y^{3}\right)
$$

Further, $B(y, x)$ has length three while $B\left(x / y^{3}, y\right)$ and $B\left(y^{7} / x^{2}, x / y^{3}\right)$ have length two.

Since our assumptions on $\nu(x)$ and $\nu(y)$ ensure that $k[x, y]$ and


Figure 3. $P_{\nu}$ for $\nu(x)=24, \nu(y)=7$
$k[y, x / y]$ will always be the first two vertices in $P_{\nu}$, we have that

$$
\begin{gathered}
P_{\nu}=B(y, x) \cup B\left(\frac{x}{y^{m_{1}}}, y\right) \cup B\left(\frac{y^{m_{2} m_{1}+1}}{x}, \frac{x}{y^{m_{1}}}\right) \cup \cdots \\
\cup B(s, t) \cup B\left(\frac{t}{s^{m_{i}}}, s\right) \cup \cdots
\end{gathered}
$$

for some $m_{i} \in \mathbb{N}$. Note in a slight abuse of notation we consider $k[x, y]$ to be in $B(y, x)$ (since $k[x, y]=k\left[y, x / y^{0}\right]$ ). So, in essence to understand $P_{\nu}$, we must only know the $m_{i}$ 's. Since the first vertex in $B\left(x / y^{m_{1}}, y\right)$ directly follows the last vertex of $B(y, x)$, which by definition has the form $k\left[y, x / y^{t}\right]$ for some $t$, we have that $m_{1}$ is the length of $B(y, x)$. By a similar argument, we have $m_{2}=\operatorname{length}\left(B\left(x / y^{m_{1}}, y\right)\right)+1$ and in general that $m_{i}=\operatorname{length}(B(s, t))+1$ when $i \neq 1$. Note the case when $i=1$ is special because of the abuse of notation mentioned above.

Since $B(y, x)$ is the longest positive path with vertices of the form $k\left[y, x / y^{m}\right]$ and $\nu\left(x / y^{m}\right)=\nu(x)-m \nu(y)$, it is the case that $k\left[y, x / y^{m}\right]$ will be positive for $1 \leq m \leq\lfloor\nu(x) / \nu(y)\rfloor$, assuming $\nu(y) \neq 1$. If, however, $\nu(y)=1$, then this inequality becomes $1 \leq m<\lfloor\nu(x) / \nu(y)\rfloor$. Therefore, recalling Section 2, we find that $\lfloor\nu(x) / \nu(y)\rfloor$ is equal to $d_{0}$ in the continued fraction expansion of $\nu(x) / \nu(y)$, and thus $m_{1}=d_{0}$. Applying this same argument to the general case, we get that $m_{i}=$ $d_{i-1}$.

When $\nu(x) / \nu(y)$ is rational, $P_{\nu}$ terminates, as does the continued fraction expansion of $\nu(x) / \nu(y)$. However, when $\nu(x) / \nu(y) \in \mathbb{Q}-\mathbb{Z}$, it has two viable expansions, namely,

$$
\nu(x) / \nu(y)=\left[d_{0} ; d_{1}, \ldots, d_{n}\right]=\left[d_{0} ; d_{1}, \ldots, d_{n}-1,1\right] .
$$

To find $P_{\nu}$ in this case, we consider the longer continued fraction expansion up to the last term. So the $m_{i}$ 's for $\nu$ are $d_{0}, d_{1}, \ldots, d_{n}-1$.

Example 3.13. Once again, we return to Example 3.8 where $\nu$ is the monomial valuation on $k(x, y)$ such that $\nu(x)=3$ and $\nu(y)=2$. From our previous work, we know that $P_{\nu}$ is the path given by (Figure 4):

So, both $B(y, x)$ and $B(x / y, y)$ have length one, corresponding to the first two digits of the continued fraction $3 / 2=[1 ; 1,1]$ from Example 2.2.


Figure 4. $P_{\nu}$ for monomial valuation given by $\nu(x)=3$ and $\nu(y)=2$.

So, given a monomial valuation $\nu$ on $k(x, y)$ the path $P_{\nu}$ is determined by the continued fraction expansion of $\nu(x) / \nu(y)$. Since, as was shown in Section 2, a real number $r$ has a finite continued fraction if and only if $r$ is rational, we now know when $P_{\nu}$ is finite.

Proposition 3.14. Let $\nu$ be a monomial valuation on $k(x, y)$. Then $P_{\nu}$ is finite if and only if $\nu(x) / \nu(y)$ is rational.

Thus, if $\nu(x) / \nu(y)$ is irrational, then $P_{\nu}$ is infinite, and so there is no terminal object. However, $P_{\nu}$ can still be used to describe the valuation ring associated to $\nu$.

Theorem 3.15. If $\nu$ is a monomial valuation on $k(x, y)$ such that $\nu(x) / \nu(y)$ is irrational, then

$$
R_{\nu}=\bigcup_{R_{i} \in V\left(P_{\nu}\right)} R_{i_{\mathfrak{m}_{i}}}
$$

where $V\left(P_{\nu}\right)$ is the vertex set of $P_{\nu}$ and $\mathfrak{m}_{i}=\mathfrak{m}_{\nu} \cap R_{i}$, with $\mathfrak{m}_{\nu}$ the maximal ideal of $R_{\nu}$.

Proof. First, let us show that $R_{i_{\mathfrak{m}_{i}}}$ is contained in $R_{\nu}$. Towards this goal, let $r \in R_{i_{\mathfrak{m}_{i}}}$, meaning that $r=f / u$ where $f \in R_{i}$ and $u \notin \mathfrak{m}_{i}$. By the definition of $P_{\nu}$, every element of $R_{i}$ has non-negative values so $\nu(f) \geq 0$. Further, since $\mathfrak{m}_{i}=R_{i} \cap \mathfrak{m}_{\nu}$, we know $\nu(u)=0$. Thus, we have that $\nu(r)=\nu(f)-\nu(u) \geq 0$, meaning

$$
\bigcup_{R_{i} \in V\left(P_{\nu}\right)} R_{i_{\mathfrak{m}_{i}}} \subset R_{\nu}
$$

The other inclusion follows from [10, Chapter II, Exercise 4.12 (3)].
3.4. General monomial valuations. In summary, any $\mathbb{R}$-valued monomial valuation $\nu$ determines a unique path within the valuation tree $T$. Moreover, these paths can be used to find the valuation ring
associated with $\nu$. Conversely, any finite path (and certain infinite paths) within $T$ will correspond to a unique monomial valuation.

While up until this point we have only considered $\mathbb{R}$-valued valuations, much of what we have done holds for any totally ordered abelian group $\Gamma$. In particular, if $\nu$ is a $\Gamma$-valued monomial valuation on $k(x, y)$, then we can still associate $\nu$ with a path within $T$, as we described previously. Additionally, the description of the valuation ring given in Theorem 3.15 holds regardless of the choice of $\Gamma$. See $[\mathbf{1 0}$, Chapter V, Exercise 5.6].

As mentioned above, not every path in the tree $T$ corresponds to an $\mathbb{R}$-valued monomial valuation on $k(x, y)$. In particular, infinite paths where all but finitely many vertices are of the form $k\left[f, g / f^{t}\right]$ for some Laurent monomial $f$ and $g$ do not correspond to $\mathbb{R}$-valued monomial valuations. However, these paths do correspond to monomial valuations on $k(x, y)$ with value group other than $\mathbb{R}$. For example, consider the following:

Example 3.16. Let $P$ be a path in $T$, which does not correspond to a $\mathbb{R}$-valued monomial valuation. Then all but finitely many of the vertices of $P$ are of the form $k\left[f, g / f^{t}\right]$ for $t \in \mathbb{N}$ where $f$ and $g$ are Laurent monomials. Our goal is to construct a $\mathbb{Z}^{2}$-valued monomial valuation on $k(x, y)$ corresponding to $P$ where $\mathbb{Z}^{2}$ has lexicographic order. Towards this, note that if $\nu$ is a $\mathbb{Z}^{2}$-valued monomial valuation on $k(x, y)$ such that $\nu(g)=(1,0)$ and $\nu(f)=(0,1)$ then $\nu\left(g / f^{t}\right)=(1,-t)$. As $\mathbb{Z}^{2}$ has lexicographic ordering, this would mean $g / f^{t}$ is $\nu$-positive for all $t$ and all vertices of the form $k\left[f, g / f^{t}\right]$ are in the path $P_{\nu}$.

Thus, to find a $\mathbb{Z}^{2}$-valued monomial valuation $\nu$ on $k(x, y)$ corresponding to $P$, it suffices to show that we can construct such a valuation where $\nu(f)=(0,1)$ and $\nu(g)=(1,0)$. However, we know that $k[f, g]$ contains $k[x, y]$, so we can write both $x$ and $y$ as polynomials in terms of $f$ and $g$. Thus, once we specify the values of both $f$ and $g$, we can solve for the values of $x$ and $y$ afterwards. So to construct a $\mathbb{Z}^{2}$-valued monomial valuation $\nu$ corresponding to $P$, simply let $\nu(f)=(0,1)$ and $\nu(g)=(1,0)$.
4. Resolution of cusp singularities. We now shift our attention to examining how certain monomial valuations are related to a resolu-
tion process for plane cusps. Specifically, we describe a resolution for the plane curve $x^{b}=y^{a}$, where $a, b \in \mathbb{Z}_{>1}$ are relatively prime integers, over an arbitrary field $k$. To do this, we show an explicit connection between the process of resolving this singularity and the process of finding the path $P_{\nu}$ as described in subsection 3.1. Finally, we show how resolving the singularities of this family of curves is related to continued fractions.

For $p \in \mathbb{A}^{2}$, let $\pi: B_{p}\left(\mathbb{A}^{2}\right) \rightarrow \mathbb{A}^{2}$ be the blowing up of $\mathbb{A}^{2}$ at $p$. Recall that $\pi$ is an isomorphism except over $p$, and the fiber $E$ over $p$ is called the exceptional set. Further, $B_{p}\left(\mathbb{A}^{2}\right)$ is covered by two charts $U_{1}$ and $U_{2}$, both isomorphic to $\mathbb{A}^{2}$. Choosing coordinates $x, y$ for $\mathbb{A}^{2}$ so that $p=(0,0)$, then $U_{1}$ has coordinates $x, y / x$ and $U_{2}$ has coordinates $y, x / y$. The exceptional set $E$ is defined by $x$ in $U_{1}$ and by $y$ in $U_{2}$.

Now, if we consider a curve $C$ in $\mathbb{A}^{2}$, which passes through $p$ and is defined by some polynomial $f(x, y)$, then the preimage of $C$ under $\pi$ is defined by $f \circ \pi$. Moreover, $\pi^{-1}(C)$ decomposes as the union of two curves

$$
\pi^{-1}(C)=\widetilde{C} \cup E
$$

where $E$ is the exceptional set, $\pi^{-1}(\{p\})$, and $\widetilde{C}$ is the closure of $\pi^{-1}(C \backslash\{p\})$ in $B_{p}\left(\mathbb{A}^{2}\right)$, which is called the proper transform of $C$. In the chart $U_{1}$, for example, the preimage of $X$ is defined by

$$
f\left(x, x\left(\frac{y}{x}\right)\right)=x^{d} \widetilde{f}\left(x, \frac{y}{x}\right)
$$

where $d$ is the degree of the monomial occurring in $f$ of lowest degree. Note that the factor $x^{d}$ defines the exceptional set $E$, ("counted $d$ times") and the factor $\tilde{f}$ defines $\widetilde{C}$.

With this set up, we can now define what we mean by a resolution of singularities of a curve.

Definition 4.1. A curve $C$, which is a union of irreducible components $C=C_{1} \cup \cdots \cup C_{n}$, on a surface is resolved if
(i) each $C_{i}$ is smooth.
(ii) No three components meet at a point.
(iii) No two curves are tangent at any point, that is, if $C_{i}$ and $C_{j}$ meet at a point then their tangent lines at that point are different.

If a curve $C$ satisfies (ii) and (iii) above, then $C$ is said to have normal crossings. Thus, an alternative definition for a curve to be resolved is that all of its components are smooth and meet only in normal crossings. Further, a resolution of singularities of a curve $C$ is a sequence of blow-ups such that the preimage of $C$ under these blow ups is resolved.

Before describing our results in general, we find it useful to first consider an example of a resolution of singularities that both illustrates the above definitions and highlights our results to come.

Example 4.2. Let us look at the affine variety $V=\mathbb{V}\left(x^{2}-y^{3}\right)$, i.e., the solution set of $x^{2}=y^{3}$, over an arbitrary field $k$. The Jacobian matrix associated to $V$ is $J=\left[2 x, 3 y^{2}\right]$, and so $J_{p}$ has rank zero only at $p=(0,0)$, meaning that $V$ is singular only at the origin. As considered above, let $\pi: B_{p}\left(\mathbb{A}^{2}\right) \rightarrow \mathbb{A}^{2}$ be the blowing up map of $\mathbb{A}^{2}$ at $p=(0,0)$. As described above, $B_{p}\left(\mathbb{A}^{2}\right)$ is covered by two charts $U_{1}$ and $U_{2}$, both isomorphic to $\mathbb{A}^{2}$, with coordinates $x, y / x$ and $y, x / y$, respectively. When we look at $\pi^{-1}(V)$ in the $U_{2}$ chart, a simple calculation shows that:

$$
\pi^{-1}(V) \cap U_{2}=\mathbb{V}\left(y^{2}\right) \cup \mathbb{V}\left(\left(\frac{x}{y}\right)^{2}-y\right)
$$

Note that $\mathbb{V}\left(y^{2}\right)$ corresponds to the exceptional set in $U_{2}$ while the other factor is the proper transform of $V$ in $U_{2}$. In fact, $\pi^{-1}(V) \cap U_{2}$ satisfies conditions (i) and (ii) for being resolved, i.e., irreducible components are smooth and no more than two components intersect. However, $\pi^{-1}(V) \cap U_{2}$ has a non-normal crossing. More precisely, in this chart, the exceptional set is tangent to the proper transform at $(0,0)$. So $\pi^{-1}(V)$ is not resolved.

Turning our attention to the $U_{1}$ chart of $B_{p}\left(\mathbb{A}^{2}\right)$ we see that in this chart $\pi^{-1}(V)$ is given by

$$
\pi^{-1}(V) \cap U_{1}=\mathbb{V}\left(x^{2}\right) \cup \mathbb{V}\left(1-\left(\frac{y}{x}\right)^{3} x\right)
$$

Similar to what we saw in the $U_{2}$ chart, $\mathbb{V}\left(x^{2}\right)$ is the exceptional set in $U_{1}$ while the other factor is the proper transform of $\pi^{-1}(V)$ in $U_{1}$.


Figure 5. Picture of $\pi^{-1}(V)$ in the $U_{2}$ chart with coordinates $y, x / y$.

However, unlike in the other chart, $\pi^{-1}(V) \cap U_{1}$ is smooth and has only normal crossings, and so is resolved.

Since $\pi^{-1}(V) \cap U_{2}$ is not resolved, we must blow up $U_{2}$ at its origin in order to try and remove the tangential intersection. This blow-up has two charts, $U_{3}$ and $U_{4}$ both isomorphic to $\mathbb{A}^{2}$, with coordinates $x / y, y^{2} / x$ and $y, x / y^{2}$, respectively. Looking in the $U_{3}$ chart, we see that the preimage of $\pi^{-1}(V) \cap U_{2}$ is given by:

$$
\mathbb{V}\left(\left(\frac{x}{y}\right)^{3}\left(\frac{y^{2}}{x}\right)^{2}\right) \cup \mathbb{V}\left(\frac{x}{y}-\frac{y^{2}}{x}\right)
$$

In the $U_{4}$ chart, the preimage is given by:

$$
\mathbb{V}\left(y^{3}\right) \cup \mathbb{V}\left(1-\left(\frac{x}{y^{2}}\right)^{2} y\right)
$$

In the $U_{4}$ chart, the blow up of the curve is smooth and has normal crossings. In the $U_{3}$ chart, it is smooth, but consists of three lines intersecting at a single point (the origin), which is a non-normal


Figure 6. Picture of $\pi^{-1}(V)$ in the $U_{1}$ chart with coordinates $x, y / x$.
crossing. So we must once again blow up at the origin, this time in the $U_{3}$ chart. Again, this blow up has two charts $U_{5}, U_{6}$, both isomorphic to $\mathbb{A}^{2}$, with coordinates $x / y, y^{3} / x^{2}$ and $y^{2} / x, x^{2} / y^{3}$, respectively. In these charts, our curve of interest is given by, respectively,

$$
\mathbb{V}\left(\left(\frac{x}{y}\right)^{6}\left(\frac{y^{3}}{x^{2}}\right)^{2}\right) \cup \mathbb{V}\left(1-\frac{y^{3}}{x^{2}}\right)
$$

and

$$
\mathbb{V}\left(\left(\frac{x^{2}}{y^{3}}\right)^{3}\left(\frac{y^{2}}{x}\right)^{6}\right) \cup \mathbb{V}\left(\frac{x^{2}}{y^{3}}-1\right)
$$

In both charts, the curve is smooth with normal crossings. Thus, we have resolved $V=\mathbb{V}\left(x^{2}-y^{3}\right)$, and the sequence of blow ups we preformed is a resolution of singularities for $\mathbb{V}\left(x^{2}-y^{3}\right)$.

Looking at this process, we see that, in every step, each blow up is covered by two charts. If we take the coordinate rings associated with these charts and form a graph where the edges are induced by inclusions, we obtain the tree:

Moreover, if we consider the subgraph whose vertices are the coordinate rings corresponding to charts in which there was either a singularity or a non-normal crossing, we get a path. In fact, the path we get is identical to the path we constructed in Examples 3.8 and 3.12 for the $\mathbb{R}$-valued monomial valuation $\nu$ on $k(x, y)$ given by $\nu(x)=3$ and $\nu(y)=2$. Since the path $P_{\nu}$ is determined by the continued fraction of $\nu(x) / \nu(y)=3 / 2$, we see that, in this case, the continued fraction determines a resolution of singularities by telling us which charts feature either singularities or non-normal crossings.

Of course, nothing is special about the choice of two and three and, for any positive relatively prime integers $a$ and $b$ both larger than 1, we have a similar relationship. However, before stating the general result, we must formalize the notions of the tree and path discussed in the above example.

The coordinate tree $T$ is an infinite directed tree whose vertices are certain subrings of $k(x, y)$. The ring $k[x, y]$ is a vertex of $T$, and then we


Figure 7. Tree resulting from the resolution of $\mathbb{V}\left(x^{2}-y^{3}\right)$.
define the vertex set of $T$, recursively. In particular, if $k[f, g]$ is a vertex of $T$, then $k[f, g / f]$ and $k[g, f / g]$ are also vertices of $T$, and there are edges going from $k[f, g]$ to $k[f, g / f]$ and $k[g, f / g]$. Put another way, $T$ is a tree whose vertices are the coordinate rings associated to the charts of repeated blow-ups of the origins in each of the newly-created charts isomorphic to $\mathbb{A}^{2}$. Note. From this construction, we obtain a tree identical to the valuation tree defined in subsection 3.1.

Given positive relatively prime integers $a$ and $b$, we want to associate a subgraph of $T$ with the curve $V=\mathbb{V}\left(x^{b}-y^{a}\right)$. The idea is that this subgraph will tell us exactly what points need to be blown up to resolve the curve $V$. Define $P_{a, b}$ to be the subgraph of $T$ such that each vertex in $P_{a, b}$ is a coordinate ring corresponding to an affine chart in which $V$ has either a singularity or a non-normal crossing.

One hope is that, as in the example above, $P_{a, b}$ is a path, and moreover, it is identical to $P_{\nu}$ defined in subsection 3.1. In sum, we want to prove the following theorem relating the resolution of the curve $V$ to the process of finding the valuation rings of monomial valuations described in subsection 3.1.

Theorem 4.3. Let $a, b \in \mathbb{Z}_{>1}$ be such that $(a, b)=1$ and $a>b$. Then $P_{a, b}=P_{\nu}$, where $\nu$ is the monomial valuation on $k(x, y)$ given by $\nu(x)=a$ and $\nu(y)=b$.

This theorem allows us to explicitly resolve the singularities of the curve $x^{b}=y^{a}$ by blowing up a sequence of points prescribed by $P_{a, b}$. See Remark 4.5. Before we prove the above theorem, let us establish the following crucial lemma.

Lemma 4.4. Let $a, b \in \mathbb{Z}_{>1}$ be such that $(a, b)=1$ and $a>b$. Then $P_{a, b}$ is a path.

Proof. By the definition of $P_{a, b}$, this means we must precisely show that the blowup corresponding to a given vertex of $P_{a, b}$ will feature at most one chart in which the preimage curve is either singular or has a non-normal crossing. To prove this, we shall proceed by induction. For our base case, we consider $k[x, y]$, which is in $P_{a, b}$. If we blow up $\mathbb{A}_{(x, y)}^{2}$ at the origin, we obtain the curves $\mathbb{V}\left(y^{b}\right) \cup \mathbb{V}\left((x / y)^{b}-y^{a-b}\right)$ and $\mathbb{V}\left(x^{b}\right) \cup \mathbb{V}\left(1-(y / x)^{a} x^{a-b}\right)$, which correspond to the coordinate
rings $k[y, x / y]$ and $k[x, y / x]$, respectively. Since we took $a$ and $b$ to be relatively prime, the curve is smooth in the second chart and is either singular or has a non-normal crossing only at the origin in the first chart, so the second node in $P_{a, b}$ is $k[y, x / y]$.

Let $k[f, g]$ be a coordinate ring in $P_{a, b}$. Our claim is that at most one of the two subsequent rings in $T_{a, b}$ is associated with a chart in which the preimage curve features a singularity or non-normal crossing. By induction, assume that, in the chart associated with $k[f, g]$, a chart featuring a singularity or non-normal crossing, the original curve (or its preimage) has irreducible decomposition of the form $(*) \mathbb{V}\left(f^{A} g^{B}\right) \cup \mathbb{V}\left(f^{\beta}-g^{\alpha}\right)$ for integers $A, B \geq 0$, and coprime positive integers $\alpha, \beta$; without loss of generality, $\alpha \geq \beta \geq 1$. If $\alpha=\beta$, then in fact $\alpha=\beta=1,{ }^{2}$ and so the chart features three lines meeting only at the origin, which is a non-normal crossing; so, proceeding as in Example 4.2, we know that blowing up this chart at the origin will yield two new charts in which the respective preimage curves are each smooth with normal crossings. Therefore, without loss of generality, assume $\alpha>\beta>1$. If we perform another blowup and look at the two charts which have coordinates $\left(g, \frac{f}{g}\right)$ and $\left(f, \frac{g}{f}\right)$, respectively, then the preimage curves have respective irreducible decompositions

$$
\mathbb{V}\left(g^{B+\beta+A}\left(\frac{f}{g}\right)^{A}\right) \cup \mathbb{V}\left(\left(\frac{f}{g}\right)^{\beta}-g^{\alpha-\beta}\right)
$$

and

$$
\mathbb{V}\left(\left(\frac{g}{f}\right)^{B} f^{\beta+A+B}\right) \cup \mathbb{V}\left(1-\left(\frac{g}{f}\right)^{\alpha} f^{\alpha-\beta}\right)
$$

Notice that, in the second chart, the preimage curve is now smooth and has no non-normal crossings. So we consider what happens in the $k[g, f / g]$ chart, which of course features an irreducible decomposition of form ( $*$ ).

First, suppose $\alpha-\beta \neq 1$. Then the first preimage curve will have a cusp at the origin and will therefore have a singularity. Now suppose $\alpha-\beta=1$. Then

$$
\mathbb{V}\left(\left(\frac{f}{g}\right)^{\beta}-g^{\alpha-\beta}\right)
$$

is smooth. If we have that $A \neq 0$, then the first chart will feature a non-normal crossing, namely, three curves meeting at the origin.

If, instead, $A=0$, then in the chart $\mathbb{A}_{(f, g)}^{2}$, the curve has irreducible decomposition $\mathbb{V}\left(f^{A} g^{B}\right) \cup \mathbb{V}\left(f^{\beta}-g^{\alpha}\right)=\mathbb{V}\left(g^{B}\right) \cup \mathbb{V}\left(f^{\beta}-g^{\alpha}\right)$. When we multiply together the equations defining the irreducible components of the preimage curve, in any chart at any stage in this blowup process, we must obtain the polynomial equation $x^{b}-y^{a}=0$ up to a sign change. Therefore, without loss of generality, say $f^{\beta} g^{B}-g^{\alpha+B}=x^{b}-y^{a}$. Since $x^{b}-y^{a}$ is irreducible, $B=0$, so that $g=y$ and $f=x$; we must consider the first blowup, which we have previously established has exactly one chart containing a singularity or non-normal crossing. The induction is complete, so we conclude that $P_{a, b}$ is a path in $T$.

Now that we know that $P_{a, b}$ is in fact a path we can prove our main result.

Proof of Theorem 4.3. We will prove by induction that $P_{\nu}=P_{a, b}$; by the lemma, it suffices to prove they have the same vertices in succession. Also, we will show that if a node $k[f, g]$ is in $P_{\nu}$ (and therefore $P_{a, b}$ ), then the associated curve at this step in the resolution process is of the form $\mathbb{V}\left(f^{A} g^{B}\right) \cup \mathbb{V}\left(f^{\nu(g)}-g^{\nu(f)}\right)$ with $A, B$ some nonnegative integers, and with $(\nu(f), \nu(g))=1$ (so we can invoke Euclid's algorithm, later).

Let $a, b \in \mathbb{Z}_{>0}$ be such that $a>b$ and $(a, b)=1$, and let $\nu$ be the monomial valuation on $k(x, y)$ such that $\nu(x)=a, \nu(y)=b$. The first node in $T$ (i.e., the smallest ring in $T$ ) is $k[x, y]$, and the curve in this chart is given by $\mathbb{V}\left(x^{b}-y^{a}\right)=\mathbb{V}\left(x^{\nu(y)}-y^{\nu(x)}\right)$. Clearly, $(\nu(x), \nu(y))=1$.

The second node in $P_{\nu}$ is $k[y, x / y]$, with $\nu(y)=b, \nu(x / y)=a-b$. Likewise, the second node in $P_{a, b}$ is $k[y, x / y]$, and the curve in this chart is given by $\mathbb{V}\left(y^{b}\right) \cup \mathbb{V}\left((x / y)^{b}-y^{a-b}\right)=\mathbb{V}\left(y^{b}\right) \cup \mathbb{V}\left((x / y)^{\nu(y)}-y^{\nu(x / y)}\right)$. Clearly, $(\nu(y), \nu(x / y))=(b, a-b)=(b, a)=1$. So we see that the first two vertices of $P_{\nu}$ and $P_{a, b}$ agree, and the desired relationship holds.

Now suppose that this relationship holds and $P_{\nu}$ is equal to $P_{a, b}$ up until some step where the vertex in both paths is $k[f, g]$, and the preimage curve for this chart is $\mathbb{V}\left(f^{A} g^{B}\right) \cup \mathbb{V}\left(f^{\beta}-g^{\alpha}\right)$, where $\nu(f)=\alpha$ and $\nu(g)=\beta$ are coprime positive integers. First, suppose $\alpha \neq \beta$; without loss of generality, assume $\alpha$ is greater than $\beta$. Then the next ring in $P_{\nu}$ is $k[g, f / g]$. Since $k[f, g] \in P_{a, b}$, the curve in this chart either
has a singularity or non-normal crossing. Blowing up again, the proof of the previous lemma the coordinate ring shows that $k[g, f / g]$ lies in $P_{a, b}$, and the corresponding preimage curve has irreducible decomposition
$\mathbb{V}\left(f^{A} g^{B+\beta}\right) \cup \mathbb{V}\left((f / g)^{\beta}-g^{\alpha-\beta}\right)=\mathbb{V}\left(f^{A} g^{B+\beta}\right) \cup \mathbb{V}\left((f / g)^{\nu(g)}-g^{\nu(f / g)}\right)$.
Further, $(\nu(g), \nu(f / g))=(\nu(g), \nu(f)-\nu(g))=(\nu(g), \nu(f))=1$. Thus, by induction, we know that $P_{\nu}=P_{a, b}$.

The last node of $P_{\nu}$ has form $k[f, g]$, with $\nu(f)=\nu(g)=1$. (Since the nodes in $T$ following the final node in $P_{\nu}$ are $k[f, g / f], k[g, f / g]$, where $\nu(f / g)=\nu(g / f)=0, \nu(g)=\nu(f)$; both equal 1 by Euclid's algorithm.) The associated curve in this chart has irreducible decomposition $\mathbb{V}\left(f^{A} g^{B}\right) \cup \mathbb{V}(f-g)$, that is, three lines meeting only at the origin. Blowing up this chart, we obtain the following preimage curves in the charts corresponding to $k[f, g / f]$ and $k[g, f / g]$, respectively: $\mathbb{V}\left(f^{A+1} g^{B}\right) \cup \mathbb{V}(1-g / f)$ and $\mathbb{V}\left(f^{A} g^{B+1}\right) \cup \mathbb{V}(f / g-1)$. Each curve is smooth with normal crossings. Thus, the curve is completely resolved if we blow up at the origin in the chart corresponding to the terminal vertex in $P_{a, b}$, namely, $k[f, g]$. So $P_{\nu}$ and $P_{a, b}$ have the same terminal node, completing the proof.

Remark 4.5. By construction, $P_{a, b}$ tells us exactly where the preimage of the curve $x^{b}=y^{a}$ under a sequence of blow ups will have either singularities or non-normal crossing. Since, by Lemma 4.4, we know that $P_{a, b}$ is path, this means that a preimage of $x^{b}=y^{b}$ has singularities or non-normal crossings in at most one chart. Note, in fact, there will be at most one singularity or non-normal crossing, and this will occur at the origin of the chart in which it occurs. Moreover, combining Theorem 4.3 with Proposition 3.14, we know that $P_{a, b}$ is finite. More precisely, Theorem 4.3 tells us that $P_{a, b}=P_{\nu}$ where $\nu$ is the monomial valuation on $k(x, y)$ defined by $\nu(x)=a$ and $\nu(y)=b$, and since $\nu(x) / \nu(y)=a / b$ is rational, Proposition 3.14 insures $P_{\nu}$, and hence $P_{a, b}$ is finite. This means that, after a finite number of blow ups, at origin points determined by $P_{a, b}$, the curve $x^{b}=y^{a}$ has no singularities and no non-normal intersections, meaning it is resolved. As we will discuss shortly, we actually know precisely how many blow ups are need to resolve $x^{b}=y^{a}$ in this way.

With this theorem, we have a correspondence between the process of computing the valuation ring for the monomial valuation $\nu$ on $k(x, y)$


Figure 8. Coordinate rings where singularities occur in the resolution of $\mathbb{V}\left(x^{7}-y^{24}\right)$.
(where $\nu(x)=a, \nu(y)=b$ are positive coprime integers) and the process of resolving the curve $V=\mathbb{V}\left(x^{b}-y^{a}\right)$. In computing $R_{\nu}$, we study a strictly ascending chain of $\nu$-positive subrings of $k(x, y)$, and this chain of subrings is exactly the chain of coordinate rings containing all singularities of $V$ as it is resolved via consecutive blowups. Since we have this connection, as well as the previously established connection between $P_{\nu}$ and the continued fraction expansion of $a / b$, there is a natural connection between the process of resolving $V$ and the continued fraction expansion of $a / b$.

Corollary 4.6. If $a / b=\left[d_{0} ; d_{1}, d_{2}, \ldots d_{n}\right]$, then the curve $\mathbb{V}\left(x^{b}-y^{a}\right)$ (where $a, b \in \mathbb{Z}_{>1}$ are coprime) will require $d_{0}+d_{1}+\cdots+d_{n}$ blow-ups to resolve using the previously-described algorithm.

To see what this corollary means, we apply it to a specific example.
Example 4.7. Consider the process of resolving the curve $\mathbb{V}\left(x^{7}-y^{24}\right)$. The continued fraction expansion of $24 / 7$ is $[3 ; 2,3]$. So this curve will take 8 blow-ups to be completely resolved, and the charts where the singularities will occur are given by the coordinate rings in Figure 8.
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## ENDNOTES

1. This is not the same as the valuative tree defined in [9].
2. For we can factor $f^{n}-g^{n}=(f-g) \sum_{i=0}^{n-1} f^{n-1-i} g^{i}(n>1)$, in which case the principal ideal it generates in the polynomial ring $k[f, g]$ is not prime, whence $\mathbb{V}\left(f^{n}-g^{n}\right)$ is not irreducible.
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