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#### Abstract

We prove a Glivenko-Cantelli type strong law of large numbers for the pair correlation of independent random variables. Except for a few powers of logarithms the results obtained are sharp. Similar estimates hold for the pair correlation of lacunary sequences $\left\{n_{k} \omega\right\}$ $\bmod 1$.


## 1. Introduction

Pair correlations have been studied during the last seventy years in various forms and disguises in mathematics, statistics, fluid mechanics, electrical engineering and various branches of physics. Let $\left\{X_{j}: 1 \leq j \leq N\right\}$ be real numbers or vectors, or random variables. In some form or other pair correlations are measuring the average closeness of the $N(N-1)$ pairs $\left(X_{i}, X_{j}\right), 1 \leq i \neq j \leq N$. Here "closeness" is to be understood in very general sense, not just with respect to the Euclidean distance. With this in mind the concept of pair correlations can be traced back at least to the 1930s when, under the name "cluster integrals", it has started to play an important role in fluid mechanics. See, e.g., Green [12, p. 91] and the literature quoted there. In Killingbeck and Cole [16, p. 589], the term "pair correlation functions" has a slightly different meaning. For applications in electrical engineering we refer to Hess and Sah [13]. In statistics the concept was investigated, among others, by Eberl and Hafner [10], Silverman [24], Horvath [14] and Eastwood and Horvath [9]. Montgomery [19] investigated the pair correlation of the zeros of the Riemann zeta function under the assumption of the Riemann hypothesis, a subject taken up very recently in a profound paper of Rudnick and Sarnak [21]. The connections between uniform distribution mod 1, pair correlations,

[^0]and the spacings between the energy levels of harmonic oscillators were recently investigated by Rudnick and Sarnak [22]. This, as well as a very recent paper by Rudnick and Zaharescu [23] provided the impetus for the present paper.

Several of the papers mentioned above deal with deterministic, i.e., nonrandom sequences $\left\{X_{j}, j \geq 1\right\}$. For random sequences $\left\{X_{j}, j \geq 1\right\}$, i.e., for sequences of random variables or random vectors the concept of pair correlations as well as the closely related concept of correlation integrals all fall under the umbrella of empirical processes of U-statistic structure or U-processes. We introduce these objects on a level more general than needed for presentation of our results, yet on a level general enough to demonstrate the connections between these concepts.

Let $\left\{X_{j}, j \geq 1\right\}$ be a sequence of identically distributed $p$-dimensional random vectors with common distribution function $F$. Let $\mathcal{H}$ be a class of kernel functions $h: \mathbb{R}^{p} \times \mathbb{R}^{p} \times \mathbb{R} \rightarrow \mathbb{R}$. Usually it is assumed that $h$ is symmetric in the first two variables, i.e., $h(x, y, t)=h(y, x, t)$ for all $x, y \in \mathbb{R}^{p}$ and $t \in \mathbb{R}$. However, in some of our results (Propositions 1 and 2) we also need non-symmetric kernels. More generally, the $X_{j}$ 's can be Banach space valued, the parameter $t$ can be replaced by classes of functions, such as V-C classes, and the multivariate situation is a straight-forward extension of the present case $(\mathrm{m}=2)$. The U-process indexed by the class $\mathcal{H}$ can be defined as

$$
\begin{equation*}
U_{N}(t)=U_{N}(h ; t):=\sum_{1 \leq i<j \leq N} h\left(X_{i}, X_{j}, t\right), \quad N \geq 1, h \in \mathcal{H} \tag{1.1}
\end{equation*}
$$

In the independent case $\frac{2}{N(N-1)} U_{N}(t)$ is an unbiased estimator for

$$
U(t)=\int_{\mathbb{R}^{2 p}} h(x, y, t) d F(x) d F(y)
$$

In the present paper we shall make two major assumptions. First, we restrict ourselves to the case of random variables $X_{j}$ all of which have uniform distribution over $[0,1]$, i.e.,

$$
\begin{equation*}
\mathbb{P}\left(X_{j} \leq x\right)=x, \quad 0 \leq x \leq 1, j \geq 1 \tag{1.2}
\end{equation*}
$$

Stationarity of the sequence $\left\{X_{j}, j \geq 1\right\}$ is not assumed in the case of dependent random variables. Second, we shall restrict ourselves to the following two kernels:

$$
\begin{equation*}
h(x, y, t)=\mathbf{1}(|x-y| \leq t) \tag{1.3}
\end{equation*}
$$

and

$$
\begin{align*}
h(x, y, t) & =\mathbf{1}(0 \leq\{x\}-\{y\} \leq t \quad \bmod 1)  \tag{1.4}\\
& =\mathbf{1}(\{x-y\} \leq t)=\mathbf{1}_{[0, t]}(x-y)
\end{align*}
$$

Here $\mathbf{1}(A)$ denotes the indicator of the set $A$ and $\mathbf{1}_{A}(\cdot)$ also denotes the indicator of the set $A$, but extended with period $1 ;\{x\}=x-[x]$ denotes the
fractional part of $x$. In (1.3) $|\cdot|$ is the Euclidean distance in $\mathbb{R}^{1}$, whereas in (1.4) $\{x\}$ and $\{y\}$ are considered points on the one-dimensional torus group.

For the kernel $h$ defined in (1.3) (and for a general distribution function F ) the corresponding $U$-process

$$
\begin{equation*}
U_{N}(t):=\sum_{1 \leq i<j \leq N} 1\left(\left|X_{j}-X_{i}\right| \leq t\right) \tag{1.5}
\end{equation*}
$$

divided by $\frac{N(N-1)}{2}$ is called the empirical or sample correlation integral. If, in addition, $t=t_{N} \rightarrow 0$ the corresponding limit theorems often appear under the heading "limit theorems for short distances", as well as under the heading "pair correlations". (See, e.g., Eastwood and Horvath [9], Horvath [14], Rudnick and Sarnak [22] and Rudnick and Zaharescu [23].) For stationary ergodic sequences $\left\{X_{j}, j \geq 1\right\}$, with a general common distribution function $F$, and for a very general class of kernels $h$, Borovkova, Burton and Dehling [2] established a Glivenko-Cantelli type theorem proving almost sure uniform convergence of $\binom{N}{2}^{-1} U_{N}(t)$ to $U(t)$. For strictly stationary absolutely regular sequences $\left\{X_{j}, j \geq 1\right\}$ they proved a weak invariance principle with the approximating process being a multiple stochastic integral with integrators being specified Kiefer processes. This extends an earlier result of Dehling, Denker, and Philipp [7] who obtained this result for sequences of independent, identically distributed random variables.

The purpose of the present paper is to prove almost sure uniform estimates of $U_{N}(t)$, given in (1.5), over short intervals. We shall provide error terms which, except for powers of logarithm, are sharp.

We now state our results in detail. In case that the kernel $h$ is given by (1.3) the corresponding U-process is given by (1.5). We set for $0 \leq \alpha \leq 2$

$$
\begin{align*}
& \Gamma_{N}(\alpha):=\sup \left(\left|U_{N}(t)-\binom{N}{2} \cdot\left(2 t-t^{2}\right)\right|: t \leq N^{-\alpha}\right) \\
& (1.6) \quad=\sup \left(\left|\sum_{1 \leq i<j \leq N}\left(\mathbf{1}\left(\left|X_{j}-X_{i}\right| \leq t\right)-\left(2 t-t^{2}\right)\right)\right|: t \leq N^{-\alpha}\right) \tag{1.6}
\end{align*}
$$

The first result is a strong law of large numbers for $\Gamma_{N}(\alpha)$, in the case that $\left\{X_{j}, j \geq 1\right\}$ is a sequence of independent random variables with uniform distribution over $[0,1]$. This result can be reinterpreted as a Glivenko-Cantelli type strong law of large numbers over short intervals with a reasonably sharp error estimate.

Theorem 1. If $\left\{X_{j}, j \geq 1\right\}$ is a sequence of independent random variables with uniform distribution (1.2), then

$$
\Gamma_{N}(\alpha) \ll\left(N^{1-\frac{1}{2} \alpha}+N^{\frac{3-3 \alpha}{2}}\right)(\log N)^{9 / 2}
$$

with probability 1.

Aside from the power of $\log N$, this estimate is sharp.
Theorem 2. Let $0 \leq \alpha \leq 2$. Then with probability 1

$$
\limsup _{N \rightarrow \infty}\left(N^{1-\frac{1}{2} \alpha}+N^{\frac{3-3 \alpha}{2}}\right)^{-1} \Gamma_{N}(\alpha) \geq c>0
$$

for some constant $c$.
We now treat the case (1.4) and denote the corresponding U-process by

$$
\begin{equation*}
V_{N}=V_{N}(L):=\sum_{1 \leq i<j \leq N} \mathbf{1}_{L}\left(X_{j}-X_{i}\right) \tag{1.7}
\end{equation*}
$$

For $0 \leq \alpha \leq 2$ we set

$$
\begin{equation*}
\Delta_{N}(\alpha):=\sup \left\{\left|V_{N}(L)-\binom{N}{2}\right| L| |: L \subseteq\left[0, N^{-\alpha}\right]\right\} \tag{1.8}
\end{equation*}
$$

Here $|L|$ denotes the length of the interval $L \subseteq[0,1]$.
Proposition 1. If $\left\{X_{j}, j \geq 1\right\}$ is a sequence of independent random variables with uniform distribution (1.2) then

$$
\Delta_{N}(\alpha) \ll N^{1-\frac{1}{2} \alpha}(\log N)^{9 / 2}
$$

with probability 1.
Remark 1. In fact, both Proposition 1 and Theorem 1 remain valid for $\alpha>2$.

While skimming through the proof of Proposition 1 the connoisseur undoubtedly will recognize that in this case a bounded Chung-Smirnov law of the iterated logarithm holds in the form

$$
\begin{equation*}
\Delta_{N}(\alpha) \ll N^{1-\frac{1}{2} \alpha} \log \log N \quad \text { a.s. } \tag{1.9}
\end{equation*}
$$

We will give a sketch of the proof of (1.9) at the end of Section 5 , after the underlying martingale structure has been reasonably well developed.

Again, except for powers of logarithm our estimate is sharp.
Proposition 2. Let $0 \leq \alpha \leq 2$. Then with probability 1

$$
\limsup _{N \rightarrow \infty} N^{-\left(1-\frac{1}{2} \alpha\right)} \Delta_{N}(\alpha) \geq c>0
$$

for some constant $c$.
REMARK 2. It is perhaps interesting to compare the estimates for $\Delta_{N}$ and $\Gamma_{N}$. The additional term $N^{\frac{3-3 \alpha}{2}}$ stems from the fact that the kernel corresponding to $\Delta_{N}$ is periodic with period 1 whereas the other kernel is not.

We now shift our focus to lacunary sequences $\left\{n_{j} \omega\right\} \bmod 1$. In a recent paper, Rudnick and Zaharescu [23] proved the following interesting result: Let $\left\{n_{j}, j \geq 1\right\}$ be a sequence of integers satisfying a Hadamard gap condition, i.e.,

$$
\begin{equation*}
n_{j+1} / n_{j} \geq q>1 \tag{1.10}
\end{equation*}
$$

for some $q>1$. For $0 \leq \omega<1$ set

$$
\begin{equation*}
X_{j}=n_{j} \omega \quad \bmod 1 \tag{1.11}
\end{equation*}
$$

Now $\left\{X_{j}, j \geq 1\right\}$ is a sequence of (weakly dependent) random variables, defined on $(\Omega, \mathcal{F}, \mathbb{P})=([0,1) B, \mathbb{P})$ where $B$ are the Lebesgue sets and $\mathbb{P}$ is the Lebesgue measure. As is easy to see each $X_{j}$ has uniform distribution over [0,1). In this situation Rudnick and Zaharescu [23] proved that

$$
\frac{1}{N} U_{N}(t / N) \rightarrow t \quad \text { with probability } 1
$$

i.e., for all $0 \leq \omega<1$ except on a set of Lebesgue measure 0 . Here $U_{N}(t)$ is defined as in (1.5).

One of the purposes of the present paper is to improve upon this result in several ways. First, we assume that $\left\{n_{j}, j \geq 1\right\}$ satisfies an Erdős gap condition, i.e.,

$$
\begin{equation*}
n_{j+1} / n_{j} \geq 1+c j^{-\rho}, j \geq 1 \tag{1.12}
\end{equation*}
$$

for some $c>0$ and $0 \leq \rho<1$. Notice that if we set $\rho=0$ then condition (1.12) reduces to the Hadamard gap condition (1.10). Second, we allow for longer intervals. Third, we will prove uniform convergence over all subintervals, not just those that are symmetric about 0 . Finally, we give an error term on the speed of convergence (which at least in the case of independent random variables is sharp, aside from the power of $\log N$, according to Theorem 2). Our results are as follows.

Theorem 3. Let $\left\{n_{j}, j \geq 1\right\}$ be a sequence of integers satisfying an Erdös gap condition (1.12). Let $X_{j}$ be defined by (1.11) and set $\Gamma_{N}(\alpha)=\Gamma_{N}(\alpha, \rho)$ as in (1.6). Then with probability 1

$$
\Gamma_{N}(\alpha) \ll\left(N^{1-\frac{1}{2} \alpha+\frac{3}{2} \rho}+N^{2-2 \alpha}\right)(\log N)^{11 / 2}
$$

Proposition 3. Let $\left\{n_{j}, j \geq 1\right\}$ be a sequence of integers satisfying an Erdős gap condition (1.12). Let $X_{j}$ be defined by (1.11) and set $\Delta_{N}(\alpha)=$ $\Delta_{N}(\alpha, \rho)$ as in (1.8). Then with probability 1

$$
\Delta_{N}(\alpha) \ll N^{1-\frac{1}{2} \alpha+\frac{3}{2} \rho}(\log N)^{11 / 2}
$$

In case that $\alpha \leq 3 \rho$ we obtain a much stronger result.

Proposition 4. Let $\left\{n_{j}, j \geq 1\right\}$ be any increasing sequence of integers. Let $X_{j}$ be defined by (1.11). Then with probability 1

$$
\Delta_{N}(0) \ll N(\log N)^{2+\varepsilon}, \quad \varepsilon>0
$$

Proposition 3 and similar results for different sequences $\left\{n_{j}, j \geq 1\right\}$ will follow from the following theorem, which is similar in spirit as Theorem 1 of Rudnick and Zaharescu [23]. First, we introduce some notation. Let $\left\{n_{j}, j \geq\right.$ $1\}$ be an increasing sequence of integers. Let $1 \leq Q \leq H$ be integers and let $d>0$ and $\sigma \geq 0$. Consider the system of Diophantine equations

$$
\begin{cases}a\left(n_{j}-n_{i}\right)=b\left(n_{l}-n_{k}\right) & (H \leq j<H+Q, 1 \leq i<j  \tag{1.13}\\ & H \leq l<H+Q, 1 \leq k<l) \\ 1-d H^{-\sigma} \leq\left|\frac{a}{b}\right| \leq 1+d H^{-\sigma} & (a, b \in \mathbb{Z})\end{cases}
$$

We call a solution $\left(a, b, n_{i}, n_{j}, n_{k}, n_{l}\right)$ trivial if both $j=l$ and $i=k$. For fixed $a \in \mathbb{Z}$ there are at most $2 H Q$ trivial solutions, even if $d=\infty$.

Proposition 5. Let $\left\{n_{j}, j \geq 1\right\}$ be a sequence of integers. Suppose there exist constants $c>0, C>0, \sigma>0, \gamma \geq 0, \tau \geq 1$ with the following property. For each pair $(Q, H)$ with $1 \leq Q \leq H$ and for each fixed $a \in \mathbb{Z}$ with

$$
\begin{equation*}
0<|a| \leq H^{20} \tag{1.14}
\end{equation*}
$$

the system (1.13) of Diophantine equations has at most $C H^{\tau} Q(\log H)^{\gamma}$ solutions. Then with probability 1

$$
\Delta_{N}(\alpha) \ll N^{\frac{1}{2}(1+\sigma+\tau-\alpha)}(\log N)^{\frac{1}{2}(\gamma+9)} .
$$

## 2. Proof of Proposition 5

Recall that $\mathbf{1}_{L}$ has period 1. We write

$$
S=S(H, Q ; L ; \omega)=\sum_{H \leq j<H+Q} \sum_{1 \leq i<j}\left(\mathbf{1}_{L}\left(\left(n_{j}-n_{i}\right) \omega\right)-|L|\right) .
$$

Lemma 1. Under the hypotheses of Proposition 5 we have

$$
\mathbb{E} S^{2} \ll|L| H^{\sigma+\tau} Q(\log H)^{\gamma+1}+H^{-16},
$$

where the constant implied by $\ll$ only depends on $C$.
Proof. We set

$$
\begin{aligned}
f(\omega) & =\mathbf{1}_{L}(\omega)-|L|=\sum_{a \neq 0} c_{a} e^{2 \pi \sqrt{-1} a \omega} \\
f_{H}^{*}(\omega) & =\sum_{0<|a| \leq H^{20}} c_{a} e^{2 \pi \sqrt{-1} a \omega}
\end{aligned}
$$

and

$$
f_{H}^{* *}(\omega)=f(\omega)-f_{H}^{*}(\omega) .
$$

Clearly $\left|c_{a}\right| \leq|a|^{-1}$ and thus

$$
\begin{equation*}
\left\|f_{H}^{* *}\right\|_{2}^{2} \leq \sum_{|a|>H^{20}}|a|^{-2} \leq H^{-20} \tag{2.1}
\end{equation*}
$$

Now set

$$
S_{H}^{*}(\omega):=\sum_{H \leq j<Q+H} \sum_{1 \leq i<j} f_{H}^{*}\left(\left(n_{j}-n_{i}\right) \omega\right)
$$

By Minkowski's inequality and by (2.1)

$$
\begin{equation*}
\left\|S-S_{H}^{*}\right\|_{2} \leq Q(Q+H) H^{-10} \ll H^{-8} \tag{2.2}
\end{equation*}
$$

Thus we need to estimate $\left\|S_{H}^{*}\right\|_{2}$. We have for some constant $\theta$

$$
\left\|S_{H}^{*}\right\|_{2} \leq \sum_{0 \leq u \leq \theta H^{\sigma} \log H}\left\|\sum_{a} c_{a} \sum_{H \leq j<H+Q} \sum_{1 \leq i<j} e^{2 \pi \sqrt{-1} a\left(n_{j}-n_{i}\right) \omega}\right\|_{2}
$$

where $\sum_{a}$ is extended over all $a$ with $\left(1+d H^{-\sigma}\right)^{u} \leq|a| \leq\left(1+d H^{-\sigma}\right)^{u+1}$. Thus, since $|x y| \leq \frac{1}{2}\left(x^{2}+y^{2}\right)$, we obtain

$$
\begin{aligned}
\left\|S_{H}^{*}\right\|_{2} \leq & \sum_{0 \leq u \leq \theta H^{\sigma} \log H}\left(\sum_{a, b} c_{a} \bar{c}_{b} \sum_{H \leq j, l<H+Q}\right. \\
& \left.\sum_{\substack{1 \leq i<j \\
1 \leq k<l}} \mathbf{1}\left(a\left(n_{j}-n_{i}\right)=b\left(n_{l}-n_{k}\right)\right)\right)^{1 / 2} \\
\leq & \sum_{0 \leq u \leq \theta H^{\sigma} \log H}\left(\sum_{a}\left|c_{a}\right|^{2} \sum_{b} \sum_{H \leq j, l<H+Q}\right. \\
& \left.\sum_{\substack{1 \leq i<j \\
1 \leq k<l}} \mathbf{1}\left(a\left(n_{j}-n_{i}\right)=b\left(n_{l}-n_{k}\right)\right)\right)^{1 / 2} .
\end{aligned}
$$

The inner most triple sum does not exceed the number of solutions of the system (1.13). Thus using the main hypothesis of Proposition 5 we obtain by Cauchy's inequality and Parseval's identity

$$
\begin{aligned}
\left\|S_{H}^{*}\right\|_{2} & \leq\left(C H^{\tau} Q(\log H)^{\gamma}\right)^{1 / 2} \sum_{0 \leq u \leq \theta H^{\sigma} \log H}\left(\sum_{a}\left|c_{a}\right|^{2}\right)^{1 / 2} \\
& \ll\left(H^{\tau} Q(\log H)^{\gamma}\right)^{1 / 2}\left(H^{\sigma} \log H\right)^{1 / 2} \cdot|L|^{1 / 2}
\end{aligned}
$$

The lemma follows now from (2.2).

Lemma 2. Fix $0 \leq \alpha \leq 2$, and set

$$
\Delta=\Delta(H, Q ; \alpha ; \omega)=\sup \left\{\mid S\left(H, Q ; L ; \omega \mid: L \subset\left[0, H^{-\alpha}\right]\right\} .\right.
$$

Then for each $R \geq 1$

$$
\mathbb{P}(\Delta \geq R) \ll R^{-2} Q H^{\sigma+\tau-\alpha}(\log H)^{\gamma+4}
$$

Proof. Denote a typical interval $L$ by $L=H^{-\alpha}[0, s], 0 \leq s \leq 1$. We write $s$ in its binary expansion

$$
\begin{equation*}
s=\sum_{m \geq 1} \varepsilon_{m} 2^{-m} \quad \varepsilon_{m}=0,1 \tag{2.3}
\end{equation*}
$$

and we set

$$
\begin{equation*}
M=[4 \log H] \tag{2.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
s=\sum_{m=1}^{M} \varepsilon_{m} 2^{-m}+\theta 2^{-M} \tag{2.5}
\end{equation*}
$$

where $0 \leq \theta \leq 1$. For $0 \leq u<v \leq 1$ we set

$$
\begin{aligned}
Z(u, v) & =Z(u, v ; H, Q) \\
& =\sum_{H \leq j<H+Q} \sum_{1 \leq i<j}\left(\mathbf{1}_{H^{-\alpha}[u, v)}\left(\left(n_{j}-n_{i}\right) \omega\right)-(v-u) H^{-\alpha}\right) .
\end{aligned}
$$

Then for each $0 \leq s \leq 1$

$$
\begin{equation*}
|Z(0, s)| \leq \sum_{m=1}^{M}\left|Z\left(d_{m} 2^{-m},\left(d_{m}+1\right) 2^{-m}\right)\right|+2 Q(H+Q) 2^{-M} H^{-\alpha} \tag{2.6}
\end{equation*}
$$

where the $d_{m}$ 's are integers with $0 \leq d_{m}<2^{m}$ for $1 \leq m \leq M$. This is a special case of the familiar chaining argument in empirical process theory, dating back at least 50 years; see, e.g., Cassels [4] or Chung [5]. Hence

$$
\begin{align*}
\mathbb{P}\left(\sup _{0 \leq s \leq 1}|Z(0, s)| \geq 2 R\right) & \leq \sum_{m=1}^{M} \mathbb{P}\left(\max _{0 \leq d<2^{m}}\left|Z\left(d 2^{-m},(d+1) 2^{-m}\right)\right| \geq R / M\right) \\
& \leq \sum_{m=1}^{M} \frac{M^{2}}{R^{2}} 2^{m}\left(2^{-m} H^{-\alpha} Q H^{\sigma+\tau}(\log H)^{\gamma+1}+H^{-16}\right)  \tag{2.7}\\
& \ll R^{-2} Q H^{\sigma+\tau-\alpha}(\log H)^{\gamma+4}
\end{align*}
$$

We now can finish the proof of Proposition 5. Fix $r \geq 0$. We shall estimate

$$
\max _{0 \leq Q<2^{r}} \Delta\left(2^{r}, Q ; \alpha\right)
$$

Write $Q$ in binary expansion. Then for each $0 \leq Q<2^{r}$

$$
\Delta\left(2^{r}, Q ; \alpha\right) \leq \sum_{l=1}^{r} \Delta\left(2^{r}+m_{l} 2^{l-1}, 2^{l-1} ; \alpha\right)
$$

where $0 \leq m_{l} \leq 2^{r-l}$. This argument goes back to at least Gál and Koksma [11]. Hence, setting $\beta=\frac{1}{2}(1+\sigma+\tau-\alpha)$, we have

$$
\begin{aligned}
& \mathbb{P}\left(\max _{0 \leq Q<2^{r}} \Delta\left(2^{r}, Q ; \alpha\right) \geq 2^{r \beta} r^{\frac{\gamma+9}{2}}\right) \\
& \quad \leq \sum_{l=1}^{r} \mathbb{P}\left(\max _{0 \leq m \leq 2^{r-l}} \Delta\left(2^{r}+m 2^{l-1}, 2^{l-1} \alpha\right) \geq 2^{r \beta} r^{\frac{\gamma+7}{2}}\right)
\end{aligned}
$$

We estimate these probabilities using Lemma 2 with $R=2^{r \beta} r^{\frac{1}{2}(\gamma+7)}$, $H=$ $2^{r}+m 2^{l-1} \leq 2^{r+1}$ and $Q=2^{l-1}$. Then the probability in question is

$$
\ll \sum_{l \leq r} 2^{r-l} 2^{-2 r \beta} r^{-\gamma-7} 2^{l} 2^{r(\sigma+\tau-\alpha)} r^{\gamma+4} \ll r^{-2}
$$

Replacing the last exponent -2 by $-1-\varepsilon$ will give a smaller power of $\log N$. Thus by the Borel-Cantelli lemma we have with probability 1

$$
\max _{0 \leq Q \leq 2^{r}} \Delta\left(2^{r}, Q ; \alpha\right) \ll 2^{r \beta} r^{\frac{1}{2}(\gamma+9)}
$$

If $N$ is given, define $n$ by $2^{n-1} \leq N<2^{n}$. Then with probability 1

$$
\Delta_{N}(\alpha) \ll \sum_{r<n} \max _{0 \leq Q \leq 2^{r}} \Delta\left(2^{r}, Q ; \alpha\right) \ll \sum_{r<n} 2^{r \beta} r^{\frac{1}{2}(\gamma+9)} \ll N^{\beta}(\log N)^{\frac{1}{2}(\gamma+9)}
$$

which yields Proposition 5.
Notice that in the last estimate we used the fact that as a function of $r$ the suprema over intervals contained in $\left[0,2^{-r \alpha}\right]$ are non-increasing.

## 3. Proof of Proposition 3

The first lemma is well-known.
Lemma 3. Suppose that $\left\{n_{j}, j \geq 1\right\}$ satisfies (1.12). Let $A<B$. Then the number of $n_{j}^{\prime} s$ with $j \leq N$ and $A \leq n_{j} \leq B$ is $\ll N^{\rho} \log (B / A)$, where the constant implied by $\ll$ only depends on $c$ and $\rho$.

Proof. Let $n_{k}$ be the largest member of the sequence not exceeding $B$ and let $n_{j}$ be the smallest member $\geq A$, so that

$$
A \leq n_{j}<n_{k} \leq B
$$

Since

$$
B / A \geq n_{k} / n_{j} \geq\left(1+c(k-1)^{-\rho}\right) \ldots\left(1+c j^{-\rho}\right) \geq\left(1+c k^{-\rho}\right)^{k-j}
$$

we have

$$
k-j \leq \log (B / A)\left(\log \left(1+c k^{-\rho}\right)\right)^{-1} \ll N^{\rho} \log (B / A) .
$$

Lemma 4. Suppose that $\left\{n_{j}, j \geq 1\right\}$ satisfies (1.12). Let $1 \leq Q \leq H$ be given and fix $a \in \mathbb{Z}$ with

$$
0<|a| \leq H^{20} .
$$

Set $\sigma=\rho$ and $d=\frac{c}{4}$. Then the system (1.13) of Diophantine equations has at most $C H^{1+2 \rho} Q(\log H)^{2}$ solutions. Here $C>0$ depends only on $c$ and $\rho$.

Proof. Assume that ( $a, b, n_{i}, n_{j}, n_{k}, n_{l}$ ) is a solution of the system (1.13). We treat the case $a>0, b>0$ only. The other three cases can be treated similarly. Let $H \geq H_{0}$, where $H_{0}=H_{0}(c, \rho)$ depends only on $c$ and $\rho$. Then

$$
\frac{1}{3} c n_{j} H^{-\rho} \leq n_{j}-n_{i}<n_{j}
$$

and

$$
\frac{1}{3} c n_{l} H^{-\rho} \leq n_{l}-n_{k}<n_{l} .
$$

Thus by (1.13)

$$
\frac{n_{j}}{n_{l}} \cdot \frac{1}{3} c H^{-\rho} \leq \frac{n_{j}-n_{i}}{n_{l}-n_{k}}=\frac{b}{a} \leq \frac{n_{j}}{n_{l}} \cdot \frac{3}{c} H^{\rho},
$$

and hence using the bounds on $a / b$ we obtain for $H \geq H_{0}$

$$
\frac{1}{6} c H^{-\rho} \leq \frac{n_{j}}{n_{l}} \leq \frac{6}{c} H^{\rho}
$$

Hence by Lemma 3 with $A=\frac{c}{6} H^{-\rho} n_{l}$ and $B=\frac{6}{c} H^{\rho} n_{l}$ we conclude that at most $4 \rho H^{\rho} Q \log H$ pairs ( $j, l$ ) possibly can qualify.

Fix such a pair and assume $j>l$. The case $j<l$ can be treated similarly, and the case $j=l$ will be treated separately below. Set

$$
\nu:=a n_{j}-b n_{l} .
$$

Then, as $j>l$, we obtain from (1.13)

$$
\nu=a n_{j}\left(1-\frac{b}{a} \frac{n_{l}}{n_{j}}\right) \geq \frac{1}{4} \cdot a n_{j} \cdot c H^{-\rho} .
$$

But we also have $\nu=a n_{i}-b n_{k}<a n_{i}$, and so

$$
\begin{equation*}
n_{j} \cdot \frac{1}{4} c H^{-\rho} \leq \frac{\nu}{a} \leq n_{i} \leq n_{j}\left(1+c j^{-\rho}\right)^{i-j} \leq n_{j}\left(1+c(2 H)^{-\rho}\right)^{i-j} . \tag{3.1}
\end{equation*}
$$

Consequently,

$$
(j-i) c H^{-\rho} \leq 2 \rho \log H
$$

This implies $j-i \leq C H^{\rho} \log H$. Since there are at most $2 H$ choices for $k$ and since finally $b$ is determined by (1.13) we see that there are at most
$C H^{1+2 \rho} \log ^{2} H$ nontrivial solutions of (1.13). Now, assume $j=l$. Then (1.13) reduces to

$$
\begin{equation*}
(a-b) n_{j}=a n_{i}-b n_{k} \quad \text { with } \quad 1 \leq i, k<j \tag{3.2}
\end{equation*}
$$

Assume $b<a$. The case $b>a$ can be treated similarly, and $b=a$ implies $n_{i}=n_{k}$, which is the trivial case. Now (3.1) and (3.2) imply

$$
n_{j} \leq(a-b) n_{j}=a n_{i}-b n_{k}<a n_{i}<H^{20} n_{j}\left(1+c(2 H)^{-\rho}\right)^{i-j}
$$

and so $j-i \leq 40 c^{-1} H^{\rho} \log H$. Again, there are at most $2 H$ possibilities for $k$ and $b$ is determined by (1.13).

Applying Proposition 5 with $\sigma=\rho, \tau=1+2 \rho$ and $\gamma=2$, we obtain Proposition 3.

## 4. Proof of Proposition 4

By the Erdős-Turán inequality (see, e.g., Drmota and Tichy [8, p. 15] or Kuipers and Niederreiter [18, p. 112]) we have for each $M>0$

$$
\begin{align*}
\Delta_{N}(0) & \leq 6 N^{2} M^{-1}+6 \sum_{h=1}^{M} \frac{1}{h}\left|\sum_{1 \leq j \neq k \leq N} e^{2 \pi i\left(n_{j}-n_{k}\right) h \omega}\right| \\
& \leq 6 N^{2} M^{-1}+6 \sum_{h=1}^{M} \frac{1}{h}\left(\left|\sum_{1 \leq j \leq N} e^{2 \pi i n_{j} h \omega}\right|^{2}+N\right) \tag{4.1}
\end{align*}
$$

A straight-forward adaption of Baker's argument (see [1, pp. 37-38]) yields the result. The details are as follows: By Hunt's maximal inequality ([15]; see also Baker [1, relation (10)]),

$$
\mathbb{E}\left(\max _{\frac{1}{2} n \leq r \leq n}\left|\sum_{j \leq r} e^{2 \pi i n_{j} h \omega}\right|^{2}\right) \leq C n
$$

where $C$ is a numerical constant. Thus by (4.1) with $M=N(=m)$ we have for $k \geq 1$

$$
\begin{aligned}
& \mathbb{E}\left(\max _{2^{k-1} \leq m<2^{k}} \Delta_{m}(0)\right) \\
& \quad \leq 6 \cdot 2^{k}+6 \sum_{h \leq 2^{k}} \frac{1}{h}\left(\mathbb{E} \max _{2^{k-1} \leq r<2^{k}}\left|\sum_{j \leq r} e^{2 \pi i n_{j} h \omega}\right|^{2}+2^{k}\right) \ll 2^{k} \cdot k
\end{aligned}
$$

Thus by Markov's inequality and the Borel-Cantelli Lemma we have with probability 1

$$
\max _{2^{k-1} \leq m<2^{k}} \Delta_{m}(0) \ll 2^{k} k^{2+\varepsilon}
$$

which finally yields Proposition 4.

## 5. Proofs of Propositions 1 and 2 and Theorem 2

The proof of Proposition 1 is an easy modification of the proof of Proposition 5 . For $1 \leq Q \leq H$ set

$$
S=S(H, Q ; L ; \omega)=\sum_{H \leq j<H+Q} \sum_{1 \leq i<j}\left(\mathbf{1}_{L}\left(X_{j}-X_{i}\right)-|L|\right)
$$

We first show that the conclusion of Lemma 1 remains valid.
Lemma 5. We have

$$
\mathbb{E} S^{2} \ll|L| H Q \log H+H^{-16}
$$

Proof. We define $f, f_{H}^{*}, f_{H}^{* *}$ and, with the obvious modification, $S_{H}^{*}$ as in the proof of Lemma 1. Then (2.2) remains valid. To estimate $\left\|S_{H}^{*}\right\|$ we proceed as in the proof of Lemma 1. We observe that because of independence the expectation of each term in the relevant sum

$$
\sum_{b} \sum_{H \leq j, l<H+Q} \sum_{\substack{1 \leq i<j \\ 1 \leq k<l}} e^{2 \pi \sqrt{-1}\left(a\left(X_{j}-X_{i}\right)-b\left(X_{l}-X_{k}\right)\right)}
$$

vanishes unless $j=l, i=k$ and $b=a$. Thus for fixed $a$ this sum reduces to $Q(H+Q)$. This yields the conclusion of the lemma.

The remainder of the proof of Proposition 1 is identical to that of Proposition 5 , in the special case $\sigma=0, \tau=1$ and $\gamma=0$.

For the proof of Theorem 2 it is enough to show that there is a positive constant $c$ such that for all $N \geq 1$

$$
\begin{gather*}
\mathbb{P}\left(\left|\sum_{1 \leq i<j \leq N}\left(\mathbf{1}\left(\left|X_{i}-X_{j}\right| \leq N^{-\alpha}\right)-\left(2 N^{-\alpha}-N^{-2 \alpha}\right)\right)\right|\right.  \tag{5.1}\\
\left.\geq c\left(N^{1-\frac{1}{2} \alpha}+N^{(3-3 \alpha) / 2}\right)\right) \geq c
\end{gather*}
$$

since then

$$
\begin{equation*}
\mathbb{P}\left(\Gamma_{N}(\alpha) \geq c\left(N^{1-\frac{1}{2} \alpha}+N^{(3-3 \alpha) / 2}\right)\right) \geq c \tag{5.2}
\end{equation*}
$$

and thus by the Kolmogorov zero-one law the right-hand side of (5.2) can be replaced by 1. But relation (5.1) follows from Horvath [14, Theorem 2] with $c(N)=N^{-\alpha}$.

For the proof of Proposition 2 again it is enough to show the existence of a positive constant $c$ such that for all $N \geq 1$

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{1 \leq i<j \leq N}\left(\mathbf{1}_{\left[0, N^{-\alpha}\right]}\left(X_{j}-X_{i}\right)-N^{-\alpha}\right)\right| \geq c N^{1-\frac{1}{2} \alpha}\right) \geq c \tag{5.3}
\end{equation*}
$$

We need two well-known facts from analysis and martingale theory. The first is the Paley-Zygmund theorem.

Theorem A. Let $X$ be a non-negative random variable with finite second moment. Suppose that

$$
\|X\|_{2} \leq \frac{1}{a} \mathbb{E} X
$$

for some $0 \leq a \leq 1$. Let $0 \leq b \leq a$. Then

$$
\mathbb{P}\left(X \geq b\|X\|_{2}\right) \geq(b-a)^{2}
$$

The next result is a special case of Burkholder's square function inequality (see [3, Theorem 3.1]).

Theorem B. Let $\left\{Y_{n}, \mathcal{F}_{n}, n \geq 1\right\}$ be a real-valued martingale. Then for every $p$ with $1<p<\infty$ there are constants $c_{p}>0$ and $C_{p}$ such that

$$
\begin{aligned}
c_{p} \mathbb{E}\left\{\sup _{n \geq 1}\left|Y_{n}\right|^{p}\right\} & \leq \mathbb{E}\left\{\left(Y_{1}^{2}+\sum_{n \geq 1}\left(Y_{n+1}-Y_{n}\right)^{2}\right)^{\frac{1}{2} p}\right\} \\
& \leq C_{p} \mathbb{E}\left\{\sup _{n \geq 1}\left|Y_{n}\right|^{p}\right\}
\end{aligned}
$$

Let $L=\left[0, N^{-\alpha}\right]$ and write $g(z)=\mathbf{1}_{L}(z)-|L|$.
Lemma 6. Let $\mathcal{F}_{k}:=\sigma\left(X_{1}, \ldots, X_{k}\right), k \geq 1$ be the natural filtration of the sequence $\left\{X_{j}, j \geq 1\right\}$. Let

$$
v_{k}:=\sum_{1 \leq j<k} g\left(X_{k}-X_{j}\right)
$$

Then $\left\{v_{k}, \mathcal{F}_{k}, k \geq 1\right\}$ is a martingale difference sequence and $\left\{V_{k}^{*}, \mathcal{F}_{k}, k \geq 1\right\}$ is a martingale. Here $V_{k}^{*}=V_{N}-\mathbb{E} V_{N}$, where $V_{N}$ is defined in $(1.7)$.

Proof. Since $\mathbf{1}_{L}$ has period 1, the conditional expectation

$$
\begin{aligned}
\mathbb{E}\left(v_{k} \mid \mathcal{F}_{k-1}\right) & =\sum_{1 \leq j<k} \mathbb{E}\left\{g\left(X_{k}-X_{j}\right) \mid \mathcal{F}_{k-1}\right\} \\
& =\sum_{1 \leq j<k} \int_{0}^{1} g\left(u-X_{j}\right) d u \\
& =\sum_{1 \leq j<k} \int_{0}^{1}\left(\mathbf{1}_{L}(u)-|L|\right) d u=0
\end{aligned}
$$

which completes the proof of the lemma.
Lemma 7. We have for $N \geq N_{0}(\alpha)$

$$
\mathbb{E} V_{N}^{* 2} \geq \frac{1}{4} N^{2-\alpha}
$$

Proof. Since the sequence $\left\{v_{k}, \mathcal{F}_{k}, k \geq 1\right\}$ is a martingale difference sequence, the random variables $v_{k}$ are orthogonal. Thus

$$
\mathbb{E} V_{N}^{* 2}=\sum_{k \leq N} \mathbb{E} v_{k}^{2}
$$

Now

$$
\begin{aligned}
\mathbb{E}\left(v_{k}^{2} \mid \mathcal{F}_{k-1}\right) & =\mathbb{E}\left\{\left(\sum_{1 \leq j<k} g\left(X_{k}-X_{j}\right)\right)^{2} \mid \mathcal{F}_{k-1}\right\} \\
& =\int_{0}^{1}\left(\sum_{1 \leq j<k} g\left(u-X_{j}\right)\right)^{2} d u \\
& =\sum_{1 \leq i, j<k} \int_{0}^{1} g\left(u-X_{j}\right) g\left(u-X_{i}\right) d u
\end{aligned}
$$

For $i \neq j$ the expectation of the integrals vanish by Fubini's theorem and independence. Thus by periodicity

$$
\begin{aligned}
\mathbb{E} v_{k}^{2} & =\mathbb{E}\left(\mathbb{E}\left(v_{k}^{2} \mid \mathcal{F}_{k-1}\right)\right)=\sum_{1 \leq j<k} \mathbb{E} \int_{0}^{1} g^{2}\left(u-X_{j}\right) d u \\
& =(k-1) \mathbb{E}\left(\int_{0}^{1} \mathbf{1}_{L}(u) d u-|L|^{2}\right) \\
& =(k-1)\left(N^{-\alpha}-N^{-2 \alpha}\right)
\end{aligned}
$$

which yields the lemma.
The next step is to estimate $\mathbb{E} V_{N}^{* 4}$ and to apply Theorem A. For this we need the following result.

Lemma 8. We have for $1 \leq m<n \leq N$

$$
\mathbb{E} v_{n}^{4} \ll n^{2} N^{-2 \alpha}+n N^{-\alpha} \quad \text { and } \quad \mathbb{E} v_{m}^{2} v_{n}^{2} \ll m n N^{-2 \alpha}
$$

where the constants implied by $\ll$ are absolute.
Before we prove Lemma 8 we finish the proof of Proposition 2. We first apply Theorem B to the martingale $\left\{V_{n}^{*}, \mathcal{F}_{n}, 1 \leq n \leq N\right\}$ with $p=4$. We obtain

$$
\begin{aligned}
\mathbb{E} V_{N}^{* 4} & \leq c_{4}^{-1} \mathbb{E}\left\{\left(\sum_{n \leq N} v_{n}^{2}\right)^{2}\right\} \\
& \ll \sum_{n \leq N} \mathbb{E} v_{n}^{4}+\sum_{m<n \leq N} \mathbb{E} v_{m}^{2} v_{n}^{2} \\
& \ll \sum_{n \leq N} n^{2} N^{-2 \alpha}+\sum_{n \leq N} n N^{-\alpha}+\sum_{m<n \leq N} m n N^{-2 \alpha} \ll N^{4-2 \alpha}
\end{aligned}
$$

Hence by Lemma 7 and by Theorem A applied to $V_{N}^{* 2}$ we obtain the conclusion of Proposition 2.

Thus it remains to prove Lemma 8. We have

$$
\begin{aligned}
\mathbb{E}\left(v_{n}^{4} \mid \mathcal{F}_{n-1}\right) & =\mathbb{E}\left\{\left(\sum_{1 \leq k<n} g\left(X_{n}-X_{k}\right)\right)^{4} \mid \mathcal{F}_{n-1}\right\} \\
& =\int_{0}^{1}\left(\sum_{1 \leq k<n} g\left(u-X_{k}\right)\right)^{4} d u \\
& =\sum_{1 \leq h, i, j, k<n} \int_{0}^{1} g\left(u-X_{h}\right) g\left(u-X_{i}\right) g\left(u-X_{j}\right) g\left(u-X_{k}\right) d u
\end{aligned}
$$

By independence and Fubini's theorem the expectation of the integral vanishes unless the 4 -tuple ( $h, i, j, k$ ) consists of two (not necessarily different) pairs of identical numbers. By the proof of Lemma 7,

$$
\mathbb{E} \int_{0}^{1} g^{2}\left(u-X_{k}\right) d u=N^{-\alpha}-N^{-2 \alpha}
$$

and

$$
\mathbb{E} \int_{0}^{1} g^{4}\left(u-X_{k}\right) d u \leq \mathbb{E} \int_{0}^{1} g^{2}\left(u-X_{k}\right) d u \leq N^{-\alpha}
$$

Thus

$$
\mathbb{E} v_{n}^{4}=\mathbb{E}\left(\mathbb{E}\left(v_{n}^{4} \mid \mathcal{F}_{n-1}\right)\right) \ll n^{2} N^{-2 \alpha}+n N^{-\alpha}
$$

since there are at most $2 n^{2}$ different pairs and $n$ quadruples.

The proof of the estimate for the mixed moments is similar, but more intricate. We have for $m<n$

$$
\begin{aligned}
& \mathbb{E}\left(v_{m}^{2} v_{n}^{2}\right)=\mathbb{E}\left\{\left(\sum_{1 \leq i<m} g\left(X_{m}-X_{i}\right)\right)^{2}\left(\sum_{1 \leq k<n} g\left(X_{n}-X_{k}\right)\right)^{2}\right\} \\
& =\sum_{(*)} \int_{0}^{1} \mathbb{E}\left(g\left(X_{m}-X_{i}\right) g\left(X_{m}-X_{j}\right) g\left(u-X_{k}\right) g\left(u-X_{l}\right)\right) d u
\end{aligned}
$$

where the last summation $(*)$ is extended over $1 \leq i, j<m$ and $1 \leq k, l<n$. We break up this sum into subsums $\Sigma^{(1)}-\Sigma^{(5)}$, defined as follows: $\Sigma^{(1)}$ contains all terms with $k, l>m ; \Sigma^{(2)}$ contains all terms with $k=m, l>m ; \Sigma^{(3)}$ contains all terms with $k=l=m ; \Sigma^{(4)}$ contains all terms with $k=m, l<m$; and $\Sigma^{(5)}$ contains all terms with $k, l<m$. A typical term in $\Sigma^{(1)}$ equals

$$
\int_{0}^{1} \mathbb{E}\left(g\left(v-X_{i}\right) g\left(v-X_{j}\right)\right) d v \int_{0}^{1} \mathbb{E}\left(g\left(u-X_{k}\right) g\left(u-X_{l}\right)\right) d u
$$

Such a term will vanish unless both $i=j$ and $k=l$. Thus

$$
\Sigma^{(1)} \ll m N^{-\alpha} \cdot n N^{-\alpha} \ll m n N^{-2 \alpha}
$$

Next, each term in $\Sigma^{(2)}$ vanishes since $l$ is isolated and $\mathbb{E}\left(g\left(u-X_{l}\right)\right)=0$ for fixed $u$. Similarly, a typical term in $\Sigma^{(3)}$ equals

$$
\int_{0}^{1} \int_{0}^{1} \mathbb{E}\left(g\left(v-X_{i}\right) g\left(v-X_{j}\right)\right) g^{2}(u-v) d u d v
$$

Such a term will vanish unless $i=j$. In this case the integral equals

$$
\int_{0}^{1} \int_{0}^{1} \int_{0}^{1} g^{2}(v-w) g^{2}(u-v) d u d v d w \ll N^{-2 \alpha}
$$

Thus

$$
\Sigma^{(3)} \ll m N^{-2 \alpha}
$$

Now a typical term in $\Sigma^{(4)}$ equals

$$
\int_{0}^{1} \int_{0}^{1} \mathbb{E}\left(g\left(v-X_{i}\right) g\left(v-X_{j}\right) g(u-v) g\left(u-X_{l}\right)\right) d u d v
$$

This expectation vanishes unless $i=j=l$. In this case the integral reduces to

$$
\int_{0}^{1} \int_{0}^{1} \int_{0}^{1} g^{2}(v-w) g(u-v) g(u-w) d u d v d w \ll N^{-2 \alpha}
$$

and so

$$
\Sigma^{(4)} \ll m N^{-2 \alpha}
$$

Finally, in $\Sigma^{(5)}$ a typical term equals

$$
\int_{0}^{1} \int_{0}^{1} \mathbb{E}\left(g\left(v-X_{i}\right) g\left(v-X_{j}\right) g\left(u-X_{k}\right) g\left(u-X_{l}\right)\right) d u d v
$$

If one index is different from any of the three other indices, the expectation vanishes. Thus for the expectation not to vanish the indices must come in pairs or as a quadruple. In either case the integral does not exceed $N^{-2 \alpha}$. Consequently

$$
\Sigma^{(5)} \ll m^{2} N^{-2 \alpha}
$$

This completes the proof of Lemma 8, and thus that of Proposition 2.
This is perhaps an appropriate place to present a rough sketch of a proof of (1.9). The general idea is to keep track of the exponential bounds underlying the proof of Proposition 5.1 in Dehling, Denker and Philipp [6]. This can be done since Lemma 6 above provides the martingale structure needed for the modification of that proof. Proposition 5.1 in the cited paper will then replace Lemma 5 above. Lemma 5.2 in [6] can be dealt with by applying the exponential bound of Kuelbs [17]. For Lemma 5.3 in [6], the argument in Philipp [20, pp. 718-720] can be modified. The proof of Lemma 5.4 in [6] again depends on exponential bounds for martingales, and Lemma 5.5 of [6] is easily modified as $\|g\|_{\infty} \leq 1$. At this point there are two options to complete the proof of (1.9). The first option is to modify the proof of Proposition 5 starting with Lemma 2, but replacing the bound in Lemma 5 by the exponential bound mentioned above. The second option is to argue as in Philipp [20, pp. 720-722].

## 6. Proofs of Theorems 1 and 3

The only difference between $U_{N}$ and $V_{N}$ is that in $V_{N}$ the indicator $\mathbf{1}_{L}$ has period 1, whereas the indicator in the definition of $U_{N}$ does not. We shall estimate the relevant difference as follows.

$$
\begin{align*}
0 & \leq \sum_{1 \leq i<j \leq N}\left(\mathbf{1}_{[0, t]}\left(X_{j}-X_{i}\right)-\mathbf{1}\left(0 \leq X_{j}-X_{i} \leq t\right)\right) \\
& =\sum_{1 \leq i<j \leq N}\left(\mathbf{1}\left(0 \leq X_{j}-X_{i} \leq t \bmod 1\right)-\mathbf{1}\left(0 \leq X_{j}-X_{i} \leq t\right)\right) \\
1) & =\sum_{1 \leq i<j \leq N} \mathbf{1}\left(0 \leq X_{j} \leq X_{i}-1+t\right) . \tag{6.1}
\end{align*}
$$

The last equality follows from the fact that

$$
0 \leq X_{j}-X_{i} \leq t \quad \bmod 1
$$

if and only if either

$$
0 \leq X_{j}-X_{i} \leq t, \quad \text { i.e., } \quad X_{i} \leq X_{j} \leq X_{i}+t
$$

or

$$
X_{i}-1 \leq X_{j} \leq X_{i}-1+t, \quad \text { i.e., } \quad 0 \leq X_{j} \leq X_{i}-1+t
$$

The following estimate will yield Theorem 1.

Lemma 9. With probability 1, we have

$$
\sup _{0 \leq t \leq N^{-\alpha}}\left|\sum_{1 \leq i<j \leq N}\left(\mathbf{1}\left(0 \leq X_{j} \leq X_{i}-1+t\right)-\frac{1}{2} t^{2}\right)\right| \ll N^{\frac{3}{2}(1-\alpha)}(\log N)^{4}
$$

Proof. The proof uses the argument of Proposition 1. Let $0 \leq s \leq 1$ and let the binary expansion be given by (2.3). Let $1 \leq Q \leq H$ and define $M$ by (2.4). Then (2.5) holds. For $0 \leq u<v \leq 1$ we define

$$
Y(u, v)=Y(u, v ; H, Q)=\sum_{H \leq j<H+Q} \sum_{1 \leq i<j} \eta_{i k}
$$

where we set

$$
\eta_{i j}:=\mathbf{1}\left(X_{i}-1+u H^{-\alpha} \leq X_{j} \leq X_{i}-1+v H^{-\alpha}\right)-\frac{1}{2}\left(v^{2}-u^{2}\right) H^{-2 \alpha}
$$

Then for each $s$ with $0 \leq s \leq 1$ relation (2.6) holds with $Z$ replaced by $Y$ :

$$
\begin{equation*}
|Y(0, s)| \leq \sum_{m=1}^{M}\left|Y\left(d_{m} 2^{-m},\left(d_{m}+1\right) 2^{-m}\right)\right|+2 Q(H+Q) 2^{-M} H^{-2 \alpha} \tag{6.2}
\end{equation*}
$$

Here the $d_{m}$ 's are integers with $0 \leq d_{m}<2^{m}, 1 \leq m \leq M$. Similarly, relation (2.7) holds with $Z$ replaced by $Y$. Figure 1 will be useful to establish the
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following estimates:

$$
\left|\mathbb{E} \eta_{i j} \eta_{k l}\right|= \begin{cases}=0 & \text { if all four indices are different } \\ <\frac{1}{2}\left(v^{2}-u^{2}\right) H^{-2 \alpha} & \text { if } i=k, j=l \\ <(v-u)^{2} H^{-3 \alpha} & \text { if } i=k \text { and } j \neq l \text { or } i \neq k \text { and } j=l\end{cases}
$$

The first relation is obvious by independence and since $\mathbb{E} \eta_{i j}=0$. The second estimate is clear and for the last estimate we note that if $i=k$ and $j \neq l$ the expectation of the product of the indicators figuring in the definition of $\eta_{i j}$ and $\eta_{k l}$ equals because of independence

$$
\begin{aligned}
\mathbb{P}\left(X_{i}\right. & \left.-1+u H^{-\alpha} \leq X_{j}, X_{l} \leq X_{i}-1+v H^{-\alpha}\right) \\
& =\int_{1-H^{-\alpha}}^{1} \mathbb{P}\left(s-1+u H^{-\alpha} \leq X_{j}, X_{l} \leq s-1+v H^{-\alpha}\right) d s \\
& =\int_{1-H^{-\alpha}}^{1}\left(\mathbb{P}\left(s-1+u H^{-\alpha} \leq X_{j} \leq s-1+v H^{-\alpha}\right)\right)^{2} d s \\
& <(v-u)^{2} H^{-3 \alpha} .
\end{aligned}
$$

Thus for fixed $0 \leq d<2^{m}$ and $m \leq M$ we obtain

$$
\begin{gathered}
\mathbb{E}\left(Y\left(d 2^{-m},(d+1) 2^{-m}\right)\right)^{2} \leq Q(H+Q) H^{-2 \alpha}\left((d+1)^{2}-d^{2}\right) \cdot 2^{-2 m} \\
+(H+Q) Q^{2} \cdot 2^{-2 m} H^{-3 \alpha}+(H+Q)^{2} Q 2^{-2 m} H^{-3 \alpha} \\
\ll H^{1-2 \alpha} Q \cdot 2^{-m}+H^{2-3 \alpha} Q \cdot 2^{-2 m}
\end{gathered}
$$

Thus, by (6.2) and (2.7),

$$
\begin{aligned}
\mathbb{P}\left(\sup _{0 \leq s \leq 1}|Y(0, s)| \geq 2 R\right) & \ll \sum_{m=1}^{M} \frac{M^{2}}{R^{2}} \cdot 2^{m}\left(H^{1-2 \alpha} Q \cdot 2^{-m}+H^{2-3 \alpha} Q \cdot 2^{-2 m}\right) \\
& \ll R^{-2} H^{1-2 \alpha} Q\left(1+H^{1-\alpha}\right)(\log H)^{3}
\end{aligned}
$$

We now can complete the proof of the lemma in the same way as the proof of Proposition 5.

Combining Lemma 9 with Proposition 1 we get Theorem 1. In view of (6.1) the following rather crude estimate will yield Theorem 3.

Lemma 10. With probability 1 we have

$$
\sum_{1 \leq i<j \leq N} 1\left(0 \leq X_{j} \leq X_{i}-1+N^{-\alpha}\right) \ll\left(N^{2-2 \alpha}+N^{1+\rho-\alpha}\right)(\log N)^{2}
$$

Proof. By monotonicity it is enough to prove the lemma for $N=2^{r}$, replacing $N^{-\alpha}$ by $2 \cdot 2^{-r \alpha}$. To apply Markov's inequality we need to estimate

$$
\mathbb{P}\left(0 \leq\left\{n_{j} \omega\right\} \leq\left\{n_{i} \omega\right\}-1+2 \cdot 2^{-r \alpha}\right)
$$

Suppose that $i<j$. By a well-known elementary estimate we have for integrable $f$ and $0 \leq a<b \leq 1$ and some $|\theta| \leq 4$

$$
\begin{equation*}
\int_{a}^{b} f\left(\left\{n_{j} \omega\right\}\right) d \omega=(b-a) \int_{0}^{1} f(\omega) d \omega+\theta n_{j}^{-1} \int_{0}^{1}|f(\omega)| d \omega \tag{6.3}
\end{equation*}
$$

The above probability is bounded by

$$
\begin{equation*}
\int_{0}^{1} \mathbf{1}\left(1-2^{-r \alpha+1} \leq\left\{n_{j} \omega\right\}\right) \mathbf{1}\left(\left\{n_{i} \omega\right\} \leq 2^{-r \alpha+1}\right) d \omega \tag{6.4}
\end{equation*}
$$

Now $1\left(0 \leq\left\{n_{i} \omega\right\} \leq 2^{-r \alpha+1}\right)$ is the indicator of a union of $n_{i}$ disjoint intervals of length $2^{-r \alpha+1} n_{i}^{-1}$. Thus using (6.3) $n_{i}$ times with $f(\omega)=\mathbf{1}\left(1-2^{-r \alpha+1} \leq\right.$ $\left.\left\{n_{j} \omega\right\}\right)$ and $(a, b)$ the corresponding $n_{i}$ intervals we obtain for (6.4) the bound $\mathbb{P}\left(1-2^{-r \alpha+1} \leq\left\{n_{j} \omega\right\}\right) \mathbb{P}\left(\left\{n_{i} \omega\right\} \leq 2^{-r \alpha+1}\right)+4 n_{i} n_{j}^{-1} \mathbb{P}\left(1-2^{-r \alpha+1} \leq\left\{n_{j} \omega\right\}\right)$

$$
\begin{equation*}
\leq 2^{-2 r \alpha+2}+4 \cdot 2^{-r \alpha+1} n_{i} / n_{j} \tag{6.5}
\end{equation*}
$$

Now

$$
\begin{aligned}
\sum_{1 \leq i<j<2^{r}} n_{i} / n_{j} & \leq \sum_{1 \leq i<j<2^{r}}\left(1+c j^{-\rho}\right)^{i-j} \\
& \leq \sum_{j \leq 2^{r}}\left(1+c j^{-\rho}\right)\left(1-1 /\left(1+c j^{-\rho}\right)\right)^{-1} \\
& \ll \sum_{j \leq 2^{r}} j^{-\rho} \ll 2^{r(1+\rho)}
\end{aligned}
$$

Summing (6.5) over $1 \leq i<j \leq 2^{r}$ we obtain

$$
\sum_{1 \leq i<j \leq 2^{r}} \mathbb{P}\left(0 \leq\left\{n_{j} \omega\right\} \leq\left\{n_{i} \omega\right\}-1+2 \cdot 2^{-r \alpha}\right) \ll 2^{2 r(1-\alpha)}+2^{r(1+\rho-\alpha)}
$$

By Markov's inequality this implies that with probability 1

$$
\sum_{1 \leq i<j \leq 2^{r}} \mathbf{1}\left(\left\{n_{j} \omega\right\} \leq\left\{n_{i} \omega\right\}-1+2^{-r \alpha+1}\right) \ll\left(2^{2 r(1-\alpha)}+2^{r(1+\rho-\alpha)}\right) r^{2}
$$

This proves the lemma for $N=2^{r}$, and thus as noted above for $N$ in general.

Hence by Proposition 3 and (6.1) we have with probability 1

$$
\Gamma_{N}(\alpha) \ll\left(N^{1-\frac{1}{2} \alpha+\frac{3}{2} \rho}+N^{2-2 \alpha}\right)(\log N)^{11 / 2}
$$

which proves Theorem 3.
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