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#### Abstract

Let $x_{0} \in b \Omega$ in a smooth domain $\Omega \subset \mathbf{C}^{n}$, which is not assumed to be pseudoconvex. We define a finite type condition $R\left(L, x_{0}\right)$ for a vector field $L \in T^{1,0}(b \Omega)$, which equals the well-known type $c\left(L, x_{0}\right)$ in certain important cases. We prove that if $R\left(L, x_{0}\right)=m$, then a subelliptic estimate of order $1 / m$ holds at $x_{0}$ for $(p, n-1)$ forms.


## 1. Introduction

Let $\Omega$ be a domain in $\mathbf{C}^{n}$ with smooth boundary. In conjunction with proving local regularity results for $\bar{\partial}$, Kohn and Nirenberg [20] introduced subelliptic estimates (see Definition 2). There are many results on subelliptic estimates in case $\Omega$ is pseudoconvex (see, for example, [18],[19], [3],[4],[5]). In particular, Catlin ([3],[4],[5]) established necessary and sufficient conditions for subelliptic estimates for $(p, q)$ forms on smoothly bounded pseudoconvex domains.

In this paper we consider domains that are not pseudoconvex. We suppose that there is a $(1,0)$ vector field $L$ such that the Levi form $\lambda_{L}$ is nonnegative near $x_{0}$ and also that $L$ satisfies a certain type condition (see Definition 1) at a boundary point $x_{0}$. We then establish a subelliptic estimate for $(p, n-1)$ forms at $x_{0}$.

Before we introduce this new type condition, we recall some of the known results on subelliptic estimates, both for the case when $\Omega$ is pseudoconvex and for the general case.

On pseudoconvex domains Kohn [19] used the vector field estimates of Rothschild and Stein [21] to prove that if the maximum order of contact of $n-1$ dimensional manifolds with the boundary at $x_{0}$ (which is the type at $x_{0}$ ) is $m$, then there is a subelliptic estimate of order $\epsilon=1 / m$ at $x_{0}$. By the work of Greiner [13] this is best possible in $\mathbf{C}^{2}$. Later, Catlin [3] gave general necessary condition for subellipticity for $(p, q)$ forms in $\mathbf{C}^{n}$. He showed that $\epsilon \leq 1 / m$

[^0]when the order of contact of a $q$-dimensional complex analytic variety with the boundary is $m$. In a fundamental work [5] he proved that if a domain is of finite type at $x_{0}$ (in the sense of D'Angelo), then there is a subelliptic estimate at $x_{0}$. There are other proofs that establish Kohn's subelliptic estimate in $\mathbf{C}^{2}$ and in convex domains. Catlin [6] proved this estimate as a corollary of the construction of certain plurisubharmonic functions in pseudoconvex domains of finite type in $\mathbf{C}^{2}$. Also, the construction of plurisubharmonic peak functions of Fornaess and Sibony [12] lead to the same result in $\mathbf{C}^{2}$ and in convex domains in $\mathbf{C}^{n}$.

On non-pseudoconvex domains Hörmander [17] proved that if the Levi form has $n-q$ positive eigenvalues or $q+1$ negative eigenvalues at $x_{0}$, then there is a subelliptic estimate of order $\epsilon=1 / 2$ at $x_{0}$ for $(p, q)$ forms. In the case when $q=n-1$, this implies that if the Levi-form has one positive eigenvalue, then a subelliptic estimate of order $1 / 2$ holds for $(p, n-1)$ forms. Subelliptic estimates on non-pseudoconvex domains were studied by Derridj [10] and Ho [14]. In [14] it was proved that if there is a vector field $L$ of type ( 1,0 ) with non-negative Levi form and the type $c\left(L, x_{0}\right)$ equals $m$, then there is a subelliptic estimate for $(p, n-1)$ forms. However, the value of $\epsilon$ obtained there is very weak, namely $\epsilon=1 / 2^{m}$. There are attempts to improve this value $\epsilon$ to the expected value $1 / m$ (see [15], [16]).

In this paper we define a new type $R\left(L, x_{0}\right)$ and prove that the expected order of the subelliptic estimate $\varepsilon=1 / m$ is achieved if $R\left(L, x_{0}\right)=m$.

Definition 1. Let $\Omega=\{z: r(z)<0\}$ be a smooth domain in $\mathbf{C}^{n}, x_{0} \in$ $b \Omega$, and $L \in T^{1,0}(b \Omega)$. We define

$$
\begin{aligned}
& R\left(L, x_{0}\right)=2+\min \left\{m \mid(\operatorname{Re}(a L))^{m} \lambda_{L}\left(x_{0}\right) \neq 0\right. \\
& \left.\quad \text { for some } C^{\infty} \text { function a near } x_{0}\right\} .
\end{aligned}
$$

We will discuss the relation between $R\left(L, x_{0}\right)$ and the well-known vector field type $c\left(L, x_{0}\right)$ in Section 3. Our main result is as follows.

Main Theorem. Let $\Omega=\{z: r(z)<0\}$ be a smooth domain in $\mathbf{C}^{n}$, and let $x_{0} \in b \Omega$. Assume that there exists a vector field $L \in T^{1,0}(b \Omega)$ with
(1) $\lambda_{L}=\partial \bar{\partial} r(L, \bar{L}) \geq 0$,
(2) $R\left(L, x_{0}\right)=m$.

Then a subelliptic estimate of order $\epsilon=1 / m$ holds at $x_{0}$ for $(p, n-1)$ forms.

## Remarks.

(1) We do not assume that $\Omega$ is pseudoconvex. When it is, our result for $(p, n-1)$ forms is well-known. It is the same as a theorem in Kohn [19] and is also contained in a result of Catlin for $\mathbf{C}^{2}[6]$.
(2) The order of the subelliptic estimate $\epsilon=1 / m$ is sharp in all known cases. Though a general necessary condition theorem relating the type $m$ of $L$ (in the sense of either $c\left(L, x_{0}\right)$ or $R\left(L, x_{0}\right)$ ) and the value of $\epsilon$ in the subelliptic estimate has not been established, we know that the subelliptic estimate is sharp in a great variety of non-pseudoconvex domains (Ho [15]), and also in all pseudoconvex domains (Catlin [3]).

The proof of the Main Theorem follows the argument of Ho [16]. The key ingredient is the construction of real functions $\mu_{k}$ so that for some constant $C$ and every $k$,

$$
2^{k} \lambda+X^{2} \mu_{k} \geq C 2^{\frac{2 k}{m+2}}
$$

where $m+2$ is the $R\left(L, x_{0}\right)$ type of $L, X=\operatorname{Re}(a L)$ for some smooth function $a$ near $x_{0}$, and $\lambda$ is the Levi form of $L$. The functions $\mu_{k}$ may be compared with the plurisubharmonic function used by Catlin [6]. However, it is of interest to note here that the construction of $\mu_{k}$ only makes use of the Levi form $\lambda$ and there is no explicit reference to the defining function $r$. This is in sharp contrast with the proofs of Catlin [6] and Fornaess and Sibony [12].

## 2. Preliminaries

Let $\Omega$ be a smoothly bounded domain in $\mathbf{C}^{n}$ that is endowed with a smoothly varying inner product $\langle,\rangle_{x}$ on $T_{x}^{1,0}$ for $x \in \bar{\Omega}$, where $T_{x}^{1,0}$ denotes the holomorphic vectors at $x$. This inner product extends to the space of $(p, q)$ forms at $x$. We define an inner product on $(p, q)$ forms $u$ and $v$ by

$$
(u, v)=\int_{\Omega}\langle u, v\rangle d V
$$

and set

$$
\|u\|^{2}=(u, u)
$$

We will use $\mid\|u\| \|_{\varepsilon}^{2}$ to denote the tangential Sobolev norm of $u$ of order $\epsilon$, and write $\bar{\partial}^{*}$ for the $L^{2}$ adjoint of $\bar{\partial}$. The domain of $\bar{\partial}^{*}$ is defined as usual by

$$
\begin{array}{r}
\operatorname{Dom}\left(\bar{\partial}^{*}\right)=\left\{u \in L^{p, q}(\Omega) \mid \text { there exists } C>0 \text { with }|(\bar{\partial} f, u)| \leq C\|f\|\right. \\
\text { for all } f \in \operatorname{Dom}(\bar{\partial})\}
\end{array}
$$

Definition 2. Let $\Omega$ be a domain in $\mathbf{C}^{n}$. We say that a subelliptic estimate holds for $(p, q)$ forms at $x_{0} \in b \Omega$ if there is a neighborhood $U$ of $x_{0}$ and there are constants $\epsilon>0$ and $C>0$, such that

$$
\|\|u\|\|_{\varepsilon}^{2} \leq C\left(\|\bar{\partial} u\|^{2}+\left\|\bar{\partial}^{*} u\right\|^{2}+\|u\|^{2}\right)
$$

for all smooth $(p, q)$ forms $u \in \operatorname{Dom}\left(\bar{\partial}^{*}\right)$ with compact support in $U$.

Set $T^{1,0}(b \Omega)=T^{1,0} \cap T(b \Omega)$, and let $L_{1}, L_{2}, \ldots, L_{n}$ be $C^{\infty}$ vector fields that form a basis of $T^{1,0}$, with $L_{1}, \ldots, L_{n-1} \in T^{1,0}(b \Omega)$. We denote the "bad direction" by $T$, where $T=L_{n}-\bar{L}_{n}$. Let $\omega_{1}, \omega_{2}, \ldots, \omega_{n}$ be $(1,0)$ forms dual to $L_{1}, L_{2}, \ldots, L_{n}$. For the sake of simplicity, we will prove the Main Theorem for $(0, n-1)$ forms only, but the proof is clearly equally valid for $(p, n-1)$ forms. We will further assume that a $(0, n-1)$ form $u$ is of the form

$$
u=u \bar{\omega}_{1} \wedge \bar{\omega}_{2} \wedge \cdots \wedge \bar{\omega}_{n-1}
$$

(The use of $u$ to denote both the form and its first coefficient will not lead to any confusion.) We discard the other coefficients $u_{I}$ because these coefficients all involve $\bar{\omega}_{n}$ and hence are zero on $b \Omega$. Thus they satisfy

$$
\left\|\left\|u_{I}\right\|\right\|_{1}^{2} \leq C\left(\|\bar{\partial} u\|^{2}+\left\|\bar{\partial}^{*} u\right\|^{2}+\|u\|^{2}\right)
$$

It is easy to see that

$$
\|\bar{\partial} u\|^{2}+\left\|\bar{\partial}^{*} u\right\|^{2} \approx\left\|L_{1} u\right\|^{2}+\left\|L_{2} u\right\|^{2}+\cdots+\left\|L_{n-1} u\right\|^{2}+\left\|\bar{L}_{n} u\right\|^{2}
$$

(The reader may refer to Folland and Kohn [11] for these facts.)
If $\phi$ is a $C^{2}$ function on $\bar{\Omega}$, we define, for functions $u, v \in C(\bar{\Omega})$,

$$
(u, v)_{\phi}=\int_{\Omega} u \bar{v} e^{-\phi} d V
$$

and

$$
\|u\|_{\phi}^{2}=\int_{\Omega}|u|^{2} e^{-\phi} d V
$$

## 3. Notions of vector field types

The following notion of type was introduced by Kohn ([18],[19]) to measure the vanishing order of the Levi-form in the holomorphic and anti-holomorphic directions that are tangential to the boundary.

Definition 3 (Kohn [18]). Let $\Omega$ be a domain in $\mathbf{C}^{n}$, let $p \in b \Omega$, and let $L \in T^{1,0}(b \Omega)$ be nonvanishing at $p$. We define type ${ }_{p} L$ to be the smallest integer $k$ such that there is an iterated commutator

$$
\left\langle\partial r,\left[\ldots\left[\left[L_{1}, L_{2}\right], L_{3}\right], \ldots, L_{k}\right]\right\rangle(p) \neq 0,
$$

where each $L_{i}$ is either $L$ or $\bar{L}$, [, ] is the Lie bracket and $\langle$,$\rangle is the con-$ traction between co-tangent vectors and tangent vectors. If no such $k$ exists, then we set $\operatorname{type}_{p} L=\infty$.

Another notion of type was introduced by Bloom [1].
Definition 4. With the same notations as in the preceding definition, we define $c(L, p)$ to be 2 plus the smallest order of a polynomial $f$ in $L$ and $\bar{L}$ such that $f(L, \bar{L}) \lambda_{L}(p) \neq 0$. If no such $f$ exists, then we set $c(L, p)=\infty$.

In dimension $n=2$ it is always true that type ${ }_{p} L=c(L, p)$. For $n \geq 3$ it was proved by D'Angelo [8] that the two types are equal if the domain is pseudoconvex and one of the two values equals 4. D'Angelo also proved that for larger values of $N=$ type $_{p} L$,

$$
N \leq c(L, p) \leq \max (N, 2 N-6)
$$

These partial results suggest that perhaps the two values are equal whenever $\Omega$ is pseudoconvex. These two vector types were used and discussed by other authors; see, for example, Bloom and Graham [2], Catlin [4], Sibony [22], and Talhoui [23].

Kohn [19] proved that the type can also be characterized by the order of contact of manifolds with the boundary:

Theorem 5. If $\Omega \subset \mathbf{C}^{n}$ is pseudoconvex and $p \in b \Omega$, then

$$
\min _{L \in T^{1,0}(b \Omega)} \operatorname{type}_{p} L=\min _{L \in T^{1,0}(b \Omega)} c(L, p)=\Delta_{\text {reg }}^{n-1}(\Omega, p)
$$

where $\Delta_{\text {reg }}^{n-1}(\Omega, p)$ is the maximum order of contact of $n-1$ dimensional complex manifolds through $p$ with the boundary.

D'Angelo[7] defined a type $\Delta(M, p)$ which is the maximum order of contact of complex analytic varieties with the boundary. It is this type value that Catlin used to prove the necessary and sufficient condition for subelliptic estimates on pseudoconvex domains.

We now discuss the relation between the types $c(L, p)$ and $R(L, p)$, defined in Section 1. It is clear that if $(\operatorname{Re}(a L))^{m} \lambda_{L}(p) \neq 0$, then there is a polynomial $f$ of degree $m$ such that $f(L, \bar{L}) \lambda_{L}(p) \neq 0$. Hence

$$
c(L, p) \leq R(L, p)
$$

There are many cases in which we can prove the reverse inequality. In particular, this is true in the following two important cases.

Proposition 6. Let $\Omega$ be a smooth domain in $\mathbf{C}^{n}$ and $p \in b \Omega$. Suppose that
(a) $\Omega$ is pseudoconvex, and $L \in T^{1,0}(b \Omega)$ minimizes $c(L, p)$, or
(b) for some $L \in T^{1,0}(b \Omega),\{L, \bar{L}, T\}$ is closed under the Lie bracket.

Then

$$
c(L, p)=R(L, p)
$$

Proof. (a) First we consider the case $n=2$. If $c(L, p)=m$, then

$$
\begin{equation*}
L_{1} L_{2} \ldots\left[L_{i}, L_{i+1}\right] L_{i+2} \ldots L_{m-2} \lambda_{L}(p)=0 \tag{1}
\end{equation*}
$$

where $L_{i}$ equals $L$ or $\bar{L}$ (see Kohn [19], Lemma 5.32 and Lemma 5.34). Now there is a choice of $L_{i}$ such that $L_{1} L_{2} \ldots L_{m-2} \lambda(p) \neq 0$ and $L_{1} L_{2} \ldots L_{j} \lambda(p)=$ 0 for all $j \leq m-3$. Let $X=\operatorname{Re} L$ and $Y=\operatorname{Im} L$. We need to show that
$(a X+b Y)^{m-2} \lambda(p) \neq 0$ for some real numbers $a$ and $b$. This will imply that $(\operatorname{Re}(\alpha L))^{m-2} \lambda(p) \neq 0$ for some complex number $\alpha$. Otherwise we have

$$
\begin{aligned}
\left(a^{m-2} X^{m-2}+a^{m-3} b\left(X^{m-3} Y+X^{m-4} Y X\right.\right. & \left.+\cdots+Y X^{m-3}\right) \\
& \left.+\cdots+b^{m-2} Y^{m-2}\right) \lambda(p)=0
\end{aligned}
$$

for all $a$ and $b$, and hence

$$
\begin{aligned}
X^{m-2} \lambda(p) & =\left(X^{m-3} Y+X^{m-4} Y X+\cdots+Y X^{m-3}\right) \lambda(p) \\
& =\cdots=Y^{m-2} \lambda(p)=0 .
\end{aligned}
$$

We use (1) to conclude that the terms $A_{1} A_{2} \ldots A_{m-2} \lambda(p)$, where each $A_{i}$ equals $X$ or $Y$, all vanish. But this contradicts the fact that, for some choice of the $L_{i}, L_{1} L_{2} \ldots L_{m-2} \lambda(p) \neq 0$.

Now suppose $n>2$ and that $L$ minimizes $c(L, p)$. We need to show that

$$
L_{1} L_{2} \ldots\left[L_{i}, L_{i+1}\right] L_{i+2} \ldots L_{m-2} \lambda_{L}(p)=0
$$

for all choices of $L_{i} \in\{L, \bar{L}\}$. This will then imply the desired conclusion as in the above case. If this is not true, then by Kohn's definition of type we have

$$
\min _{L \in T^{1,0}(b \Omega)} \operatorname{type}_{p} L<\min _{L \in(1) T^{1,0}(b \Omega)} c(L, p)
$$

which contradicts Theorem 5.
(b) The proof is the same as in the case $n>2$ of (a) since (1) is true by the assumption of the closedness of the Lie bracket.

Example. The domain defined by $r=2 \operatorname{Re} z_{3}-\left|z_{1}-\bar{z}_{1} z_{2}\right|^{2}+\left|z_{2}\right|^{10}$ is an example that does not satisfy assumption (b) in Proposition 6 for the following holomorphic vector field $L$ at the origin:

$$
L=\bar{z}_{1} \frac{\partial}{\partial z_{1}}+\frac{\partial}{\partial z_{2}}+\left(-\left|z_{1}\right|^{2} \bar{z}_{2}+\bar{z}_{1}^{2}\left|z_{2}\right|^{2}-5 z_{2}^{4} \bar{z}_{2}^{5}\right) \frac{\partial}{\partial z_{3}}
$$

The Levi-form of $L$ is

$$
\lambda_{L}=2\left|z_{1}\right|^{2}-\left|z_{1}\right|^{2}\left|z_{2}\right|^{2}-\bar{z}_{1}^{2} z_{2}-z_{1}^{2} \bar{z}_{2}+25\left|z_{2}\right|^{8} \geq 0
$$

near the origin. But

$$
[L, \bar{L}]=-z_{1} \frac{\partial}{\partial z_{1}}+\bar{z}_{1} \frac{\partial}{\partial \bar{z}_{1}}+\alpha \frac{\partial}{\partial z_{3}}+\beta \frac{\partial}{\partial \bar{z}_{3}}
$$

is not a linear combination of $L, \bar{L}$ and $T=L_{3}-\bar{L}_{3}$. Though the hypotheses of Proposition 6 are not satisfied here, the conclusion $c(L, p)=R(L, p)$ still holds: in fact, we have $c(L, p)=R(L, p)=10$ in this case. We have not yet found an example in which both $\lambda_{L} \geq 0$ and $c(L, p)<R(L, p)$ hold.

For small values of $R(L, p)$, we can give the following estimates for $c(L, p)$ :
Proposition 7. Let $\Omega$ be a domain in $\mathbf{C}^{n}, p \in b \Omega$, and $L \in T^{1,0}(b \Omega)$.
(1) If $R(L, p)=4$, then $c(L, p)=4$.
(2) If $R(L, p)=6$, then $5 \leq c(L, p) \leq 6$.
(3) If $R(L, p)=8$, then $6 \leq c(L, p) \leq 8$.
(4) If $R(L, p)=10$, then $7 \leq c(L, p) \leq 10$.

Proof. We first note that $R(L, p)$ is always even, since we are considering the derivatives of a real vector field on a non-negative function (see Kohn [19], Lemma 5.28). It is not clear whether the type $c(L, p)$ is always even. Also, note that

$$
\begin{aligned}
& R(L, p)=2+\min \{m \mid(a X+b Y))^{m} \lambda_{L}\left(x_{0}\right) \neq 0 \\
&\text { for some } \left.C^{\infty} \text { functions } a, b \text { near } x_{0}\right\} .
\end{aligned}
$$

We now move on to the proof of the four statements. The first statement is trivial since $R(L, p)=4$ implies $X \lambda=Y \lambda=0$, which in turn implies $L \lambda=\bar{L} \lambda=0$, from which $c(L, p)=4$ follows. (All derivatives are evaluated at $p$.) We outline the proof of the fourth statement here; the proofs of the second and third statements are similar.

If $R(L, p)=10$, then setting $X=\operatorname{Re} L$ and $Y=\operatorname{Im} L$ we have

$$
(a X+b Y)^{4} \lambda=(a X+b Y)^{5} \lambda=(a X+b Y)^{6} \lambda=(a X+b Y)^{7} \lambda=0
$$

for all smooth functions $a$ and $b$ defined near the point $p$. We will show that we get the following linear system, which implies that all four terms are 0 :

$$
\begin{aligned}
X X X Y \lambda+X X Y X \lambda+X Y X X \lambda+Y X X X \lambda & =0 \\
4 X X X Y \lambda+3 X X Y X \lambda+2 X Y X X \lambda+Y X X X \lambda & =0 \\
10 X X X Y \lambda+6 X X Y X \lambda+3 X Y X X \lambda+Y X X X \lambda & =0 \\
20 X X X Y \lambda+10 X X Y X \lambda+4 X Y X X \lambda+Y X X X \lambda & =0
\end{aligned}
$$

Consider the equation $(a X+b Y)^{4} \lambda=0$ for constants $a$ and $b$. The left hand side of the first equation in the above system is just the coefficient of $a^{3} b$ in $(a X+b Y)^{4} \lambda$, and we conclude that it equals to 0 as in the proof of Proposition 6.

Next we consider the equation $(a X+b Y)^{5} \lambda=0$. This time we need to consider $a$ and $b$ as smooth functions. The expansion of $(a X+b Y)^{5} \lambda$ will involve $X$ and $Y$ derivatives of the functions $a$ and $b$. We get

$$
\begin{aligned}
(a X+b Y)^{5} \lambda= & a^{5} X^{5} \lambda+\cdots+b^{5} Y^{5} \lambda \\
& +a^{4}(X b)(4 X X X Y \lambda+3 X X Y X \lambda+2 X Y X X \lambda+Y X X X \lambda) \\
& +\cdots=0
\end{aligned}
$$

where $\cdots$ stands for terms involving the second, third, fourth, and fifth $X$ and $Y$ derivatives of the functions $a$ and $b$. Since $a$ and $b$ are allowed to be any smooth functions, $(X b)(p)$ is just another variable. Hence we conclude that the coefficient of $a^{4}(X b)$ must be equal to 0 . This gives the second equation
in the above system. In a similar manner, the third equation is obtained by considering the coefficient of $a^{5}\left(X^{2} b\right)$ in $(a X+b Y)^{6} \lambda=0$, and the fourth equation comes from the coefficient of $a^{6}\left(X^{3} b\right)$ in $(a X+b Y)^{7} \lambda=0$.

Next we need to set up six equations for the six terms $X X Y Y \lambda, X Y X Y \lambda$, $X Y Y X \lambda, Y X X Y \lambda, Y X Y X \lambda$, and $Y Y X X \lambda$. Here the computations and the equations involved are more complicated. By considering the coefficients of $a^{2} b^{2}$ in $(a X+b Y)^{4} \lambda=0$, of $a^{3} b(X b)$ in $(a X+b Y)^{5} \lambda=0$, of $a^{2} b^{2}(X a)$ in $(a X+b Y)^{5} \lambda=0$, of $a^{4} b\left(X^{2} b\right)$ in $(a X+b Y)^{6} \lambda=0$, of $a^{2} b^{2}(X a)(X b)$ in $(a X+b Y)^{6} \lambda=0$, and of $a^{5} b\left(X^{3} b\right)$ in $(a X+b Y)^{7} \lambda=0$, we get the following six equations:

$$
\begin{aligned}
X X Y Y \lambda+\quad X Y X Y \lambda+\quad X Y Y X \lambda & +Y X X Y \lambda \\
& +Y X Y X \lambda+\quad Y Y X X \lambda=0 \\
7 X X Y Y \lambda+6 X Y X Y \lambda+5 X Y Y X \lambda & +5 Y X X Y \lambda \\
& +4 Y X Y X \lambda+3 Y Y X X \lambda=0 \\
5 X X Y Y \lambda+2 X Y X Y \lambda+5 X Y Y X \lambda & +5 Y X X Y \lambda \\
& +6 Y X Y X \lambda+7 Y Y X X \lambda=0 \\
16 X X Y Y \lambda+13 X Y X Y \lambda+9 X Y Y X \lambda & +11 Y X X Y \lambda \\
& +7 Y X Y X \lambda+4 Y Y X X \lambda=0 \\
43 X X Y Y \lambda+44 X Y X Y \lambda+41 X Y Y X \lambda & +43 Y X X Y \lambda \\
& +38 Y X Y X \lambda+31 Y Y X X \lambda=0 \\
30 X X Y Y \lambda+24 X Y X Y \lambda+14 X Y Y X \lambda & +21 Y X X Y \lambda \\
& +11 Y X Y X \lambda+5 Y Y X X \lambda=0
\end{aligned}
$$

This clearly implies that

$$
X X Y Y \lambda=X Y X Y \lambda=X Y Y X \lambda=Y X X Y \lambda=Y X Y X \lambda=Y Y X X \lambda=0
$$

Finally, in a similar way as in the proof of the first four equations above, we see that

$$
X Y Y Y \lambda=Y X Y X \lambda=Y Y X Y \lambda=Y Y Y X \lambda=0
$$

Hence $c(L, p) \geq 7$.

## 4. Lemmas

We need the following lemmas for the proof of the Main Theorem. For the sake of convenience we will assume that $x_{0}=0$. The constants $C$ in the following proofs are not necessarily the same at each occurrence.

Lemma 8. Let $\Omega$ be a domain in $\mathbf{C}^{n}$ with smooth boundary, and let $L \in$ $T^{1,0}(b \Omega)$ with $\lambda=\partial \bar{\partial} r(L, \bar{L}) \geq 0$. Then, given any $\epsilon>0$, there exists a
neighborhood $U$ of the origin such that for any function $u \in C_{0}^{\infty}(U \cap \bar{\Omega})$ we have

$$
\begin{equation*}
\|L u\|^{2} \geq\|\bar{L} u\|^{2}+\int_{b \Omega} \lambda|u|^{2} d S-\epsilon\left(\sum_{i=1}^{n-1}\left\|L_{i} u\right\|^{2}+\left\|\bar{L}_{n} u\right\|^{2}\right)-O\left(\|u\|^{2}\right) \tag{2}
\end{equation*}
$$

The proof is standard and can be found in Folland and Kohn [11] or Ho [14].
Lemma 9. Let $\Omega$ be a domain in $\mathbf{C}^{n}$ with smooth boundary, let $X$ be a real tangential vector field defined in $\bar{\Omega}$, and let $\phi \in C^{2}(\bar{\Omega})$. Then, given any $\epsilon>0$, there exists a neighborhood $U$ of the origin such that for all functions $u \in C_{0}^{\infty}(U \cap \bar{\Omega})$ we have

$$
\begin{equation*}
\int_{\Omega}\left(X^{2} \phi\right)|u|^{2} e^{-\phi} d V \leq 4\|(X \phi) u\|_{\phi}^{2}+2\|X u\|_{\phi}^{2}+C\|u\|_{\phi}^{2} \tag{3}
\end{equation*}
$$

Furthermore, assume $\psi \in C^{2}(\bar{\Omega})$ is a bounded function and $M$ is a constant so that $M \geq 4 e^{\psi}$. Define $\phi=\frac{1}{M} e^{\psi}$ and $X=\operatorname{Re}(a L)$ for some smooth function $a$. Then we have the following estimate:

$$
\begin{align*}
& \int_{\Omega}\left(X^{2} \psi\right)|u|^{2} e^{-(\phi-\psi)} d V+\int_{b \Omega} \lambda|u|^{2} d S  \tag{4}\\
& \qquad C\left(\|L u\|^{2}+\|u\|^{2}\right)+\epsilon\left(\sum_{i=1}^{n-1}\left\|L_{i} u\right\|^{2}+\left\|\bar{L}_{n} u\right\|^{2}\right)
\end{align*}
$$

Proof. Letting $g$ denote a smooth function, we have

$$
\begin{aligned}
\left(\left(X^{2} \phi\right) u, u\right)_{\phi}= & \left(X((X \phi) u), e^{-\phi} u\right)-\left((X \phi)(X u), e^{-\phi} u\right) \\
= & -\left((X \phi) u, X\left(e^{-\phi} u\right)\right)+\left(g(X \phi) u, e^{-\phi} u\right) \\
& -\left((X \phi)(X u), e^{-\phi} u\right) \\
= & \left((X \phi) u, e^{-\phi}(X \phi) u\right)-\left((X \phi) u, e^{-\phi} X u\right)+\left(g(X \phi) u, e^{-\phi} u\right) \\
& -\left((X \phi)(X u), e^{-\phi} u\right) \\
\leq & 4\|(X \phi) u\|_{\phi}^{2}+2\|X u\|_{\phi}^{2}+C\|u\|_{\phi}^{2} .
\end{aligned}
$$

To prove the second statement, we note that if $\phi=\frac{1}{M} e^{\psi}$ and $M \geq 4 e^{\psi}$, then

$$
\begin{equation*}
X^{2} \phi-4|X \phi|^{2} \geq \frac{1}{M} e^{\psi} X^{2} \psi \tag{5}
\end{equation*}
$$

Also, using Lemma 8 to estimate $\|\bar{L} u\|^{2}$ we get

$$
\begin{align*}
\|X u\|_{\phi}^{2} & \leq C\left(\|L u\|^{2}+\|\bar{L} u\|^{2}\right)  \tag{6}\\
& \leq C\left(\|L u\|^{2}+\|u\|^{2}\right)+\epsilon\left(\sum_{i=1}^{n-1}\left\|L_{i} u\right\|^{2}+\left\|\bar{L}_{n} u\right\|^{2}\right) .
\end{align*}
$$

If we put (5) and (6) into (3) and add the resulting inequality to inequality (2), we get the desired inequality (4).

LEMmA 10. If there is a neighborhood $U$ of the origin such that for all $k \geq 1$ we can find a function $\mu_{k} \in C^{2}(U \cap \bar{\Omega})$ that is uniformly bounded in $k$, and a constant $C>0$ independent of $k$ such that

$$
2^{k} \lambda+X^{2} \mu_{k} \geq C 2^{\frac{2 k}{N}}
$$

in $U \cap \bar{\Omega}$, then there is a subelliptic estimate of order $\frac{1}{N}$ for $(p, n-1)$ forms at the origin.

The proof of this lemma is very similar to the proof of Theorem 1 in Ho [16]; the only difference is that we need to use inequality (4) of Lemma 9 instead of inequality (8) in [16]. Hence we omit the proof here.

For the construction of $\mu_{k}$ we also need the following technical lemmas.
Lemma 11. Given any $\epsilon>0$ and $K$ large enough we can find a nonnegative function $\mu \in C_{0}^{\infty}[0, \infty)$ that satisfies the following properties, where $\mu$ depends on $K$, but the constants $C$ and $M$ are independent of $K$.
(1) $\mu(x)=x \quad$ for $x \leq 40$.
(2) $\mu$ is supported in $[0, M K]$.
(3) There exists $x_{0}$ independent of $K$ such that $\mu^{\prime}(x)=0$ on $\left[x_{0}, \frac{1}{100} K\right]$
(4) $\mu^{\prime}(x) \geq 0 \quad$ if $x \leq \frac{1}{100} K$.
(5) $x \mu^{\prime \prime}(x) \geq-\epsilon \quad$ if $x \leq \frac{1}{100} K$.
(6) $\left|\mu^{\prime}(x)\right| \leq \frac{C}{K}$ if $x \geq \frac{1}{100} K$.
(7) $\left|\mu^{\prime \prime}(x)\right| \leq \frac{C}{K^{2}}$ if $x \geq \frac{1}{100} K$.

Proof. By Lemma 3 of Ho [16] we can find $\phi \in C_{0}^{\infty}\left(\mathbf{R}^{+}\right)$such that
(1) $\phi(x)=x$ for $0 \leq x \leq 40$;
(2) $\phi^{\prime}(x) \geq-\epsilon$ for all $x \geq 0$;
(3) $x \phi^{\prime \prime}(x) \geq-\epsilon$ for all $x \geq 0$.

In fact, the proof given in [16] shows that $\phi^{\prime}$ is a decreasing function on [ $0, x_{0}$ ], where $x_{0}>0$ is some number that $\phi^{\prime}\left(x_{0}\right)=0$. By slightly modifying this proof, we can assume that $\phi^{(n)}\left(x_{0}\right)=0$ for all $n \geq 1$. We define the function $\mu(x)$ by
(1) $\mu(x)=\phi(x)$ for $x \leq x_{0}$;
(2) $\mu(x)=\phi\left(x_{0}\right)$ for $x_{0} \leq x \leq \frac{1}{100} K$;
(3) $\mu(x)=\phi\left(\frac{x-\frac{1}{100} K}{K}+x_{0}\right)$ for $x \geq \frac{1}{100} K$.

If $\phi$ is supported in $[0, A]$, then $\mu$ is supported in $\left[0, K\left(A-x_{0}+\frac{1}{100}\right)\right]$. We now verify that the properties stated in the lemma are all satisfied. In fact, properties (1)-(5) are obvious from the construction, and (6) and (7) follow easily from the fact that when $x \geq \frac{1}{100} K$,

$$
\left|\mu^{\prime}(x)\right|=\frac{1}{K}\left|\phi^{\prime}\left(\frac{x-\frac{1}{100} K}{K}+x_{0}\right)\right| \leq \frac{C}{K}
$$

and

$$
\left|\mu^{\prime \prime}(x)\right|=\frac{1}{K^{2}}\left|\phi^{\prime \prime}\left(\frac{x-\frac{1}{100} K}{K}+x_{0}\right)\right| \leq \frac{C}{K^{2}}
$$

Lemma 12. There exists a function $\chi \in C^{\infty}\left(\mathbf{R}^{+}\right)$which satisfies the following properties:
(1) $\chi(x)=0$ when $x \leq 20 K$ and $\chi(x)=1$ when $x \geq 40 K$.
(2) $\chi^{\prime} \geq 0$.
(3) $\left|\chi^{\prime}\right| \leq \frac{1}{2 K}$.
(4) $\left|\chi^{\prime \prime}\right| \leq \frac{1}{10 K^{2}}$.

Proof. First, we can find a function $\theta(t) \in C_{0}^{\infty}(\mathbf{R})$ with the following properties:
(1) $\theta(t)$ is supported in $[20,40]$.
(2) $\theta(t) \geq 0$ in $[20,30]$.
(3) $\theta(t) \leq \frac{1}{10}$.
(4) $\int_{20}^{25} \theta(t) d t \geq \frac{1}{10}$ and $\int_{20}^{30} \theta(t) d t \leq \frac{1}{2}$.
(5) $\theta(t-30)=-\theta(30-t)$.

Next, we set $\theta_{1}(t)=\int_{0}^{t} \theta(y) d y$. Then it is clear that $\theta_{1}(t)$ has the following properties:
(1) $\theta_{1}(t)=0$ for $x \leq 20$.
(2) $0 \leq \theta_{1}(t) \leq \frac{1}{2}$ and $\theta_{1}$ is supported in [20,40].
(3) $\int_{0}^{40} \theta_{1}(t) d t \geq 1$.

We may assume that $\int_{0}^{40} \theta_{1}(t) d t=1$.
Finally, we set $\xi(x)=\int_{0}^{x} \theta_{1}(t) d t$, and define $\chi(x)=\xi\left(\frac{x}{K}\right)$, so that $\chi^{\prime}(x)=\frac{1}{K} \xi^{\prime}\left(\frac{x}{K}\right)$. It is clear that $\chi$ satisfies the required properties.

## 5. Proof of the Main Theorem

In view of Lemma 10 the following proposition implies the Main Theorem.
Proposition 13. Assume that there is a neighborhood $U$ of the origin, a non-negative function $f \in C^{\infty}(U \cap \bar{\Omega})$, and a $C^{\infty}$ real vector field $X$ in $U \cap \bar{\Omega}$
such that $X^{m} f(0) \neq 0$ and $X^{i} f(0)=0$ for all $i \leq m-1$. Then there exists a neighborhood $V \subset U$ of 0 and a function $\tilde{\mu} \in C^{\infty}(V \cap \bar{\Omega})$ that satisfies

$$
2^{k} f+X^{2} \tilde{\mu} \geq C 2^{\frac{2 k}{m+2}}
$$

in $V \cap \bar{\Omega}$, where the constant $C$ is independent of $k$.
We define

$$
\tilde{\mu}=\sum_{i=1}^{m} c_{i} \mu_{i}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{i-1} f}{X^{i} f}\right|^{2}\right) \prod_{j=i}^{m-1} \chi_{j}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right|^{2}\right)=\sum_{i=1}^{m} c_{i} \phi_{i}
$$

where we let $X^{m} f=1$ in the above definition of the functions $\mu_{m}$ and $\chi_{m-1}$, the constants $c_{i}$ will be chosen later, and the functions $\mu_{i}$ and $\chi_{j}$ are defined as follows:
(1) $\mu_{i}(x)=\mu\left(\frac{x}{K^{i-1}}\right)$ for $1 \leq i \leq m$;
(2) $\chi_{j}(x)=\chi\left(\frac{x}{K^{j-1}}\right)$ for $1 \leq j \leq m-1$.

From the properties of the functions $\mu$ and $\chi$ given in Lemmas 11 and 12 it is clear that for $i \geq 1$ we have:
(m1) $\mu_{i}^{\prime}(x)=\frac{1}{K^{i-1}} \quad$ for $x \leq 40 K^{i-1}$.
$(\mathrm{m} 2) \mu_{i}$ is supported in $\left[0, M K^{i}\right]$, where $M$ is independent of $K$.
(m3) $\mu_{i}^{\prime}(x) \geq 0 \quad$ if $x \leq \frac{1}{100} K^{i}$.
(m4) $x \mu_{i}^{\prime \prime}(x) \geq \frac{-\epsilon}{K^{i-1}} \quad$ if $x \leq \frac{1}{100} K^{i}$.
(m5) $\left|\mu_{i}^{\prime}(x)\right| \leq \frac{C}{K_{C}^{i}}$ for $x \geq \frac{1}{100} K^{i}$.
(m6) $\left|\mu_{i}^{\prime \prime}(x)\right| \leq \frac{C}{K^{2 i}}$ for $x \geq \frac{1}{100} K^{i}$.
Also for $j \geq 1$ we have:
(c1) $\chi_{j}=0 \quad$ for $x \leq 20 K^{j}$.
(c2) $\chi_{j}=1 \quad$ for $x \geq 40 K^{j}$.
(c3) $\chi_{j}^{\prime} \geq 0$ and is supported in between $20 K^{j} \leq x \leq 40 K^{j}$.
(c4) $\left|\chi_{j}^{\prime}\right| \leq \frac{1}{2 K^{j}}$.
(c5) $\left|\chi_{j}^{\prime \prime}\right| \leq \frac{1}{10 K^{2 j}}$.
The number $K$ here will be specified at the end of our estimates. In the following argument $C$ is independent of $K$.

The above function $\tilde{\mu}$ is well-defined in a small neighborhood $V$ of the origin since $X^{m} f(x) \neq 0$ if $V$ is small enough. Hence if $X^{i} f=0$ in some term $\mu_{i}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{i-1} f}{X^{i} f}\right|^{2}\right)$, then there will be a term equal to 0 in the product $\prod_{j=i}^{m-1} \chi_{j}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right|^{2}\right)$.

To show why this function $\tilde{\mu}$ gives the desired result, we first prove two lemmas.

Lemma 14. With the same notations as in Proposition 13, given any $\epsilon>0$ there exists a neighborhood $V$ of the origin so that when $K$ is large enough the following inequalities are satisfied in $V \cap \bar{\Omega}$ :
(1) $X^{2} \phi_{m} \geq \frac{C}{K^{m-1}} 2^{\frac{2 k}{m+2}}$ if $\left|X^{m-1} f\right|^{2} \leq 40 \cdot 2^{-\frac{2 k}{m+2}} \cdot K^{m-1}$;
(2) $\left|X^{2} \phi_{m}\right| \leq \frac{\epsilon}{K^{m-1}} 2^{\frac{2 k}{m+2}}$ if $\left|X^{m-1} f\right|^{2} \geq 40 \cdot 2^{-\frac{2 k}{m+2}} \cdot K^{m-1}$.

Proof. We have

$$
\begin{aligned}
X^{2} \phi_{m}= & X^{2} \mu_{m}\left(2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2}\right) \\
= & 2^{\frac{2 k}{m+2}} \mu_{m}^{\prime}\left(2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2}\right)\left(2\left(X^{m} f\right)^{2}+2 X^{m+1} f X^{m-1} f\right) \\
& +2^{\frac{4 k}{m+2}} \mu_{m}^{\prime \prime}\left(2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2}\right)\left(2 X^{m} f X^{m-1} f\right)^{2}
\end{aligned}
$$

It is clear that if the neighborhood $V$ is small enough, then

$$
\left(X^{m} f\right)^{2}+X^{m+1} f X^{m-1} f \geq C>0
$$

Hence when $\left|X^{m-1} f\right|^{2} \leq 40 \cdot 2^{-\frac{2 k}{m+2}} \cdot K^{m-1}$, then from property (m1) and the fact that $\mu_{m}^{\prime \prime}=0$ we get $X^{2} \phi_{m} \geq \frac{C}{K^{m-1}} 2^{\frac{2 k}{m+2}}$.

If $\left|X^{m-1} f\right|^{2} \geq 40 \cdot 2^{-\frac{2 k}{m+2}} \cdot K^{m-1}$, then we distinguish two cases:
(1) When $2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2} \leq \frac{1}{100} K^{m}$, we have by (m4)

$$
2^{\frac{2 k}{m+2}} \mu_{m}^{\prime \prime}\left(2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2}\right)\left(X^{m-1} f\right)^{2} \geq \frac{-\epsilon}{K^{m-1}}
$$

and $\mu_{m}^{\prime} \geq 0$ by (m3). Hence $X^{2} \phi_{m} \geq-\frac{\epsilon C}{K^{m-1}} 2^{\frac{2 k}{m+2}}$.
(2) When $\frac{1}{100} K^{m} \leq 2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2} \leq M K^{m}$, we have by (m5) and (m6), $\left|\mu_{m}^{\prime}\right| \leq \frac{C}{K^{m}}$ and $\left|\mu_{m}^{\prime \prime}\right| \leq \frac{C}{K^{2 m}}$. Hence

$$
\left|X^{2} \phi_{m}\right| \leq \frac{C}{K^{m}} 2^{\frac{2 k}{m+2}}+M K^{m} \frac{C}{K^{2 m}} 2^{\frac{2 k}{m+2}}
$$

This proves (2) when $K$ is large.
Lemma 15. With the same notations as in Proposition 13, given any $\epsilon>0$ there exists a neighborhood $V$ of the origin so that when $K$ is large enough the following inequalities are satisfied in $V \cap \bar{\Omega}$ :
(1) $X^{2} \phi_{m-1} \geq \frac{C}{K^{m-2}} 2^{\frac{2 k}{m+2}}$ if $\left|\frac{X^{m-2} f}{X^{m-1} f}\right|^{2} \leq 40 \cdot 2^{-\frac{2 k}{m+2}} \cdot K^{m-2}$ and $\left|X^{m-1} f\right|^{2} \geq 40 \cdot 2^{-\frac{2 k}{m+2}} \cdot K^{m-1}$.
(2) $\left|X^{2} \phi_{m-1}\right| \leq \frac{\epsilon}{K^{m-2}} 2^{\frac{2 k}{m+2}}$ if $\left|\frac{X^{m-2} f}{X^{m-1} f}\right|^{2} \geq 40 \cdot 2^{-\frac{2 k}{m+2}} \cdot K^{m-2}$.

The complete proof of this lemma follows from the proof of the proposition, so we will only give an outline. Since

$$
\phi_{m-1}=\mu_{m-1}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{m-2} f}{X^{m-1} f}\right|^{2}\right) \chi_{m-1}\left(2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2}\right)
$$

when $\left|X^{m-1} f\right|^{2} \geq 40 \cdot 2^{-\frac{2 k}{m+2}} \cdot K^{m-1}$, we have $\chi_{m-1}=1$ from (c2), and hence $\phi_{m-1}=\mu_{m-1}$ there. The rest of the proof is similar to the proof of the above lemma. Of course we need to estimate the derivatives of $\mu_{m-1}$ and $\chi_{m-1}$. This will be carried out later.

From these two lemmas we see that the only "bad part" in $X^{2}\left(\sum_{j=i}^{m} c_{j} \phi_{j}\right)$ is the part where $X^{i-1} f$ is 'large'. When $i=1$ this part is covered by the function $f$ itself.

Proof of Proposition. Let us consider the first term

$$
\phi_{1}(x)=\mu_{1}\left(2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2}\right) \prod_{j=1}^{m-1} \chi_{j}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right|^{2}\right)
$$

We need to compute $X^{2} \phi_{1}$. We write

$$
X^{2} \phi_{1}=2^{\frac{2 k}{m+2}}(I+I I+I I I+I V+V+V I)
$$

where

$$
\begin{aligned}
I= & \mu_{1}^{\prime}\left(2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2}\right)\left(2-\frac{6 f X^{2} f}{(X f)^{2}}+\frac{6 f^{2}\left(X^{2} f\right)^{2}}{(X f)^{4}}-\frac{2 f^{2} X^{3} f}{(X f)^{3}}\right) \\
& \times \prod_{j=1}^{m-1} \chi_{j}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right|^{2}\right), \\
I I= & 2^{\frac{2 k}{m+2}} \mu_{1}^{\prime \prime}\left(2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2}\right)\left(\frac{2 f}{X f}-\frac{2 f^{2} X^{2} f}{(X f)^{3}}\right)^{2} \prod_{j=1}^{m-1} \chi_{j}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right|^{2}\right), \\
I I I= & \sum_{j=1}^{m-1} \chi_{j}^{\prime}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right|^{2}\right)\left(2-\frac{6 X^{j} f X^{j+2} f}{\left(X^{j+1} f\right)^{2}}+\frac{6\left(X^{j} f\right)^{2}\left(X^{j+2} f\right)^{2}}{\left(X^{j+1} f\right)^{4}}\right. \\
& \left.\quad-\frac{2\left(X^{j} f\right)^{2} X^{j+3} f}{\left(X^{j+1} f\right)^{3}}\right) \mu_{1}\left(2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2}\right) \prod_{l=1}^{m-1} \chi_{l}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{l} f}{X^{l+1} f}\right|^{2}\right), \\
I V= & 2^{\frac{2 k}{m+2}} \chi_{j}^{\prime \prime}\left(2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2}\right)\left(\frac{2 X^{j} f}{X^{j+1} f}-\frac{2\left(X^{j} f\right)^{2} X^{j+2} f}{\left(X^{j+1} f\right)^{3}}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \times \mu_{1}\left(2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2}\right) \prod_{\substack{l=1 \\
l \neq j}}^{m-1} \chi_{l}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{l} f}{X^{l+1} f}\right|^{2}\right) \\
V= & 2^{\frac{2 k}{m+2}+1} \sum_{j=1}^{m} \mu_{1}^{\prime}\left(2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2}\right) \chi_{j}^{\prime}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right|^{2}\right)\left(\frac{2 f}{X f}-\frac{2 f^{2} X^{2} f}{(X f)^{3}}\right) \\
& \times\left(\frac{2 X^{j} f}{X^{j+1} f}-\frac{2\left(X^{j} f\right)^{2} X^{j+2} f}{\left(X^{j+1} f\right)^{3}}\right) \prod_{\substack{l=1 \\
l \neq j}}^{m-1} \chi_{l}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{l} f}{X^{l+1} f}\right|^{2}\right) \\
V I= & 2^{\frac{2 k}{m+2}+1} \sum_{j, l=1}^{m-1} \chi_{j}^{\prime}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right|^{2}\right) \chi_{l}^{\prime}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{l} f}{X^{l+1} f}\right|^{2}\right) \\
& \times\left(\frac{2 X^{j} f}{X^{j+1} f}-\frac{2\left(X^{j} f\right)^{2} X^{j+2} f}{\left(X^{j+1} f\right)^{3}}\right)\left(\frac{2 X^{l} f}{X^{l+1} f}-\frac{2\left(X^{l} f\right)^{2} X^{l+2} f}{\left(X^{l+1} f\right)^{3}}\right) \\
& \times \mu_{1}\left(2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2}\right) \prod_{\substack{p=1 \\
p \neq l, j}}^{m-1} \chi_{p}\left(2^{\frac{2 k}{m+2}}\left|\frac{X^{p} f}{X^{p+1} f}\right|^{2}\right) .
\end{aligned}
$$

We will estimate $I-V I$ in different regions of $\left|\frac{X^{i} f}{X^{i}+1 f}\right|$. First we note that by (c1) we have, in the support of $\chi_{1}, 2^{\frac{2 k}{m+2}}\left|\frac{X f}{X^{2} f}\right|^{2} \geq 20 K$, i.e., $\left|\frac{X^{2} f}{X f}\right| \leq$ $\frac{1}{\sqrt{20} K^{1 / 2}} 2^{\frac{k}{m+2}}$. In general, in the support of $\chi_{j}$ we have $\left|\frac{X^{j+1} f}{X^{j} f}\right| \leq \frac{1}{\sqrt{20} K^{j / 2}} 2^{\frac{k}{m+2}}$.

Case 1. $\left|\frac{f}{X f}\right|^{2} \leq 40 \cdot 2^{\frac{-2 k}{m+2}}$ and $2^{\frac{2 k}{m+2}}\left|\frac{X^{i} f}{X^{i+1} f}\right|^{2} \geq 40 K^{i}$ for all $1 \leq i \leq m-1$.
In this case $\mu_{1}^{\prime}=1, \mu_{1}^{\prime \prime}=0$, and we have $\chi_{j}=1$ for all $j$ and $\chi_{j}^{\prime}, \chi_{j}^{\prime \prime}=0$ for $1 \leq j \leq m-1$. Hence the terms $I I, I I I, I V, V$ and $V I$ are all 0 , and we only need to estimate $I$. We have

$$
\begin{aligned}
|I| \geq & 2-6\left(\sqrt{40} \cdot 2^{\frac{-k}{m+2}}\right)\left(\frac{1}{\sqrt{20} K^{1 / 2}} 2^{\frac{k}{m+2}}\right)-6\left(40 \cdot 2^{\frac{-2 k}{m+2}}\right)\left(\frac{1}{20 K} 2^{\frac{2 k}{m+2}}\right) \\
& -2\left(40 \cdot 2^{\frac{-2 k}{m+2}}\right)\left(\frac{1}{\sqrt{20} K^{1 / 2}} 2^{\frac{k}{m+2}}\right)\left(\frac{1}{\sqrt{20} K} 2^{\frac{k}{m+2}}\right) \\
= & 2-\frac{6 \sqrt{2}}{K^{1 / 2}}-\frac{12}{K}-\frac{4}{K^{3 / 2}} .
\end{aligned}
$$

Hence, when $K$ is large enough, we get

$$
X^{2} \phi_{1} \geq 2^{\frac{2 k}{m+2}}
$$

Case 2. $\left|\frac{f}{X f}\right|^{2} \leq 40 \cdot 2^{\frac{-2 k}{m+2}}$ and $2^{\frac{2 k}{m+2}}\left|\frac{X^{i} f}{X^{i}+1 f}\right|$ arbitrary.

We want to find a lower bound for $X^{2} \phi_{1}$ in this and the following cases. As in Case 1, we have, for $K$ large enough, $I \geq 0$ and $I I=0$.

We use (c4) and (c5), i.e., $\left|\chi_{j}^{\prime}\right| \leq \frac{1}{2 K^{j}},\left|\chi_{j}^{\prime \prime}\right| \leq \frac{1}{10 K^{2 j}}$, and the fact that $\chi_{j}^{\prime}(x)$ is supported in $\left[20 K^{j}, 40 K^{j}\right]$ to obtain, for all $j \geq 1$,

$$
\begin{equation*}
\sqrt{20} K^{j / 2} \leq 2^{\frac{k}{m+2}}\left|\frac{X^{j} f}{X^{j+1} f}\right| \leq \sqrt{40} K^{j / 2} \tag{7}
\end{equation*}
$$

Also note that $\left|\mu_{1}\right| \leq C$.
Estimate for III. Using (c4) and (7), we get

$$
\begin{aligned}
|I I I| \leq & \sum_{j} C \cdot \frac{1}{2 K^{j}}\left(2+6 \sqrt{40} K^{j / 2} 2^{\frac{-k}{m+2}} \frac{1}{\sqrt{20} K^{(j+1) / 2}} 2^{\frac{k}{m+2}}\right. \\
& +6 \cdot 40 K^{j} 2^{\frac{-2 k}{m+2}} \frac{1}{20 K^{j+1}} 2^{\frac{2 k}{m+2}} \\
& \left.+2 \cdot 40 K^{j} 2^{\frac{-2 k}{m+2}} \frac{1}{\sqrt{20} K^{(j+1) / 2}} 2^{\frac{k}{m+2}} \frac{1}{\sqrt{20} K^{(j+2) / 2}} 2^{\frac{k}{m+2}}\right) \\
\leq & \sum_{j} C \cdot \frac{1}{2 K^{j}}\left(2+\frac{6 \sqrt{2}}{K^{1 / 2}}+\frac{12}{K}+\frac{4}{K^{3 / 2}}\right) .
\end{aligned}
$$

Estimate for IV. Using (c5) and (7), we get

$$
\begin{aligned}
|I V| \leq & \sum_{j} C \cdot 2^{\frac{2 k}{m+2}} \frac{1}{10 K^{2 j}} \cdot 2\left(4 \cdot 40 K^{j} 2^{\frac{-2 k}{m+2}}\right. \\
& \left.+4 \cdot\left(40 K^{j} 2^{\frac{-2 k}{m+2}} \frac{1}{\sqrt{20} K^{(j+1) / 2}} 2^{\frac{k}{m+2}}\right)^{2}\right) \\
\leq & \sum_{j} C \frac{1}{5 K^{j}}\left(160+\frac{320}{K}\right) .
\end{aligned}
$$

Estimate for $V$. Using (m1), (c4), and (7), we get

$$
\begin{aligned}
|V| \leq & \sum_{j} C \cdot 2^{\frac{2 k}{m+2}} \frac{2}{2 K^{j}}\left(2 \sqrt{40} 2^{\frac{-k}{m+2}}+2 \cdot 40 \cdot 2^{\frac{-2 k}{m+2}} \frac{1}{\sqrt{20} K^{1 / 2}} 2^{\frac{k}{m+2}}\right) \\
& \times\left(2 \sqrt{40} K^{j / 2} 2^{\frac{-k}{m+2}}+2 \cdot 40 K^{j} 2^{\frac{-2 k}{m+2}} \frac{1}{\sqrt{20} K^{(j+1) / 2}} 2^{\frac{k}{m+2}}\right) \\
\leq & \sum_{j} \frac{C}{K^{j}}\left(2 \sqrt{40}+\frac{4 \sqrt{20}}{K^{1 / 2}}\right)\left(2 \sqrt{40} K^{j / 2}+4 \sqrt{20} K^{(j-1) / 2}\right) \\
= & \sum_{j} \frac{C}{K^{j / 2}}\left(2 \sqrt{40}+\frac{4 \sqrt{20}}{K^{1 / 2}}\right)^{2} .
\end{aligned}
$$

Estimate for VI. Using (c4) and (7), we get

$$
\begin{aligned}
|V I| \leq & \sum_{j, l} C \cdot \frac{1}{2 K^{j}} \frac{1}{2 K^{l}}\left(2 \sqrt{40} K^{j / 2}+4 \sqrt{20} K^{(j-1) / 2}\right) \\
& \quad \times\left(2 \sqrt{40} K^{l / 2}+4 \sqrt{20} K^{(l-1) / 2}\right) \\
\leq & \sum_{j, l} C \cdot \frac{1}{K^{(j+l) / 2}}\left(2 \sqrt{40}+\frac{4 \sqrt{20}}{K^{1 / 2}}\right)^{2} .
\end{aligned}
$$

Combining these estimates, it is easily seen that if $K$ is large enough, we have

$$
X^{2} \phi_{1} \geq-\left(C \cdot K^{-1 / 2}\right) 2^{\frac{2 k}{m+2}}
$$

Case 3. $40 \cdot 2^{\frac{-2 k}{m+2}} \leq\left|\frac{f}{X f}\right|^{2} \leq x_{0} 2^{\frac{-2 k}{m+2}} \leq \frac{1}{100} K \cdot 2^{\frac{-2 k}{m+2}}$.
We first note that, in this and all subsequent cases, the estimation of the terms $I I I, I V$ and $V I$ is the same as in Case 2, since the terms do not involve $\frac{f}{X f}$. Hence we only need to consider the terms $I, I I$, and $V$.

Estimate for I. By (m3), we have $\mu_{1}^{\prime} \geq 0$ in this part, and hence

$$
\begin{aligned}
& I \geq \mu_{1}^{\prime}\left(2-6 \cdot \frac{1}{10} K^{1 / 2}\left(\frac{1}{\sqrt{20} K^{1 / 2}}\right)-6\left(\frac{1}{100} K\right)\left(\frac{1}{20 K}\right)\right. \\
&\left.-2\left(\frac{1}{100} K\right)\left(\frac{1}{\sqrt{20} K^{1 / 2}}\right)\left(\frac{1}{\sqrt{20} K}\right)\right) \geq 0
\end{aligned}
$$

Estimate for II. If $\mu_{1}^{\prime \prime} \geq 0$, then $I I \geq 0$, for otherwise using (m4) and (7) we get

$$
|I I| \leq \epsilon\left(2-\frac{2 f\left(X^{2} f\right)}{(X f)^{2}}\right)^{2} \leq 8 \epsilon\left(1+\frac{1}{100} K \frac{1}{20 K}\right) \leq 9 \epsilon
$$

Estimate for $V$. Using $\left|\mu_{1}^{\prime}\right| \leq C$ and (c4) we get

$$
\begin{aligned}
& |V| \leq \sum_{j} 2 \cdot 2^{\frac{2 k}{m+2}} \cdot C \cdot \frac{1}{2 K^{j}}\left(\sqrt{x_{0}} 2^{\frac{-k}{m+1}}+x_{0} 2^{\frac{-2 k}{m+1}} \frac{1}{\sqrt{20} K^{1 / 2}} 2^{\frac{k}{m+2}}\right) \\
& \times\left(2 \sqrt{40} K^{j / 2} 2^{\frac{-k}{m+2}}+2 \cdot 40 K^{j} 2^{\frac{-2 k}{m+2}} \frac{1}{\sqrt{20} K^{(j+1) / 2}} 2^{\frac{k}{m+2}}\right) \\
& \leq \sum_{j} \frac{C}{K^{j / 2}}\left(\sqrt{x_{0}}+\frac{x_{0}}{\sqrt{20} K^{1 / 2}}\right)\left(2 \sqrt{40}+\frac{4 \sqrt{20}}{K^{1 / 2}}\right) .
\end{aligned}
$$

Combining these estimates we get

$$
X^{2} \phi_{1} \geq-\left(9 \epsilon+C K^{-1 / 2}\right) 2^{\frac{2 k}{m+2}}
$$

where $\epsilon>0$ is independent of $K$.
Case 4. $\quad x_{0} 2^{\frac{-2 k}{m+2}} \leq\left|\frac{f}{X f}\right|^{2} \leq \frac{1}{100} K \cdot 2^{\frac{-2 k}{m+2}}$.
In this part $\mu_{1}=C$. Hence $\mu_{1}^{\prime}=\mu_{1}^{\prime \prime}=0$ and $I=I I=I I I=0$.
Case 5. $\frac{1}{100} K \cdot 2^{\frac{-2 k}{m+2}} \leq\left|\frac{f}{X f}\right|^{2} \leq M K \cdot 2^{\frac{-2 k}{m+2}}$. (This is the last case since $\mu_{1}=0$ when $\left|\frac{f}{X f}\right|^{2} \geq M K \cdot 2^{\frac{-2 k}{m+2}}$.)

Estimate for I. Using (m5) we get

$$
\begin{aligned}
|I| \leq & \frac{C}{K}\left(2+6 \sqrt{M K} 2^{\frac{-k}{m+2}} \frac{1}{\sqrt{20} K^{1 / 2}} 2^{\frac{k}{m+2}}+6 M K 2^{\frac{-2 k}{m+2}} \frac{1}{20 K} 2^{\frac{2 k}{m+2}}\right. \\
& \left.+2 M K 2^{\frac{-2 k}{m+2}} \frac{1}{\sqrt{20} K^{1 / 2}} 2^{\frac{k}{m+2}} \frac{1}{\sqrt{20} K} 2^{\frac{k}{m+2}}\right) \\
\leq & \frac{C}{K}\left(2+\frac{6 \sqrt{M}}{\sqrt{20}}+\frac{3 M}{10}+\frac{M}{10 K^{1 / 2}}\right) .
\end{aligned}
$$

Estimate for II. Using (m6) we get

$$
\begin{aligned}
|I I| & \leq 2^{\frac{2 k}{m+2}} \frac{C}{K^{2}}\left(8 M K \cdot 2^{\frac{-2 k}{m+2}}+8 M^{2} K^{2} 2^{\frac{-4 k}{m+2}} \frac{1}{20 K} 2^{\frac{2 k}{m+2}}\right) \\
& \leq \frac{C}{K}\left(8 M+\frac{2}{5} M^{2}\right)
\end{aligned}
$$

Estimate for $V$. By (m5) we have

$$
\begin{aligned}
|V| \leq \sum_{j} 2 \cdot 2^{\frac{2 k}{m+2}} \frac{C}{K} & \frac{1}{2 K^{j}}\left(\sqrt{M K} 2^{\frac{-k}{m+1}}+M K 2^{\frac{-2 k}{m+1}} \frac{1}{\sqrt{20} K^{1 / 2}} 2^{\frac{k}{m+2}}\right) \\
& \times\left(2 \sqrt{40} K^{j / 2} 2^{\frac{-k}{m+2}}+2 \cdot 40 K^{j} 2^{\frac{-2 k}{m+2}} \frac{1}{\sqrt{20} K^{(j+1) / 2}} 2^{\frac{k}{m+2}}\right) \\
\leq & \sum_{j} \frac{C}{K^{(j+1) / 2}}\left(\sqrt{M}+\frac{M}{\sqrt{20}}\right)\left(2 \sqrt{40}+\frac{4 \sqrt{20}}{K^{1 / 2}}\right),
\end{aligned}
$$

and we get again $\left|X^{2} \phi_{1}\right| \leq C \cdot K^{-1 / 2} 2^{\frac{2 k}{m+2}}$.
Combining Cases $2-5$, we conclude that in each of these cases

$$
X^{2} \phi_{1} \geq-C\left(\epsilon+K^{-1 / 2}\right) 2^{\frac{2 k}{m+2}}
$$

Performing the same computations for $X^{2} \phi_{1}$ it is not hard to see that for any $\phi_{i}, i \geq 1$, we have:
(1) If $\left|\frac{X^{i-1} f}{X^{i} f}\right|^{2} \leq 40 K^{i-1} 2^{\frac{-2 k}{m+2}}$ and $\left|\frac{X^{j-1} f}{X^{j} f}\right|^{2} \geq 40 K^{j-1}$ for $i+1 \leq j \leq$ $m-1$, then $X^{2} \phi_{i} \geq \frac{1}{K^{i-1}} 2^{\frac{2 k}{m+2}}$ if $K$ is large enough.
(2) In all other cases, $X^{2} \phi_{i} \geq \frac{-C\left(\epsilon+K^{-1 / 2}\right)}{K^{i-1}} 2^{\frac{2 k}{m+2}}$.

We set $c_{i}=K^{i-1}$. We now choose $\epsilon>0$ small enough and $K>0$ large enough that for all $i$ we have $c_{i} X^{2} \phi_{i} \geq-\delta 2^{\frac{2 k}{m+2}}$, where $\delta$ is as small as we please. We then have:
(i) If $2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2} \leq 40 K^{m-1}$, then $\mu_{m}=1$, and $c_{m} X^{2} \phi_{m} \geq 2^{\frac{2 k}{m+2}}$. From (1) and (2) above, we have

$$
\sum_{i=1}^{m-1} c_{i} X^{2} \phi_{i} \geq-(m-1) \delta 2^{\frac{2 k}{m+2}}
$$

and it is clear that $X^{2} \tilde{\mu} \geq \frac{1}{2} 2^{\frac{2 k}{m+2}}$.
(ii) If (i) is not satisfied, then $2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2} \geq 40 K^{m-1}$. If in addition $2^{\frac{2 k}{m+2}}\left|\frac{X^{m-2} f}{X^{m-1} f}\right|^{2} \leq 40 K^{m-2}$, then as in (i) we have $X^{2} \tilde{\mu} \geq \frac{1}{2} 2^{\frac{2 k}{m+2}}$.
(ii) Repeating this argument shows that if

$$
\begin{gathered}
2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2} \geq 40 K^{m-1}, \quad 2^{\frac{2 k}{m+2}}\left|\frac{X^{m-2} f}{X^{m-1} f}\right|^{2} \geq 40 K^{m-2} \\
\ldots, \quad 2^{\frac{2 k}{m+2}}\left|\frac{X^{i-1} f}{X^{i} f}\right|^{2} \leq 40 K^{i-1}
\end{gathered}
$$

then $X^{2} \tilde{\mu} \geq \frac{1}{2} 2^{\frac{2 k}{m+2}}$.
(iv) Finally, if

$$
\begin{gathered}
2^{\frac{2 k}{m+2}}\left|X^{m-1} f\right|^{2} \geq 40 K^{m-1}, \quad 2^{\frac{2 k}{m+2}}\left|\frac{X^{m-2} f}{X^{m-1} f}\right|^{2} \geq 40 K^{m-2} \\
\ldots, \quad 2^{\frac{2 k}{m+2}}\left|\frac{f}{X f}\right|^{2} \geq 40
\end{gathered}
$$

then

$$
|f|^{2} \geq 2^{\frac{-2 m k}{m+2}} 40^{m} K^{m(m-1) / 2}
$$

Hence $2^{k} f \geq 2^{\frac{2 k}{m+2}}$.
Combining Cases (i)-(iv) we get

$$
2^{k} f+X^{2} \tilde{\mu} \geq C 2^{\frac{2 k}{m+2}}
$$

which is the desired inequality.
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