# RELATIVE FATOU THEOREM FOR $\alpha$-HARMONIC FUNCTIONS IN LIPSCHITZ DOMAINS 

KRZYSZTOF MICHALIK AND MICHA£ RYZNAR


#### Abstract

We prove a relative Fatou theorem for $\alpha$-harmonic functions on bounded Lipschitz domains $D$ that vanish outside $D$. We also discuss the case when the normalizing function corresponds to the Hausdorff measure on the boundary of $D$.


## 1. Introduction

The problem of the boundary behaviour of harmonic functions on bounded regular domains has been studied intensively, both in analytic and in probabilistic contexts (see [2], [3], [15], [27]). These functions are related to the Brownian motion process, and since this process hits the boundary when leaving sufficiently regular domains, it follows that harmonic functions have nontangential limits at the boundary as well as other important properties (see [4], [18], [27], [29]).

When considering $\alpha$-harmonic functions and the potential theory of Riesz kernels, a probabilistic approach leads to the $\alpha$-stable rotation invariant Lévy process. This process is a jump process that, usually, leaves the domain without entering its boundary (see [14], [28], [30]). This is the reason why the analytic approach to the boundary behaviour of $\alpha$-harmonic functions is different from the one used in the classical case. In the $\alpha$-stable case the natural objects to be considered are ratios of $\alpha$-harmonic functions vanishing outside the domain. These functions can be analyzed in the context of their boundary behaviour, and they have been investigated in the classical case (see [17], [29]). The $\alpha$-stable case has been studied in the literature; see [12] for the latest results in smooth domains.

In this paper we present some results in the $\alpha$-stable case for bounded Lipschitz domains (see below for the details). The main part of the paper follows the general outline presented in [29], but we will need different estimates since

[^0]the $\alpha$-stable Lévy motion has discontinuous paths when $\alpha<2$. We will use the estimates for the Martin kernels and the Green functions of Lipschitz domains, smooth domains (see [16], [19], [22]) and cones (see [1], [25]). We will also use a version of the Boundary Harnack Principle, presented in [26].

In Section 2 we present the basic concepts and definitions. Section 3 provides some estimates for the Green function and the Martin kernel in Lipchitz domains. Some of these estimates may be useful in other applications. Section 4 contains the most important results of this paper, including the main theorem (Theorem 4.2), an $\alpha$-stable version of a relative Fatou theorem for classical harmonic functions (see [29, Theorem 3]). We also give a simple example which shows that the assumptions of this theorem cannot be weakened. Section 5 deals with the case when the normalizing $\alpha$-harmonic function corresponds to the surface measure $\sigma$. The main results of this section, Theorems 5.3 and 5.4, generalize the results of [12] and, together with the counterexample presented, show the difference between Lipschitz domains and smooth domains.

After completing this paper, the authors have been informed by the referee that similar results for $\kappa$-fat sets, which are a wider class than Lipschitz sets, have recently been obtained by Panki Kim, with the use of probabilistic methods (see [21]).

## 2. Preliminaries

We denote by $|\cdot|$ the Euclidean norm of vectors. For a set $B \in \mathbf{R}^{d}, d \geq 2$, we denote its complement by $B^{c}$ and its characteristic function by $\mathbf{1}_{B}$. For $x \in \mathbf{R}^{d}, B(x, r)$ denotes an open ball centered at $x$ of radius $r$. For a Borel set $B$ and $r>0$ we define $r B=\{r x: x \in B\}$.

Let $D$ denote a bounded open set in $\mathbf{R}^{d}$. We say that $D$ is a Lipschitz domain if there exist constants $R_{0}$ (localization radius) and $\lambda>0$ (Lipschitz constant) such that for every $z \in \partial D$ there is a function $F: \mathbf{R}^{d-1} \rightarrow \mathbf{R}$ and an orthonormal coordinate system $y=\left(y_{1}, \ldots, y_{d}\right)$ such that

$$
D \cap B\left(z, R_{0}\right)=\left\{y: y_{d}>F\left(y_{1}, \ldots, y_{d-1}\right)\right\} \cap B\left(z, R_{0}\right)
$$

and the function $F$ is Lipschitz with Lipschitz constant not greater than $\lambda$. If, in addition, $F$ is differentiable and $\nabla F$ is Lipschitz with Lipschitz constant not greater than $\lambda$, then $D$ is called a $C^{1,1}$ domain.

Let $\left(X_{t}, P^{x}\right)$ be the rotation invariant ('symmetric') $\alpha$-stable Lévy motion (i.e., homogeneous with independent increments) on $\mathbf{R}^{d}$ with index $\alpha \in(0,2)$ (see [6]). For a Borel subset $B$ of $\mathbf{R}^{d}$ let $T_{B}$ and $\tau_{B}$ denote, respectively, the first entry time and the first exit time of $B$, i.e., $T_{B}=\inf \left\{t \geq 0: X_{t} \in B\right\}$ and $\tau_{B}=T_{B^{c}}$.

For $x \in \mathbf{R}^{d}$ we define the $\alpha$-harmonic measure of $D$ by $\omega_{D}^{x}(B)=P^{x}\left(X_{\tau_{D}} \in\right.$ $B$ ). If $D$ is Lipschitz then this measure is concentrated on $(\bar{D})^{c}$ and has a density with respect to the Lebesgue measure, called the Poisson kernel (see
[8]). This kernel will be denoted by $P_{D}(x, y), x \in D, y \in(\bar{D})^{c}$. It satisfies the scaling property

$$
\begin{equation*}
P_{D}(x, y)=\left(1 / r^{d}\right) P_{(1 / r) D}(x / r, y / r), r>0 . \tag{1}
\end{equation*}
$$

When $D=B(0, r), r>0$, the Poisson kernel is given by the explicit formula

$$
P_{r}(x, y)=C_{d, \alpha}\left(\frac{r^{2}-|x|^{2}}{|y|^{2}-r^{2}}\right)^{\alpha / 2} \frac{1}{|x-y|^{d}},|x|<r,|y|>r,
$$

where $C_{d, \alpha}=\Gamma(d / 2) \pi^{-d / 2-1} \sin (\pi \alpha / 2)$ (see [7], [23]).
For $x \in B$ let $\delta_{x}(B)=\operatorname{dist}(x, \partial B)$ and $\delta_{x}=\delta_{x}(D)$.
In this paper constants are always positive numbers. In equations and inequalities the constants may change under arithmetic transformations, but they will be denoted by the same symbols. A notation of the form $c=c(a, b)$ means that the constant $c$ depends only on $a, b$.

A nonnegative Borel function $h$ on $\mathbf{R}^{d}$ is said to be $\alpha$-harmonic on $D$ if for each bounded open set $B$ with $\bar{B} \subset D$ and for all $x \in B$ we have

$$
\begin{equation*}
h(x)=E^{x} h\left(X_{\tau_{B}}\right)<\infty . \tag{2}
\end{equation*}
$$

If $h \equiv 0$ on $D^{c}$ then $h$ is called singular $\alpha$-harmonic on $D$. If $B$ can be replaced by $D$ in (2) then $h$ is called regular $\alpha$-harmonic on $D$. In particular, for $B$ fixed the harmonic measure $\omega_{D}^{x}(B)$ is regular $\alpha$-harmonic on $D$ as a function of $x$ (see [8]).

From now on we will assume that $r>0, x \in D, y \in(\partial D)^{c}, z, Q \in \partial D$. $x_{0} \in D$ will be a fixed reference point. For $r \leq R_{0} / 32$ and $Q \in \partial D$ we denote by $A_{Q, r}$ a point for which $B\left(A_{Q, r}, \kappa r\right) \subset B(Q, r)$ for a certain absolute constant $\kappa=\kappa(D)=1 /\left(2 \sqrt{1+\lambda^{2}}\right)$. The set of such points is nonempty and $A_{Q, r}$ is not unique. For $r>R_{0} / 32$ we set $A_{Q, r}=x_{1}$, where $x_{1} \in D$ is another fixed point such that $\left|x_{0}-x_{1}\right|=R_{0} / 4$. See [19] for details.

The following theorems (Harnack Principles) constitute some of the basic tools in our paper.

Theorem 2.1 (Harnack Principle). Let B be an open set. Assume that for some positive integer $k$ and all $x, y \in B$ we have $|x-y|<2^{k} \min \left(\delta_{x}(B), \delta_{y}(B)\right)$. Let $u$ be $\alpha$-harmonic in $B\left(x, \delta_{x}(B)\right) \cup B\left(y, \delta_{y}(B)\right)$. Then there exists a constant $C=C(d, \alpha)$ such that

$$
C^{-1} 2^{-k(d+\alpha)} u(y) \leq u(x) \leq C 2^{k(d+\alpha)} u(y) .
$$

Theorem 2.2 (Boundary Harnack Principle). Let $D$ be an open set, $z \in$ $\partial D, r, \rho \in(0,1)$, and $B(A, \rho r)$ a ball in $D \cap B(z, r)$. Then there exists a constant $C=C(d, \alpha)>1$ such that for any two functions $u, v$ that are positive regular $\alpha$-harmonic in $D \cap B(z, 2 r)$ and vanish in $D^{c} \cap B(z, r)$ we have

$$
C^{-1} \rho^{d+\alpha} \frac{v(x)}{v(A)} \leq \frac{u(x)}{u(A)} \leq C \rho^{d+\alpha} \frac{v(x)}{v(A)}, x \in D \cap B(z, r / 2) .
$$

Theorem 2.1 is a version of [8, Lemma 2] and Theorem 2.2 can be found in [26].

For all nonnegative Borel measurable functions $f$ we define the Riesz potential of $f$ by

$$
U f(x)=E^{x} \int_{0}^{\infty} f\left(X_{t}\right) d t=\int A_{d, \alpha}|x-y|^{\alpha-d} f(y) d y
$$

where $A_{d, \alpha}=2^{-\alpha} \pi^{-d / 2} \Gamma((d-\alpha) / 2) / \Gamma(\alpha / 2)$ (see $[6]$ ).
For an open set $B$ we define the Green potential of $f$ by

$$
G_{B} f(x)=E^{x} \int_{0}^{\tau_{B}} f\left(X_{t}\right) d t=\int G_{B}(x, y) f(y) d y
$$

where $G_{B}(x, y)$ is the Green function of $B$ defined by

$$
\begin{equation*}
G_{B}(x, y)=A_{d, \alpha}\left(|x-y|^{\alpha-d}-E^{x}\left|x-X_{\tau_{B}}\right|^{\alpha-d}\right), x, y \in B, x \neq y \tag{3}
\end{equation*}
$$

$G_{B}(x, x)=\infty, x \in B$, and $G_{B}(x, y)=0$ otherwise. This function is symmetric (i.e., $G_{B}(x, y)=G_{B}(y, x)$ ), positive in $\operatorname{int}(B)$, and if $B_{1} \subset B_{2}$ then $G_{B_{1}} \leq G_{B_{2}}$. Furthermore, $G_{B}$ satisfies the scaling property

$$
\begin{equation*}
G_{B}(x, y)=\left(1 / r^{d-\alpha}\right) G_{(1 / r) B}(x / r, y / r), r>0 . \tag{4}
\end{equation*}
$$

For other properties of the Green function see [9] and [16].
Every nonnegative function that is singular $\alpha$-harmonic on $D$ has a unique representation (called Martin representation)

$$
\begin{equation*}
f(x)=\int_{\partial D} M(x, z) \mu(d z) \tag{5}
\end{equation*}
$$

where $\mu$ is a finite Borel measure on $\partial D$ (see [9]). The kernel function $M(x, z)$, called Martin kernel, may be defined by

$$
\begin{equation*}
M(x, z)=\lim _{D \ni y \rightarrow z} \frac{G_{D}(x, y)}{G_{D}\left(x_{0}, y\right)}, x \in D, z \in \partial D \tag{6}
\end{equation*}
$$

The existence of this limit follows from the Boundary Harnack Principle (see [9]). We will use the following estimates for $M$ (see [19, Theorem 3]):

$$
\begin{equation*}
c \frac{\phi(x)}{|x-z|^{d-\alpha} \phi^{2}\left(A_{z,|x-z|}\right)} \leq M(x, z) \leq C \frac{\phi(x)}{|x-z|^{d-\alpha} \phi^{2}\left(A_{z,|x-z|}\right)}, \tag{7}
\end{equation*}
$$

where $c, C$ depend on $d, \alpha, \lambda$ and

$$
\begin{equation*}
\phi(x)=\min \left(G_{D}\left(x, x_{0}\right), C_{d, \alpha}\left(R_{0} / 4\right)^{\alpha-d}\right) \tag{8}
\end{equation*}
$$

Note that for $x$ sufficiently close to $\partial D$ we simply have $\phi(x)=G_{D}\left(x, x_{0}\right)$.

## 3. Estimates for Green functions and Martin kernels

First we define an unbounded circular cone with vertex at $0=(0,0, \ldots, 0)$ and symmetric with respect to the $d$-th axis as a set $V$ of the form

$$
V=\left\{x: \eta \cdot\left|\left(x_{1}, x_{2}, \ldots, x_{d-1}\right)\right|<x_{d}\right\}
$$

where $\eta \in(-\infty, \infty)$. The aperture of $V$ is the angle $\gamma=\arccos \left(\eta / \sqrt{1+\eta^{2}}\right) \in$ $(0, \pi)$. More generally, an unbounded cone with vertex at $Q$ is a set $V^{\prime}$ isomorphic to the cone $V$ defined above and such that $r\left(V^{\prime}-Q\right)=V^{\prime}-Q$ for any $r>0$. For a cone $V$ with vertex at $Q$ we denote by 1 a point on the axis of $V$ such that $|\mathbf{1}-Q|=1$.

Let $V$ be a cone with vertex at 0 and aperture $\gamma \in(0, \pi)$. Assume that $\mathbf{1}=(0,0, \ldots, 0,1)$. By $[1$, Theorem 3.2] there exists a so-called Martin kernel with pole at infinity. This is a unique nonnegative function $M_{V}$ on $\mathbf{R}^{d}$ such that $M_{V}(\mathbf{1})=1, M_{V} \equiv 0$ on $V^{c}$, and $M_{V}$ is regular $\alpha$-harmonic on every open bounded subset of $V$. Moreover, $M_{V}$ is locally bounded on $\mathbf{R}^{d}$ and homogeneous of degree $\beta \in[0, \alpha)$, that is,

$$
\begin{equation*}
M_{V}(x)=|x|^{\beta} M_{V}(x /|x|), x \in V \tag{9}
\end{equation*}
$$

Furthermore, $\beta=\beta(V, \alpha)$ is a strictly decreasing function of $\gamma$ (see [1, Lemma 3.3]). We will call $\beta$ the characteristics of $V$. If $\gamma=\pi / 2$ then $V$ is the halfspace $\left\{\left(x_{1}, x_{2}, \ldots, x_{d}\right): x_{d}>0\right\}$. In this case $M_{V}(x)=x_{d}^{\alpha / 2}, x \in V$, and this gives $\beta=\alpha / 2$ (see [1]).

From [25, Lemma 3.3] we have

$$
\begin{equation*}
c|x-Q|^{\beta-\alpha / 2} \delta_{x}^{\alpha / 2}(V) \leq M_{V}(x) \leq C|x-Q|^{\beta-\alpha / 2} \delta_{x}^{\alpha / 2}(V) \tag{10}
\end{equation*}
$$

where $c, C$ depend on $d, \alpha$ and the aperture of $V$.
For $r>0$ and any cone $V$ with vertex at $Q$ we define a bounded cone $V_{r}$ by $V_{r}=V \cap B(Q, r)$.

By the properties of Lipschitz domains (see [9]) we know that there exists $R_{0}>0$ such that for every $z \in \partial D$ and every $r \leq R_{0}$ there exist cones $\Gamma, \Gamma^{\prime}$ with vertices at $z$ and such that

$$
\Gamma_{r} \subset D \cap B(z, r), \Gamma_{r}^{\prime} \subset D^{c} \cap B(z, r)
$$

We call $\Gamma_{r}$ an inner cone and $\Gamma_{r}^{\prime}$ an exterior cone.
If $\Gamma_{r}$ is an exterior cone with its vertex at $z \in \partial D$ then $\widetilde{\Gamma}_{r}=\bar{\Gamma}_{r}^{c}$ is also a cone with its vertex at $z$. We see that

$$
D \cap B(z, r) \subset \widetilde{\Gamma}_{r}
$$

We will call $\widetilde{\Gamma}_{r}$ a covering cone.
In our subsequent analysis we will often refer to inner cones and covering cones with vertices located at $z \in \partial D$. We denote the characteristics of these cones by $\beta$ and $\widetilde{\beta}$, respectively. Furthermore, we note that by the Lipschitz property there exists a number $\gamma_{0}$ such that for all $z \in \partial D$ there exists an
inner cone $\Gamma_{R_{0}}$ of aperture $\gamma_{0}$ and vertex at $z$ and a covering cone $\widetilde{\Gamma}_{R_{0}}$ of aperture $\pi-\gamma_{0}$ and vertex at $z$. Simple calculations yield

$$
\gamma_{0}=\arccos \left(\lambda / \sqrt{1+\lambda^{2}}\right)
$$

We will denote the characteristics of these cones by $\beta_{0}$ and $\widetilde{\beta}_{0}$, respectively.
Because of [1, Lemma 3.3], for any $z \in \partial D$ it suffices to consider those inner bounded cones $\Gamma_{r}$ and covering bounded cones $\widetilde{\Gamma}_{r}$ for which $0<\widetilde{\beta}_{0} \leq$ $\widetilde{\beta} \leq \beta \leq \beta_{0}<\alpha$. Note that $\beta, \widetilde{\beta}$ may depend on $z, r$, while $\beta_{0}, \widetilde{\beta}_{0}$ do not depend on $z$. Furthermore, for any $z \in \partial D$ and $r \leq R_{0} / 32$ we may assume that $B\left(A_{z, r}, \kappa r\right) \subset \Gamma_{r} \subset \widetilde{\Gamma}_{r}$.

We now present some estimates for Martin kernels. We start with the following lemma.

Lemma 3.1. Let $r \leq R_{0}$. For $Q \in \partial D$ consider two cones $\Gamma, \widetilde{\Gamma}$ with vertices at $Q$ and characteristics $\beta, \widetilde{\beta}$, respectively, such that $\Gamma_{r}$ is an inner bounded cone and $\widetilde{\Gamma}_{r}$ is a covering bounded cone. Then there exist constants $c=c(Q, \beta, \widetilde{\beta})$ and $C=C(Q, \beta, \widetilde{\beta})$ such that:
(i) If $x$ is in $\Gamma_{r / 4}$ then

$$
\phi(x) \geq c \frac{|x-Q|^{\beta-\alpha / 2} \delta_{x}^{\alpha / 2}(\Gamma)}{r^{\beta}} \phi\left(A_{Q, r}\right)
$$

(ii) If $x$ is in $D \cap B(Q, r / 4)$ then

$$
\phi(x) \leq C \frac{|x-Q|^{\widetilde{\beta}-\alpha / 2} \delta_{x}^{\alpha / 2}(\widetilde{\Gamma})}{r^{\widetilde{\beta}}} \phi\left(A_{Q, r}\right) \leq C\left(\frac{|x-Q|}{r}\right)^{\widetilde{\beta}} \phi\left(A_{Q, r}\right)
$$

Proof. We may assume that $x_{0} \notin \widetilde{\Gamma}_{2 r}$. Set $B_{r}=\Gamma \cap(B(Q, 2 r) \backslash B(Q, r))$ and define

$$
\begin{aligned}
f_{D}(x) & =P^{x}\left(X_{\tau_{D \cap B(Q, r)}} \in B_{r}\right), \\
f_{\Gamma}(x) & =P^{x}\left(X_{\tau_{\Gamma \cap B(Q, r)}} \in B_{r}\right), \\
f_{\widetilde{\Gamma}}(x) & =P^{x}\left(X_{\tau_{\widetilde{\Gamma} \cap B(Q, r)}} \in B_{r}\right) .
\end{aligned}
$$

Obviously, $f_{\Gamma} \leq f_{D} \leq f_{\widetilde{\Gamma}}$ on $\mathbf{R}^{d}$. Next, the scaling property of the harmonic measures implies that

$$
f_{\widetilde{\Gamma}}\left(A_{Q, r}\right)=P^{A_{Q, r}}\left(X_{\tau_{\tilde{\Gamma} \cap B(Q, r)}} \in B_{r}\right)=P^{A_{Q, 1}}\left(X_{\tau_{\tilde{\Gamma} \cap B(Q, 1)}} \in B_{1}\right)>0
$$

and, similarly,

$$
f_{\Gamma}\left(A_{Q, r}\right)=P^{A_{Q, 1}}\left(X_{\tau_{\Gamma \cap B(Q, 1)}} \in B_{1}\right)>0
$$

Hence $c f_{\widetilde{\Gamma}}\left(A_{Q, r}\right) \leq f_{D}\left(A_{Q, r}\right) \leq C f_{\Gamma}\left(A_{Q, r}\right)$, and consequently

$$
\begin{equation*}
c \frac{f_{\Gamma}(x)}{f_{\Gamma}\left(A_{Q, r}\right)} \leq \frac{f_{D}(x)}{f_{D}\left(A_{Q, r}\right)} \leq C \frac{f_{\widetilde{\Gamma}}(x)}{f_{\widetilde{\Gamma}}\left(A_{Q, r}\right)} \tag{11}
\end{equation*}
$$

where $c, C$ depend on the apertures of $\Gamma, \widetilde{\Gamma}$, and therefore on $\beta, \widetilde{\beta}$.
The construction of $A_{Q, r}$ implies that

$$
\kappa r \leq c\left|A_{Q, r}-Q\right| \leq \delta_{A_{Q, r}}(\Gamma) \leq C\left|A_{Q, r}-Q\right| \leq r
$$

and

$$
\kappa r \leq c\left|A_{Q, r}-Q\right| \leq \delta_{A_{Q, r}}(\widetilde{\Gamma}) \leq C\left|A_{Q, r}-Q\right| \leq r
$$

Therefore, by (10) we get $c r^{\beta} \leq M_{\Gamma}\left(A_{Q, r}\right) \leq C r^{\beta}$ and $c r^{\beta} \leq M_{\widetilde{\Gamma}}\left(A_{Q, r}\right) \leq$ $C r^{\widetilde{\beta}}$. Note that the functions $f_{D}(\cdot) / f_{D}\left(A_{Q, r}\right), \quad f_{\widetilde{\Gamma}}(\cdot) / f_{\widetilde{\Gamma}}\left(A_{Q, r}\right)$, and $f_{\Gamma}(\cdot) / f_{\Gamma}\left(A_{Q, r}\right)$ are regular $\alpha$-harmonic on $D \cap B(Q, r), \widetilde{\Gamma} \cap B(Q, r)$, and $\Gamma \cap B(Q, r)$, respectively, vanish on $D^{c} \cap B(Q, r), \widetilde{\Gamma}^{c} \cap B(Q, r)$, and $\Gamma^{c} \cap B(Q, r)$, respectively, and are equal to 1 at $A_{Q, r}$. Therefore, if $|x-Q| \leq r / 4$, using the Boundary Harnack Principle, (8) and (10), we obtain

$$
c \frac{f_{D}(x)}{f_{D}\left(A_{Q, r}\right)} \leq \frac{\phi(x)}{\phi\left(A_{Q, r}\right)}=\frac{G_{D}\left(x, x_{0}\right)}{G_{D}\left(A_{Q, r}, x_{0}\right)} \leq C \frac{f_{D}(x)}{f_{D}\left(A_{Q, r}\right)}, x \in D
$$

In a similar way we get

$$
\frac{f_{\Gamma}(x)}{f_{\Gamma}\left(A_{Q, r}\right)} \geq c \frac{M_{\Gamma}(x)}{M_{\Gamma}\left(A_{Q, r}\right)} \geq c \frac{|x-Q|^{\beta-\alpha / 2} \delta_{x}^{\alpha / 2}(\Gamma)}{r^{\beta}}, x \in \Gamma_{r / 4}
$$

and

$$
\begin{aligned}
\frac{f_{\widetilde{\Gamma}}(x)}{f_{\widetilde{\Gamma}}\left(A_{Q, r}\right)} & \leq C \frac{M_{\widetilde{\Gamma}}(x)}{M_{\widetilde{\Gamma}}\left(A_{Q, r}\right)} \leq C \frac{|x-Q|^{\tilde{\beta}-\alpha / 2} \delta_{x}^{\alpha / 2}(\widetilde{\Gamma})}{r^{\widetilde{\beta}}} \\
& \leq C\left(\frac{|x-Q|}{r}\right)^{\widetilde{\beta}}, x \in D,
\end{aligned}
$$

which, combined with (11), completes the proof.
Lemma 3.2. Let $r \leq R_{0}$. For $Q \in \partial D$ consider two cones $\Gamma, \widetilde{\Gamma}$ with vertices at $Q$ and characteristics $\beta, \widetilde{\beta}$, respectively, such that $\Gamma_{r}$ is an inner bounded cone and $\widetilde{\Gamma}_{r}$ is a covering bounded cone. Moreover, let $x \in D, z \in$ $\partial D$ and $|x-Q| \leq|x-z|$. Then there exist constants $c=c(r, D, \beta, \widetilde{\beta})$ and $C=C(r, D, \beta, \widetilde{\beta})$ such that

$$
c\left(\frac{|x-Q|}{|x-z|}\right)^{d-\alpha+2 \beta} \leq \frac{M(x, z)}{M(x, Q)} \leq C\left(\frac{|x-Q|}{|x-z|}\right)^{d-\alpha+2 \widetilde{\beta}}
$$

Proof. By (7) we have
$c\left(\frac{|x-Q|}{|x-z|}\right)^{d-\alpha} \frac{\phi^{2}\left(A_{Q,|x-Q|}\right)}{\phi^{2}\left(A_{z,|x-z|}\right)} \leq \frac{M(x, z)}{M(x, Q)} \leq C\left(\frac{|x-Q|}{|x-z|}\right)^{d-\alpha} \frac{\phi^{2}\left(A_{Q,|x-Q|}\right)}{\phi^{2}\left(A_{z,|x-z|}\right)}$,
so we need to show that

$$
\begin{equation*}
c\left(\frac{|x-Q|}{|x-z|}\right)^{\beta} \leq \frac{\phi\left(A_{Q,|x-Q|}\right)}{\phi\left(A_{z,|x-z|}\right)} \leq C\left(\frac{|x-Q|}{|x-z|}\right)^{\widetilde{\beta}} \tag{12}
\end{equation*}
$$

First assume that $|x-Q| \leq|x-z| \leq r / 4$. Recall that we can choose $A_{Q,|x-Q|}$ so that $B\left(A_{Q,|x-Q|}, \kappa|x-Q|\right) \subset \Gamma_{r}$. Then, using Lemma 3.1 with $r:=4|x-z|$, we obtain

$$
\begin{align*}
& c \frac{\left|A_{Q,|x-Q|}-Q\right|^{\beta-\alpha / 2} \delta_{A_{Q,|x-Q|}^{\alpha / 2}}(\Gamma)}{(4|x-z|)^{\beta}} \phi\left(A_{Q,|x-z|}\right) \leq \phi\left(A_{Q,|x-Q|}\right)  \tag{13}\\
& \quad \leq C\left(\frac{\left|A_{Q,|x-Q|}-Q\right|}{(4|x-z|)}\right)^{\tilde{\beta}} \phi\left(A_{Q,|x-z|}\right) .
\end{align*}
$$

From the definition of $A_{Q,|x-Q|}$ we have

$$
\kappa|x-Q| \leq \delta_{A_{Q,|x-Q|}}(\Gamma) \leq \delta_{A_{Q,|x-Q|}} \leq\left|A_{Q,|x-Q|}-Q\right| \leq|x-Q|
$$

and

$$
\delta_{A_{z,|x-z|}} \geq \kappa|x-z|, \quad \delta_{A_{Q,|x-z|}} \geq \kappa|x-z|
$$

Combining this with (13) we obtain

$$
\begin{equation*}
c\left(\frac{|x-Q|}{|x-z|}\right)^{\beta} \phi\left(A_{Q,|x-z|}\right) \leq \phi\left(A_{Q,|x-Q|}\right) \leq C\left(\frac{|x-Q|}{|x-z|}\right)^{\widetilde{\beta}} \phi\left(A_{Q,|x-z|}\right) \tag{14}
\end{equation*}
$$

If $|x-Q| \leq|x-z|$ then $|z-Q| \leq|x-z|+|x-Q| \leq 2|x-z|$. Therefore, we get

$$
\begin{align*}
\left|A_{z,|x-z|}-A_{Q,|x-z|}\right| & \leq\left|A_{z,|x-z|}-z\right|+|z-Q|+\left|A_{Q,|x-z|}-Q\right|  \tag{15}\\
& \leq 4|x-z| \leq 4 / \kappa\left(\delta_{A_{Q,|x-z|}} \wedge \delta_{A_{z,|x-z|}}\right)
\end{align*}
$$

Hence from the Harnack Principle we obtain

$$
c \phi\left(A_{z,|x-z|}\right) \leq \phi\left(A_{Q,|x-z|}\right) \leq C \phi\left(A_{z,|x-z|}\right)
$$

and together with (14) we get (12).
Now let $|x-Q| \leq r / 4 \leq|x-z|$. As in the previous case we get, again using Lemma 3.1,

$$
\begin{equation*}
c\left(\frac{|x-Q|}{r}\right)^{\beta} \phi\left(A_{Q, r}\right) \leq \phi\left(A_{Q,|x-Q|}\right) \leq C\left(\frac{|x-Q|}{r}\right)^{\widetilde{\beta}} \phi\left(A_{Q, r}\right) \tag{16}
\end{equation*}
$$

Since $\delta_{A_{z,|x-z|}} \geq \kappa|x-z| \geq \kappa r / 4$ we see that

$$
0<\inf \left\{\phi(x): \delta_{x} \geq \kappa r / 4\right\} \leq \phi\left(A_{z,|x-z|}\right) \leq C_{d, \alpha}\left(R_{0} / 4\right)^{\alpha-d}
$$

and the same estimates hold for $\phi\left(A_{Q, r}\right)$. This implies that $c \phi\left(A_{z,|x-z|}\right) \leq$ $\phi\left(A_{Q, r}\right) \leq C \phi\left(A_{z,|x-z|}\right)$, where $c, C$ depend on $r$ and $D$. Moreover,
$|x-z| r / \operatorname{diam}(D) \leq r \leq 4|x-z|$. Combining this with (16) we again obtain (12).

The case $r / 4 \leq|x-Q| \leq|x-z|$ is similar to the previous one, but simpler as it does not require Lemma 3.1. The proof is complete.

Recall that $\beta_{0}, \widetilde{\beta}_{0}$ are the characteristics of the inner cones and the covering cones that are suitable for all $z \in \partial D$. Therefore, from Lemma 3.2 we obtain the following corollary:

Corollary 3.3. Let $z, z^{\prime} \in \partial D$. If $\left|x-z^{\prime}\right| \leq|x-z|$ then there exist constants $c=c\left(R_{0}, D, \beta_{0}, \widetilde{\beta}_{0}\right)$ and $C=C\left(R_{0}, D, \beta_{0}, \widetilde{\beta}_{0}\right)$ such that

$$
c\left(\frac{\left|x-z^{\prime}\right|}{|x-z|}\right)^{d-\alpha+2 \beta_{0}} \leq \frac{M(x, z)}{M\left(x, z^{\prime}\right)} \leq C\left(\frac{\left|x-z^{\prime}\right|}{|x-z|}\right)^{d-\alpha+2 \widetilde{\beta}_{0}}
$$

Note that if $D$ is a $C^{1,1}$ domain, then from [16] we get

$$
c \delta_{x}^{\alpha / 2} /|x-z|^{d} \leq M(x, z) \leq C \delta_{x}^{\alpha / 2} /|x-z|^{d},
$$

and Lemma 3.2 gives

$$
c\left(\frac{|x-Q|}{|x-z|}\right)^{d} \leq \frac{M(x, z)}{M(x, Q)} \leq C\left(\frac{|x-Q|}{|x-z|}\right)^{d}
$$

for all $x \in D$ and $z, Q \in \partial D$. Hence the lemma provides global estimates that are much stronger that those in Corollary 3.3.

Lemma 3.4. Let $r \leq R_{0}$. For $Q \in \partial D$ consider two cones $\Gamma, \widetilde{\Gamma}$ with vertices at $Q$ and characteristics $\beta, \widetilde{\beta}$, respectively, such that $\Gamma_{r}$ is an inner bounded cone and $\widetilde{\Gamma}_{r}$ is a covering bounded cone. Let $x \in D, z \in \partial D$, and $|z-Q| \leq 2|x-z|$. Then there exist constants $c=c(r, D, \beta, \widetilde{\beta})$ and $C=$ $C(r, D, \beta, \widetilde{\beta})$ such that

$$
c \frac{\phi(x)}{|x-z|^{d-\alpha+2 \widetilde{\beta}}} \leq M(x, z) \leq C \frac{\phi(x)}{|x-z|^{d-\alpha+2 \beta}}
$$

Furthermore, if $\beta=\beta_{0}$ and $\widetilde{\beta}=\widetilde{\beta}_{0}$, then $c=c\left(R_{0}, D, \beta_{0}, \widetilde{\beta}_{0}\right)$ and $C=$ $C\left(R_{0}, D, \beta_{0}, \widetilde{\beta}_{0}\right)$. In this case the above estimates hold for all $z \in \partial D, x \in D$. Finally, by (8), $\phi(x)$ can be replaced by $G_{D}\left(x, x_{0}\right)$ for $x$ close to $\partial D$.

Proof. Due to (7) it suffices to show that

$$
\begin{equation*}
c|x-z|^{\beta} \leq \phi\left(A_{z,|x-z|}\right) \leq C|x-z|^{\widetilde{\beta}} . \tag{17}
\end{equation*}
$$

Suppose that $|x-z| \leq r / 4$. Using Lemma 3.1 and the same arguments as for (14) we obtain

$$
\begin{equation*}
c\left(\frac{|x-z|}{r}\right)^{\beta} \phi\left(A_{Q, r}\right) \leq \phi\left(A_{Q,|x-z|}\right) \leq C\left(\frac{|x-z|}{r}\right)^{\widetilde{\beta}} \phi\left(A_{Q, r}\right) \tag{18}
\end{equation*}
$$

Since $|z-Q| \leq 2|x-z|$, (15) remains true. Hence from the Harnack Principle we obtain $c \phi\left(A_{z,|x-z|}\right) \leq \phi\left(A_{Q,|x-z|}\right) \leq C \phi\left(A_{z,|x-z|}\right)$, and (18) therefore implies (17).

The case $|x-z| \geq r / 4$ is analogous to the second case in the proof of Lemma 3.2. The proof is complete.

## 4. Main results

In this section we study the behaviour of the ratio of two singular $\alpha$ harmonic functions. We identify the set of boundary points for which the limit of this ratio exists, either in the usual sense or in the nontangential sense. In Theorem 4.1 we deal with both the ordinary limit and the nontangential limit. In Theorem 4.2, which is the main result of this paper, we investigate nontangential convergence.

We fix two Borel measures $\mu, \nu$ on $\mathbf{R}^{d}$, which are finite and concentrated on $\partial D$, and we define $u(x)=\int_{\partial D} M(x, z) \mu(d z), v(x)=\int_{\partial D} M(x, z) \nu(d z)$. The functions $u$ and $v$ are both (singular) $\alpha$-harmonic on $D$ (see [9]).

We may represent $\mu$ as $d \mu=f d \nu+d \mu_{s}$, where $f \in L^{1}(\partial D, \nu)$ and $\mu_{s}$ is singular to $\nu$. Consider all points $Q \in \partial D$ for which

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\int_{B(Q, r)}\left(\mid\left(f(z)-f(Q) \mid \nu(d z)+\mu_{s}(d z)\right)\right.}{\nu(B(Q, r))}=0 \tag{19}
\end{equation*}
$$

It is well-known that the set of such points $Q$ is of full measure $\nu$.
In this section we prove the following theorems.
ThEOREM 4.1. Let $u(x)=\int_{\partial D} M(x, z) \mu(d z), v(x)=\int_{\partial D} M(x, z) \nu(d z)$. Assume that $d \mu=f d \nu$ and that $f$ is continuous at $Q$. Let $\lim _{x \rightarrow Q} v(x) / G_{D}\left(x, x_{0}\right)=\infty$. Then

$$
\lim _{x \rightarrow Q} \frac{u(x)}{v(x)}=f(Q)
$$

If we assume that $\lim _{x \rightarrow Q} v(x) / G_{D}\left(x, x_{0}\right)=\infty$ nontangentially, then the limit above must be taken nontangentially.

Remark 1. The condition $\lim _{x \rightarrow Q} v(x) / G_{D}\left(x, x_{0}\right)=\infty$ is essential (see Example 2 below).

Theorem 4.2 (Relative Fatou Theorem). Let $u(x)=\int_{\partial D} M(x, z) \mu(d z)$, $v(x)=\int_{\partial D} M(x, z) \nu(d z)$. Assume that $d \mu=f d \nu+d \mu_{s}$, where $\mu_{s}$ is singular to $\nu$. Then for $\nu$-almost every point $Q \in \partial D$ we have

$$
\lim _{x \rightarrow Q} \frac{u(x)}{v(x)}=f(Q)
$$

as $x \rightarrow Q$ nontangentially. More precisely, the convergence holds for every $Q \in \partial D$ such that (19) holds and $\lim _{x \rightarrow Q} v(x) / G_{D}\left(x, x_{0}\right)=\infty$ nontangentially.

To prove these results we need several technical lemmas.
LEMMA 4.3. Let $Q \in \partial D$ and $v(x)=\int_{\partial D} M(x, z) \nu(d z)$. If $\lim _{x \rightarrow Q} v(x) / G_{D}\left(x, x_{0}\right)=\infty$ then for every $\varepsilon>0$ we have

$$
\lim _{x \rightarrow Q} \frac{\int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} M(x, z) \mu(d z)}{v(x)}=0
$$

If we assume that $\lim _{x \rightarrow Q} v(x) / G_{D}\left(x, x_{0}\right)=\infty$ nontangentially then the limit above must be taken nontangentially.

Proof. If $|z-Q| \geq \varepsilon$ and $|x-Q| \leq \varepsilon / 2$ then $|x-z| \geq \varepsilon / 2$. As $G_{D}\left(x, x_{0}\right)=$ $\phi(x)$ for $x$ close to $Q$, using Lemma 3.4 we have

$$
M(x, z) \leq \frac{C G_{D}\left(x, x_{0}\right)}{|x-z|^{d-\alpha+2 \beta_{0}}}
$$

with $C=C\left(R_{0}, D, \beta_{0}, \widetilde{\beta}_{0}\right)$. This implies that

$$
\begin{gathered}
\int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} M(x, z) \mu(d z) \leq C G_{D}\left(x, x_{0}\right) \int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} \frac{\mu(d z)}{|x-z|^{d-\alpha+2 \beta_{0}}} \\
\leq \frac{C G_{D}\left(x, x_{0}\right) \int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} \mu(d z)}{\varepsilon^{d-\alpha+2 \beta_{0}}} \leq C|\mu| G_{D}\left(x, x_{0}\right)
\end{gathered}
$$

Since $|\mu|<\infty$ we see that

$$
\frac{\int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} M(x, z) \mu(d z)}{v(x)} \leq \frac{C|\mu|}{v(x) / G_{D}\left(x, x_{0}\right)} \rightarrow 0
$$

as $x \rightarrow Q$. The proof is complete.
Proof of Theorem 4.1. We have

$$
\left|\frac{u(x)}{v(x)}-f(Q)\right| \leq \frac{\int_{\partial D}|f(z)-f(Q)| M(x, z) \nu(d z)}{v(x)}=\frac{I_{1}(x)}{v(x)}+\frac{I_{2}(x)}{v(x)}
$$

where

$$
\begin{aligned}
& I_{1}(x)=\int_{\partial D \cap\{|z-Q| \geq \varepsilon\}}|f(z)-f(Q)| M(x, z) \nu(d z) \\
& I_{2}(x)=\int_{\partial D \cap\{|z-Q|<\varepsilon\}}|f(z)-f(Q)| M(x, z) \nu(d z)
\end{aligned}
$$

Next, observe that

$$
\frac{I_{2}(x)}{v(x)} \leq \sup \{|f(z)-f(Q)|: z \in \partial D,|z-Q|<\varepsilon\}
$$

By the continuity of $f$, for every $r>0$ we can choose $\varepsilon>0$ such that $I_{2}(x) / v(x) \leq r$. For this $\varepsilon$ we have, by Lemma 4.3, $\lim _{x \rightarrow Q} I_{1}(x) / v(x)=0$. Thus,

$$
\limsup _{x \rightarrow Q}\left|\frac{u(x)}{v(x)}-f(Q)\right| \leq r
$$

for every $r>0$, which completes the proof.
The next lemma provides more details on the boundary behaviour of $v(x)=$ $\int_{\partial D} M(x, z) \nu(d z)$ and may be regarded as an $\alpha$-stable version of [29, Lemma 5.1].

Lemma 4.4. For $\nu$-almost every point $Q \in \partial D$ we have

$$
\liminf _{x \rightarrow Q} v(x)>0
$$

as $x \rightarrow Q$ nontangentially.
Proof. Let $|z-Q|<|x-Q|$. Then $|x-z| \leq 2|x-Q|$, so either $|x-z| \leq$ $|x-Q|$ or $(1 / 2)|x-z| \leq|x-Q| \leq|x-z|$. In each case we can use Corollary 3.3 and we obtain $M(x, z) \geq c M(x, Q)$. This implies that

$$
v(x) \geq \int_{\partial D \cap B(Q,|x-Q|)} M(x, z) \nu(d z) \geq c M(x, Q) \nu(B(Q,|x-Q|))
$$

If $x \rightarrow Q$ nontangentially then for some $C_{0}$ we have

$$
\kappa \delta_{x} \leq \kappa|x-Q| \leq\left|A_{Q,|x-Q|}-Q\right| \leq|x-Q| \leq C_{0} \delta_{x}
$$

Therefore, by the Harnack Principle (Theorem 2.1) we have

$$
c G_{D}\left(x, x_{0}\right) \leq G_{D}\left(A_{Q,|x-Q|}, x_{0}\right) \leq C G_{D}\left(x, x_{0}\right)
$$

so (7) implies

$$
\frac{c}{|x-Q|^{d-\alpha} G_{D}\left(A_{Q,|x-Q|}, x_{0}\right)} \leq M(x, Q) \leq \frac{C}{|x-Q|^{d-\alpha} G_{D}\left(A_{Q,|x-Q|}, x_{0}\right)} .
$$

Hence we obtain

$$
\begin{equation*}
v(x) \geq \frac{c \nu(B(Q,|x-Q|))}{|x-Q|^{d-\alpha} G_{D}\left(A_{Q,|x-Q|}, x_{0}\right)} . \tag{20}
\end{equation*}
$$

By [8, Lemma 11], there exist constants $c=c(d, \alpha, \lambda)$ and $\rho=\rho(d, \alpha, \lambda) \in$ $(0,1)$ such that for $|x-Q|<R_{0}$,

$$
P^{x_{0}}\left(X_{\tau_{D}} \in B(Q,|x-Q|)\right) \geq c G_{D}\left(A_{Q, \rho|x-Q| / 2}, x_{0}\right)|x-Q|^{d-\alpha}
$$

By the Harnack Principle, for $x$ sufficiently close to $Q$ this implies that

$$
P^{x_{0}}\left(X_{\tau_{D}} \in B(Q,|x-Q|)\right) \geq c G_{D}\left(A_{Q,|x-Q|}, x_{0}\right)|x-Q|^{d-\alpha} .
$$

Combining this with (20) we obtain

$$
v(x) \geq c \frac{\nu(B(Q,|x-Q|))}{P^{x_{0}}\left(X_{\tau_{D}} \in B(Q,|x-Q|)\right)},
$$

or, in other words,

$$
\frac{\omega_{D}^{x_{0}}(B(Q,|x-Q|))}{\nu(B(Q,|x-Q|))} \geq \frac{c}{v(x)} .
$$

By [5, Theorem 5] the symmetric derivative

$$
\limsup _{x \rightarrow Q} \frac{\omega_{D}^{x_{0}}(B(Q,|x-Q|))}{\nu(B(Q,|x-Q|))}
$$

is finite for $\nu$-almost every point $Q \in \partial D$. This completes the proof.
Remark 2. Since $\lim _{x \rightarrow Q} G_{D}\left(x, x_{0}\right)=0$ (see [22, Theorem 2.24]), Lemma 4.4 implies that if $x \rightarrow Q$ nontangentially then $\lim _{x \rightarrow Q} v(x) / G_{D}\left(x, x_{0}\right)=\infty$ for almost every point $Q$ with respect to $\nu$, so Lemma 4.3 holds for such $Q$. We will use this result below.

Lemma 4.5 (Nontangential Maximal Estimate). For any $x \in D, Q \in \partial D$ and $t>0$ such that $|x-Q| \leq t \delta_{x}$ there exist constants $C=C(t, Q), c=c(t, Q)$ such that

$$
c \inf _{r>0} \frac{\mu(B(Q, r))}{\nu(B(Q, r))} \leq \frac{\int_{\partial D} M(x, z) \mu(d z)}{\int_{\partial D} M(x, z) \nu(d z)} \leq C \sup _{r>0} \frac{\mu(B(Q, r))}{\nu(B(Q, r))}
$$

Proof. For $n \geq 1$ set $B_{n}=B\left(Q, 2^{n}|x-Q|\right)$ and $A_{n}=B_{n} \backslash B_{n-1}, n \geq 2$. Let $n_{0}$ be the smallest index for which $2^{n_{0}}|x-Q| \geq \operatorname{diam}(D)$. Then we have
(21) $\int_{\partial D} M(x, z) \mu(d z)=\sum_{n=2}^{n_{0}} \int_{\partial D \cap A_{n}} M(x, z) \mu(d z)+\int_{\partial D \cap B_{1}} M(x, z) \mu(d z)$.

If $z \in B_{1}$ then $|z-Q|<2|x-Q|$, which implies

$$
\frac{1}{t}|x-Q| \leq \delta_{x} \leq|x-z| \leq|z-Q|+|x-Q| \leq 3|x-Q|
$$

From Corollary 3.3 we get $c M(x, Q) \leq M(x, z) \leq C M(x, Q)$, so

$$
\inf _{z \in B_{1}} M(x, z) \leq a_{1}=\sup _{z \in B_{1}} M(x, z) \leq C c^{-1} \inf _{z \in B_{1}} M(x, z)
$$

Therefore we obtain

$$
\begin{equation*}
c a_{1} \mu\left(B_{1}\right) \leq \int_{\partial D \cap B_{1}} M(x, z) \mu(d z) \leq C a_{1} \mu\left(B_{1}\right) \tag{22}
\end{equation*}
$$

Now let $z \in A_{n}$. We have

$$
\begin{aligned}
(1 / 4) \cdot 2^{n}|x-Q| & \leq\left((1 / 2) \cdot 2^{n}-1\right)|x-Q| \leq|z-Q|-|x-Q| \\
& \leq|x-z| \leq|x-Q|+|z-Q| \leq 2 \cdot 2^{n}|x-Q|
\end{aligned}
$$

Therefore, if also $z^{\prime} \in A_{n}$, then $\left|x-z^{\prime}\right| / 8 \leq|x-z| \leq 8\left|x-z^{\prime}\right|$, so, by Corollary $3.3, \operatorname{cM}\left(x, z^{\prime}\right) \leq M(x, z) \leq C M\left(x, z^{\prime}\right)$ and

$$
\inf _{z \in A_{n}} M(x, z) \leq a_{n}=\sup _{z \in A_{n}} M(x, z) \leq C c^{-1} \inf _{z \in A_{n}} M(x, z)
$$

Thus we obtain

$$
\begin{equation*}
c a_{n} \mu\left(A_{n}\right) \leq \int_{\partial D \cap A_{n}} M(x, z) \mu(d z) \leq C a_{n} \mu\left(A_{n}\right) . \tag{23}
\end{equation*}
$$

Combining (21), (22) and (23) we see that

$$
\begin{align*}
c\left(\sum_{n=2}^{n_{0}} a_{n} \mu\left(A_{n}\right)+a_{1} \mu\left(B_{1}\right)\right) & \leq \int_{\partial D} M(x, z) \mu(d z)  \tag{24}\\
& \leq C\left(\sum_{n=2}^{n_{0}} a_{n} \mu\left(A_{n}\right)+a_{1} \mu\left(B_{1}\right)\right)
\end{align*}
$$

Now define $b_{n}=\sup _{k \geq n} a_{k}, n \geq 1$. Obviously, $b_{n} \geq a_{n}$. Let $z^{\prime} \in A_{n}$ and $z \in A_{k}, k>n$. Then

$$
\left|x-z^{\prime}\right| \leq\left|z^{\prime}-Q\right|+|x-Q| \leq 2 \cdot 2^{n}|x-Q|
$$

and

$$
|x-z| \geq|z-Q|-|x-Q| \geq\left(2^{n}-1\right)|x-Q| \geq(1 / 2) \cdot 2^{n}|x-Q|
$$

so $\left|x-z^{\prime}\right| \leq 4|x-z|$. From Corollary 3.3 we obtain $M(x, z) \leq C M\left(x, z^{\prime}\right)$. This implies that $a_{k} \leq C a_{n}$ for $k>n$, so $b_{n} \leq C a_{n}$, which means that $b_{n} / C \leq a_{n} \leq b_{n}, n \geq 1$. Combining this with (24) we obtain

$$
\begin{align*}
c\left(\sum_{n=2}^{n_{0}} b_{n} \mu\left(A_{n}\right)+b_{1} \mu\left(B_{1}\right)\right) & \leq \int_{\partial D} M(x, z) \mu(d z)  \tag{25}\\
& \leq C\left(\sum_{n=2}^{n_{0}} b_{n} \mu\left(A_{n}\right)+b_{1} \mu\left(B_{1}\right)\right) \\
& =C\left(\sum_{n=2}^{n_{0}} b_{n}\left(\mu\left(B_{n}\right)-\mu\left(B_{n-1}\right)\right)+b_{1} \mu\left(B_{1}\right)\right) \\
& =C\left(\sum_{n=2}^{n_{0}}\left(b_{n-1}-b_{n}\right) \mu\left(B_{n}\right)+b_{n_{0}} \mu\left(B_{n_{0}}\right)\right)
\end{align*}
$$

and the same estimate holds with $\mu$ replaced with $\nu$. By definition, $\left(b_{n-1}-b_{n}\right)$ is nonnegative. Thus we obtain

$$
\begin{aligned}
u(x) & =\int_{\partial D} M(x, z) \mu(d z) \\
& \leq C\left(\sum_{n=2}^{n_{0}}\left(b_{n-1}-b_{n}\right) \frac{\mu\left(B_{n}\right)}{\nu\left(B_{n}\right)} \nu\left(B_{n}\right)+b_{n_{0}} \frac{\mu\left(B_{n_{0}}\right)}{\nu\left(B_{n_{0}}\right)} \nu\left(B_{n_{0}}\right)\right) \\
& \leq C \sup _{r>0} \frac{\mu(B(Q, r))}{\nu(B(Q, r))}\left(\sum_{n=2}^{n_{0}}\left(b_{n-1}-b_{n}\right) \nu\left(B_{n}\right)+b_{n_{0}} \nu\left(B_{n_{0}}\right)\right) \\
& \leq C \sup _{r>0} \frac{\mu(B(Q, r))}{\nu(B(Q, r))} \int_{\partial D} M(x, z) \nu(d z)=C \sup _{r>0} \frac{\mu(B(Q, r))}{\nu(B(Q, r))} v(x),
\end{aligned}
$$

and similarly,

$$
u(x) \geq c \inf _{r>0} \frac{\mu(B(Q, r))}{\nu(B(Q, r))} v(x)
$$

which had to be shown.
Proof of Theorem 4.2. Let $\varepsilon>0$. Define $d \tilde{\mu}=|f(\cdot)-f(Q)| d \nu+d \mu_{s}$. Then we have

$$
\begin{align*}
\left|\frac{u(x)}{v(x)}-f(Q)\right| \leq & \frac{\int_{\partial D} M(x, z) d \tilde{\mu}(d z)}{v(x)}  \tag{26}\\
= & \frac{\int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} M(x, z) d \tilde{\mu}(d z)}{v(x)} \\
& \quad+\frac{\left.\int_{\partial D} M(x, z) d \tilde{\mu}\right|_{B(Q, \varepsilon)}(d z)}{\int_{\partial D} M(x, z) \nu(d z)}
\end{align*}
$$

where $\left.\tilde{\mu}\right|_{B(Q, \varepsilon)}$ denotes the truncation of $\tilde{\mu}$ to $B(Q, \varepsilon)$. Since $|f(\cdot)-f(Q)| \in$ $L^{1}(\nu)$, applying Lemma 4.3 and Remark 2 to the measures $\tilde{\mu}$ and $\nu$, we obtain

$$
\lim _{x \rightarrow Q} \frac{\int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} M(x, z) \tilde{\mu}(d z)}{v(x)}=0 .
$$

Hence, applying Lemma 4.5 to the measures $\left.\tilde{\mu}\right|_{B(Q, \varepsilon)}$ and $\nu$, using (26) we get

$$
\begin{aligned}
\limsup _{x \rightarrow Q}\left|\frac{u(x)}{v(x)}-f(Q)\right| & \leq \limsup _{x \rightarrow Q} \frac{\left.\int_{\partial D} M(x, z) \tilde{\mu}\right|_{B(Q, \varepsilon)}(d z)}{\int_{\partial D} M(x, z) \nu(d z)} \\
& \leq C \sup _{r>0} \frac{\left.\int_{\partial D \cap B(Q, r)} \tilde{\mu}\right|_{B(Q, \varepsilon)}(d z)}{\nu(B(Q, r))} \\
& =C \sup _{r \leq \varepsilon} \frac{\int_{\partial D \cap B(Q, r)}\left(|f(z)-f(Q)| \nu(d z)+\mu_{s}(d z)\right)}{\nu(B(Q, r))}
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$ and using (19) we obtain the desired result.

Example 1. Take $D=B(0,1)$ and $x_{0}=0$. In this case

$$
M(x, z)=C\left(1-|x|^{2}\right)^{\alpha / 2} /|x-z|^{d}
$$

(see [9, Example 1]). Take $z_{1}, z_{2} \in \partial D, z_{1} \neq z_{2}$, and let $\mu, \nu$ be probabilistic measures concentrated at $z_{1}, z_{2}$ respectively. Then

$$
u(x) / v(x)=\left|x-z_{2}\right|^{d} /\left|x-z_{1}\right|^{d}
$$

so we see that $\lim _{x \rightarrow Q} u(x) / v(x)=\left|Q-z_{2}\right|^{d} /\left|Q-z_{1}\right|^{d}<\infty$ if $Q \neq z_{1}$, but $\lim _{x \rightarrow z_{1}} u(x) / v(x)=\infty$. Hence, by Theorem 4.2, the convergence holds for $\nu$-almost every point $Q \in \partial D$ but not everywhere.

## 5. The case of the surface measure

In this section we consider the case when $\nu=\sigma$, the $(d-1)$-dimensional Hausdorff measure on $\partial D$. For this measure we denote the function $v$ by $N$, i.e.,

$$
N(x)=\int_{\partial D} M(x, z) \sigma(d z)
$$

We consider the most interesting case when $\mu$ is absolutely continuous with respect to $\sigma$, i.e., $d \mu=f d \sigma, f \in L^{1}(\partial D, \sigma)$. This case was investigated for $C^{1,1}$ domains in [12] and some sharp results were obtained in this paper. In particular, from [12, Theorem 3.2 and 4.3] we deduce that $\lim _{x \rightarrow Q} \delta_{x} N(x) / G_{D}\left(x_{0}, x\right) \in(0, \infty)$, so Lemma 4.4 holds for all $Q \in \partial D$. Hence the condition $\lim _{x \rightarrow Q} v(x) / G_{D}\left(x_{0}, x\right)=\infty$ in Theorem 4.1 holds for all $Q \in \partial D$.

On $\partial D, \sigma$ is a natural substitute of the $(d-1)$-dimensional Lebesgue measure. This is why we are able to describe how Theorem 4.2 depends on the geometry of $\partial D$. We will also exhibit some phenomena that are different from those in smooth domains.

We use the following property of $\sigma$, called Ahlfors regular condition: There exist constants $r_{0}=r_{0}(D, d), c=c(D, d)$ and $C=C(D, d)$ such that for every $z \in \partial D$ and $r \leq r_{0}$,

$$
\begin{aligned}
c r^{d-1} & \leq c \sigma(\partial D \cap(B(z, r) \backslash B(z, r / 2))) \leq \sigma(\partial D \cap B(z, r)) \\
& \leq C \sigma(\partial D \cap(B(z, r) \backslash B(z, r / 2))) \leq C r^{d-1}
\end{aligned}
$$

We begin with a technical lemma.
Lemma 5.1. For $r, t>0$ define the function $F_{t}(r)$ by

$$
F_{t}(r)= \begin{cases}\frac{1}{r^{t-d+1}}, & t-d+1>0 \\ 1, & t-d+1<0 \\ |\ln r|+1, & t-d+1=0\end{cases}
$$

Then there exist constants $c=c(D, d, t), C=C(D, d, t)$ such that for every $x \in D$ we have

$$
\begin{equation*}
c F_{t}\left(\delta_{x}\right) \leq \int_{\partial D} \frac{\sigma(d z)}{|x-z|^{t}} \leq C F_{t}\left(\delta_{x}\right) \tag{27}
\end{equation*}
$$

Furthermore, if $Q \in \partial D$ and $\operatorname{diam}(D) / 2 \geq \varepsilon \geq 2|x-Q|$, then

$$
\begin{equation*}
c F_{t}(\varepsilon) \leq \int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} \frac{\sigma(d z)}{|x-z|^{t}} \leq C F_{t}(\varepsilon) \tag{28}
\end{equation*}
$$

Proof. First we prove (28). We set $B_{n}=B\left(Q, 2^{n} \varepsilon\right)$ and $A_{n}=B_{n} \backslash B_{n-1}$. Let $n_{0}$ be the largest index for which $r=2^{n_{0}} \varepsilon \leq r_{0}$. Then we have

$$
\begin{equation*}
\int_{\partial D \cap\{|z-Q| \geq \varepsilon\}} \frac{\sigma(d z)}{|x-z|^{t}}=\sum_{n=0}^{n_{0}} \int_{\partial D \cap A_{n}} \frac{\sigma(d z)}{|x-z|^{t}}+\int_{\partial D \backslash B(Q, r)} \frac{\sigma(d z)}{|x-z|^{t}} \tag{29}
\end{equation*}
$$

We may assume that $\varepsilon<r_{0} / 2$. Then $|x-Q| \leq r_{0} / 4$, so

$$
\operatorname{diam}(D) / 2 \geq|x-z| \geq|z-Q|-|x-Q| \geq r_{0} / 4
$$

Hence we get

$$
\begin{equation*}
c \leq \int_{\partial D \backslash B(Q, r)} \frac{\sigma(d z)}{|x-z|^{t}} \leq C \tag{30}
\end{equation*}
$$

where $c, C$ depend on $D, d, t$.
If $z \in \partial D \cap A_{n}$ then $(1 / 2) \cdot 2^{n} \varepsilon \leq|z-Q| \leq 2^{n} \varepsilon$. Since $|x-Q| \leq \varepsilon / 2$, we get $(1 / 4) \cdot 2^{n} \varepsilon \leq|x-z| \leq 2 \cdot 2^{n} \varepsilon$. Since $c\left(2^{n} \varepsilon\right)^{d-1} \leq \sigma\left(\partial D \cap A_{n}\right) \leq C\left(2^{n} \varepsilon\right)^{d-1}$, we obtain

$$
\begin{equation*}
c \sum_{n=0}^{n_{0}}\left(2^{n} \varepsilon\right)^{d-1-t} \leq \sum_{n=0}^{n_{0}} \int_{\partial D \cap A_{n}} \frac{\sigma(d z)}{|x-z|^{t}} \leq C \sum_{n=0}^{n_{0}}\left(2^{n} \varepsilon\right)^{d-1-t} \tag{31}
\end{equation*}
$$

If $t-d+1>0$ then

$$
\varepsilon^{d-1-t} \leq \sum_{n=0}^{n_{0}}\left(2^{n} \varepsilon\right)^{d-1-t} \leq \varepsilon^{d-1-t} \sum_{n=0}^{\infty}\left(2^{n}\right)^{d-1-t}=C \varepsilon^{d-1-t}
$$

which, combined with (29) and (30), gives (28).
By the definition of $n_{0}$ we have $r_{0} / 2 \leq 2^{n_{0}} \varepsilon \leq r_{0}$. Hence if $t-d+1<0$ then

$$
\begin{aligned}
\left(r_{0} / 2\right)^{d-1-t} & \leq\left(2^{n_{0}} \varepsilon\right)^{d-1-t} \leq \sum_{n=0}^{n_{0}}\left(2^{n} \varepsilon\right)^{d-1-t}=\varepsilon^{d-1-t} \frac{2^{\left(n_{0}+1\right)(d-1-t)}-1}{2^{d-1-t}-1} \\
& \leq C\left(2^{n_{0}} \varepsilon\right)^{d-1-t} \leq C r_{0}^{d-1-t}
\end{aligned}
$$

which again gives (28).
Finally, if $t-d+1=0$ then $\sum_{n=0}^{n_{0}}\left(2^{n} \varepsilon\right)^{d-1-t}=n_{0}+1$. Since $r_{0} / 2 \leq 2^{n_{0}} \varepsilon \leq$ $r_{0}$ we see that $c(|\ln (1 / \varepsilon)|+1) \leq n_{0} \leq C(|\ln (1 / \varepsilon)|+1)$. This completes the proof of (28).

We now prove (27). For any $x \in D$ we can find $Q=Q(x) \in \partial D$ such that $\delta_{x}=|x-Q|$. We have

$$
\int_{\partial D} \frac{\sigma(d z)}{|x-z|^{t}}=\int_{\partial D \cap\left\{|z-Q| \geq 2 \delta_{x}\right\}} \frac{\sigma(d z)}{|x-z|^{t}}+\int_{\partial D \cap\left\{|z-Q|<2 \delta_{x}\right\}} \frac{\sigma(d z)}{|x-z|^{t}}
$$

Now, using (28) with $\varepsilon=2 \delta_{x}$, we see that

$$
c F_{t}\left(\delta_{x}\right) \leq \int_{\partial D \cap\left\{|z-Q| \geq 2 \delta_{x}\right\}} \frac{\sigma(d z)}{|x-z|^{t}} \leq C F_{t}\left(\delta_{x}\right)
$$

We may assume that $2 \delta_{x} \leq r_{0}$, which gives $c\left(\delta_{x}\right)^{d-1} \leq \sigma\left(\partial D \cap B\left(Q, 2 \delta_{x}\right)\right) \leq$ $C\left(\delta_{x}\right)^{d-1}$. If $|z-Q|<2 \delta_{x}$ then $\delta_{x} \leq|x-z| \leq 4 \delta_{x}$ and we obtain

$$
c\left(\delta_{x}\right)^{d-1-t} \leq \int_{\partial D \cap\left\{|z-Q|<2 \delta_{x}\right\}} \frac{\sigma(d z)}{|x-z|^{t}} \leq C\left(\delta_{x}\right)^{d-1-t} .
$$

If $t-d+1>0$ then $\left(\delta_{x}\right)^{d-1-t}=F_{t}\left(\delta_{x}\right)$; otherwise $0 \leq \delta_{x} \leq(\operatorname{diam}(D))^{d-1-t}$. This completes the proof of the lemma.

The next lemma describes the set of points $Q$ for which the assumption of Lemma 4.3 holds.

LEMmA 5.2. Assume that for $Q$ and some $r>0$ there exists a covering bounded cone $\widetilde{\Gamma}_{r}$ with its vertex at $Q$ and characteristics $\widetilde{\beta} \geq(\alpha-1) / 2$. Let $N(x)=\int_{\partial D} M(x, z) \sigma(d z)$. Then $\lim _{x \rightarrow Q} N(x) / G_{D}\left(x, x_{0}\right)=\infty$.

Proof. Let $|z-Q| \geq 2|x-Q|$. Then $|z-Q| \leq|x-z|+|x-Q| \leq$ $|x-z|+|z-Q| / 2$, so $|z-Q| \leq 2|x-z|$. Applying Lemma 3.4 and using (28) with $\varepsilon=2|x-Q|$ we get

$$
\begin{aligned}
N(x) & \geq \int_{\partial D \cap\{|z-Q| \geq 2|x-Q|\}} M(x, z) \sigma(d z) \\
& \geq c G_{D}\left(x, x_{0}\right) \int_{\partial D \cap\{|z-Q| \geq 2|x-Q|\}} \frac{\sigma(d z)}{|x-z|^{d-\alpha+2 \widetilde{\beta}}} \\
& \geq c G_{D}\left(x, x_{0}\right) F_{d-\alpha+2 \widetilde{\beta}}(|x-Q|) .
\end{aligned}
$$

If $\widetilde{\beta} \geq(\alpha-1) / 2$ then $\lim _{x \rightarrow Q} F_{d-\alpha+2 \widetilde{\beta}}(|x-Q|)=\infty$, which completes the proof.

As an immediate consequence of Lemma 5.2 and Theorem 4.1 we obtain the following result:

Theorem 5.3. Let $u(x)=\int_{\partial D} M(x, z) \mu(d z), N(x)=\int_{\partial D} M(x, z) \sigma(d z)$. Assume that $d \mu=f d \sigma$ and that $f$ is continuous at $Q \in \partial D$. Suppose further
that for some $r>0$ there exists a covering cone $\widetilde{\Gamma}_{r}$ with vertex at $Q$ and characteristics $\widetilde{\beta} \geq(\alpha-1) / 2$. Then

$$
\lim _{x \rightarrow Q} \frac{u(x)}{N(x)}=f(Q)
$$

Remark 3. If $\alpha \leq 1$ then, obviously, $\widetilde{\beta}>(\alpha-1) / 2$. If $\alpha>1$ and $d=2$ we have again $\widetilde{\beta}>(\alpha-1) / 2$ (see [20]). In these cases Theorem 5.3 holds for every $Q \in \partial D$.

Remark 4. Assume that there exists a hyperplane tangent to $\partial D$ at $Q$. Recall that a half-space has characteristics $\beta=\alpha / 2$. Furthermore, $\beta$ is a continuous function of $\gamma$ (see [25, Theorem 3.2]). It follows that for sufficiently small $r>0$ a covering bounded cone $\widetilde{\Gamma}_{r}$ exists for $\widetilde{\beta}$ close to $\alpha / 2>(\alpha-1) / 2$. Therefore, Theorem 5.3 holds for such points $Q$ in the case when $\alpha>1$ and $d \geq 3$. On the other hand, a Lipschitz function is differentiable almost everywhere (by Rademacher's theorem). Hence the set of such points $Q$ is of full measure $\sigma$.

REMARK 5. If $D$ is a $C^{1,1}$ domain, then a tangent hyperplane exists for every $Q \in \partial D$, so Theorem 5.3 holds regardless of $\alpha$, which confirms [12, Theorem 4.2].

The condition $\widetilde{\beta} \geq(\alpha-1) / 2$ is essential and cannot be omitted in general, as the following example shows.

Example 2. We construct an example of a domain $D$, a point $Q \in \partial D$, and a function $f$ continuous on $\partial D$ such that $u(x) / N(x)$ does not tend to $f(Q)$ as $x \rightarrow Q$ nontangentially. This shows a difference between Lipschitz domains and $C^{1,1}$ domains.

We take an unbounded cone $V$ with its vertex at $Q$ and characteristics $\beta$, and let $B_{V}$ be a $C^{1,1}$ domain such that

$$
(B(0,3 / 2) \backslash B(0,1 / 16)) \cap V \subset B_{V} \subset(B(0,2) \backslash B(0,1 / 32)) \cap V
$$

We notice that the choice of $B_{V}$ depends only on $d$ and $\gamma$. Next we take $D=B_{V} \cup(V \cap B(0,1 / 16))$. From [25, Lemma 3.4] we have for all $x \in D$

$$
\begin{equation*}
c \delta_{x}^{\alpha / 2}|x-Q|^{\beta-\alpha / 2} \leq \phi(x) \leq C \delta_{x}^{\alpha / 2}|x-Q|^{\beta-\alpha / 2} \tag{32}
\end{equation*}
$$

where $c=c(d, \alpha, \beta), C=C(d, \alpha, \beta)$.
If $x \rightarrow Q$ nontangentially, then $|x-Q| \leq C_{0}|x-z|$ for some $C_{0}$. Hence, by the definition of $A_{z,|x-z|}$, we have

$$
\begin{align*}
\kappa|x-z| & \leq \delta_{A_{z,|x-z|}} \leq\left|A_{z,|x-z|}-Q\right|  \tag{33}\\
& \leq\left|A_{z,|x-z|}-z\right|+|z-x|+|x-Q| \\
& \leq 2|x-z|+|x-Q| \leq\left(2+C_{0}\right)|x-z|
\end{align*}
$$

Therefore, from (32) and (33) we obtain $c|x-z|^{\beta} \leq \phi\left(A_{z,|x-z|}\right) \leq C|x-z|^{\beta}$. Combining this with (7), we see that

$$
\begin{equation*}
c \int_{\partial D} \frac{\phi(x) \sigma(d z)}{|x-z|^{d-\alpha+2 \beta}} \leq N(x) \leq C \int_{\partial D} \frac{\phi(x) \sigma(d z)}{|x-z|^{d-\alpha+2 \beta}} . \tag{34}
\end{equation*}
$$

Let $\alpha>1$. Assume that $D$ is 'wide'; more precisely, let $\beta<(\alpha-1) / 2$. It is possible to find such $\beta$ for $d \geq 3$ as $\beta \rightarrow 0$ if $\gamma \rightarrow \pi$ (see [25, Theorem 3.2]). Then from Lemma 5.1 and (34) we obtain $c \phi(x) \leq N(x) \leq C \phi(x)$, so we see that the assumption of Lemma 4.3 is not satisfied.

Now let $f>0$ on $\partial D \backslash\{Q\}$ and $f(Q)=0$. Then we get

$$
\begin{aligned}
u(x) & =\int_{\partial D} M(x, z) f(z) \sigma(d z) \geq c \int_{\partial D} \frac{f(z) \phi(x) \sigma(d z)}{\phi^{2}\left(A_{z,|x-z|}\right)|x-z|^{d-\alpha}} \\
& \geq C \phi(x) \int_{\partial D} f(z) \sigma(d z) \geq C \phi(x)
\end{aligned}
$$

since $\phi\left(A_{z,|x-z|}\right)$ and $|x-z|$ are bounded for every $x \in D$ and $z \in \partial D$. Hence we obtain $u(x) / N(x) \geq C>0$, so $u(x) / N(x)$ does not tend to $f(Q)$.

We conclude this section with a theorem which deals with general measures that are absolutely continuous with respect to $\sigma$ and which generalizes the results of [12, Theorem 4.2].

Theorem 5.4. Let $u(x)=\int_{\partial D} M(x, z) \mu(d z), N(x)=\int_{\partial D} M(x, z) \sigma(d z)$. Assume that $d \mu=f d \sigma$. Then

$$
\lim _{x \rightarrow Q} \frac{u(x)}{N(x)}=f(Q)
$$

for almost every $Q \in \partial D$ with respect to $\sigma$ as $x \rightarrow Q$ nontangentially. More precisely, if $Q$ is a Lebesgue point of $f$ and for some $r>0$ there exists a covering cone $\widetilde{\Gamma}_{r}$ with its vertex at $Q$ and characteristics $\widetilde{\beta} \geq(\alpha-1) / 2$ then the convergence holds.

Proof. $Q$ is a Lebesgue point of $f$ if

$$
\lim _{\varepsilon \rightarrow 0} \frac{\int_{\partial D \cap B(Q, \varepsilon)}|f(z)-f(Q)| \sigma(d z)}{\sigma(B(Q, \varepsilon))}=0
$$

so the theorem follows directly from Lemma 5.2 and Theorem 4.2.
Acknowledgements. The authors are grateful to Prof. K. Bogdan for introducing them into the subject and for many helpful discussions on the paper. The authors are also grateful to the referee for helpful comments on the paper.

## References

[1] R. Bañuelos and K. Bogdan, Symmetric stable processes in cones, preprint, 2003.
[2] R. Bañuelos and C. N. Moore, Probabilistic behavior of harmonic functions, Progress in Mathematics, vol. 175, Birkhäuser Verlag, Basel, 1999. MR 2001j:31003
[3] R. F. Bass, Probabilistic techniques in analysis, Probability and its Applications (New York), Springer-Verlag, New York, 1995. MR 96e:60001
[4] R. F. Bass and K. Burdzy, A probabilistic proof of the boundary Harnack principle, Seminar on Stochastic Processes, 1989 (San Diego, CA, 1989), Progr. Probab., vol. 18, Birkhäuser Boston, Boston, MA, 1990, pp. 1-16. MR 92c:60106
[5] A. S. Besicovitch, A general form of the covering principle and relative differentiation of additive functions. II, Proc. Cambridge Philos. Soc. 42 (1946), 1-10. MR 7,281e
[6] R. M. Blumenthal and R. K. Getoor, Markov processes and potential theory, Pure and Applied Mathematics, Vol. 29, Academic Press, New York, 1968. MR 41 \#9348
[7] R. M. Blumenthal, R. K. Getoor, and D. B. Ray, On the distribution of first hits for the symmetric stable processes., Trans. Amer. Math. Soc. 99 (1961), 540-554. MR 23 \#A4179
[8] K. Bogdan, The boundary Harnack principle for the fractional Laplacian, Studia Math. 123 (1997), 43-80. MR 98g:31005
[9] , Representation of $\alpha$-harmonic functions in Lipschitz domains, Hiroshima Math. J. 29 (1999), 227-243. MR 2001a:31011
[10] K. Bogdan and T. Byczkowski, Potential theory for the $\alpha$-stable Schrödinger operator on bounded Lipschitz domains, Studia Math. 133 (1999), 53-92. MR 99m:31010
[11] , Probabilistic proof of boundary Harnack principle for $\alpha$-harmonic functions, Potential Anal. 11 (1999), 135-156. MR 2001a:60089
[12] K. Bogdan and B. Dyda, Relative Fatou theorem for harmonic functions of rotation invariant stable processes in smooth domains, Studia Math. 157 (2003), 83-96. MR 1 980119
[13] K. Bogdan, T. Kulczycki, and A. Nowak, Gradient estimates for harmonic and $q$ harmonic functions of symmetric stable processes, Illinois J. Math. 46 (2002), 541-556. MR 2004b:60188
[14] K. Bogdan, A. Stós, and P. Sztonyk, Potential theory for Lévy stable processes, Bull. Polish Acad. Sci. Math. 50 (2002), 361-372. MR 2003m:60125
[15] L. Carleson, Selected problems on exceptional sets, Van Nostrand Mathematical Studies, No. 13, D. Van Nostrand Co., Inc., Princeton, N.J.-Toronto, Ont.-London, 1967. MR $37 \# 1576$
[16] Z.-Q. Chen and R. Song, Estimates on Green functions and Poisson kernels for symmetric stable processes, Math. Ann. 312 (1998), 465-501. MR 2000b:60179
[17] J. L. Doob, A relativized Fatou theorem, Proc. Nat. Acad. Sci. U.S.A. 45 (1959), 215-222. MR 21 \#5822
[18] , Classical potential theory and its probabilistic counterpart, Grundlehren der Mathematischen Wissenschaften, vol. 262, Springer-Verlag, New York, 1984. MR 85k:31001
[19] T. Jakubowski, The estimates for the Green function in Lipschitz domains for the symmetric stable processes, Probab. Math. Statist. 22 (2002), 419-441. MR 2004g:60069
[20] , Problème de Dirichlet pour les fonctions $\alpha$-harmoniques sur les domaines coniques, preprint, 2003.
[21] P. Kim, Relative Fatou's theorem for $\left.(-\Delta)^{\alpha / 2}\right)$-harmonic function in $\kappa$-fat open set, preprint, 2004.
[22] T. Kulczycki, Properties of Green function of symmetric stable processes, Probab. Math. Statist. 17 (1997), 339-364. MR 98m:60119
[23] N. S. Landkof, Foundations of modern potential theory, Springer-Verlag, New York, 1972. MR $50 \# 2520$
[24] P. J. Méndez-Hernández, Exit times from cones in $\mathbf{R}^{n}$ of symmetric stable processes, Illinois J. Math. 46 (2002), 155-163. MR 2003i:60070
[25] K. Michalik, Sharp estimates of the Green function, Poisson kernel and Martin kernel of cones for symmetric stable processes, preprint, 2003.
[26] R. Song and J.-M. Wu, Boundary Harnack principle for symmetric stable processes, J. Funct. Anal. 168 (1999), 403-427. MR 2001b:60092
[27] E. M. Stein, Singular integrals and differentiability properties of functions, Princeton Mathematical Series, No. 30, Princeton University Press, Princeton, N.J., 1970. MR 44 \#7280
[28] P. Sztonyk, On harmonic measure for Lévy processes, Probab. Math. Statist. 20 (2000), 383-390. MR 2002c:60126
[29] J. M. Wu, Comparisons of kernel functions, boundary Harnack principle and relative Fatou theorem on Lipschitz domains, Ann. Inst. Fourier (Grenoble) 28 (1978), 147167 , vi. MR 80g:31005
[30] , Harmonic measures for symmetric stable processes, Studia Math. 149 (2002), 281-293. MR 2003f:60139

Institute of Mathematics, Wroceaw University of Technology, Wyb. Wyspiańskiego 27, 50-370 Wroceaw, Poland

E-mail address, K. Michalik: michalik@im.pwr.wroc.pl
E-mail address, M. Ryznar: ryznar@im.pwr.wroc.pl


[^0]:    Received December 19, 2003; received in final form May 7, 2004.
    2000 Mathematics Subject Classification. Primary 31B25, 60J45.
    Partially supported by KBN grant 2P03A 04122 and RTN Harmonic Analysis and Related Problems contract HPRN-CT-2001-00273-HARP.

