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HOT-SPOTS FOR CONDITIONED BROWNIAN MOTION

RODRIGO BANUELOS AND PEDRO J. MENDEZ-HERNANDEZ

In memory of Joseph Leo Doob,
with the greatest respect and admiration

ABSTRACT. Let D be a bounded domain in the plane which is symmet-
ric and convex with respect to both coordinate axes. We prove that
the Brownian motion conditioned to remain forever in D, the Doob h-
process where h is the ground state Dirichlet eigenfunction in D, has
the “hot-spots” property. That is, the first non-constant eigenfunction
corresponding to the semigroup of this process with its nodal line on
one of the coordinate axes attains its maximum and minimum on the
boundary and only on the boundary of the domain. This is the ex-
act analogue for conditioned Brownian motion of the result in [14] for
Neumann eigenfunctions.

1. Introduction

The hot-spots conjecture, often also referred to as the hot-spots property,
was formulated by J. Rauch in 1974. It asserts that the maximum and the
minimum of the first non-constant Neumann eigenfunction for bounded do-
mains in R™ are attained on the boundary and only on the boundary of the
domain. The first general results on this conjecture, outside of domains where
the eigenfunctions can be explicitly written down (such as balls, rectangles,
etc., and products of these with other bounded domains, see [15]), were ob-
tained in [4]. That paper also contains various precise formulations of the
conjecture. The conjecture has generated a lot of interest for many years,
especially since the appearance of [4]. Counterexamples for arbitrary planar
domains exist. The conjecture is widely believed to be true for all bounded
planar convex domains but it is open even for arbitrary triangles. We refer
the reader to [5] and [7] for some of this literature and for a reformulation of
the conjecture in terms of mixed Dirichlet—Neumann eigenfunctions, and to
[10] for an example of a planar domain with one hole where the conjecture
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fails. Further references to the recent literature on the hot—spots problem are
contained in these papers.

Motivated by this conjecture and the intuition that for smooth bounded
convex domains the Brownian motion conditioned to remain forever in the
domain, the Doob h-process corresponding to the ground state eigenfunction
for the Dirichlet problem, behaves similar to reflected Brownian motion near
the boundary (see [6]), it was conjectured in [3] that the conditioned Brownian
motion on any convex domains also has the hot-spots property. More precisely,
if TtD is the semigroup of Brownian motion conditioned to remain forever in
the domain D, and W is its first non-constant eigenfunction, then ¥ takes its
maximum and minimum on, and only on, the boundary of D. The purpose
of this paper is to prove this conjecture for planar domains which are strictly
convex in each variable and symmetric with respect to both coordinate axes.
This is done by proving inequalities for ratios of survival time probabilities
along the lines of those obtained in [8] and [22]. Our results parallel those
proved by Jerison and Nadirashvili in [14] for the Rauch conjecture.

Before stating our results, we make the above statements more precise. Let
D be a bounded domain in R2. For any positive superharmonic function h
in D the Doob h-Brownian motion in D is the strong Markov process with
transition densities given by

h(w
PP () = P ) .
where z is the starting point and w is the ending point and pP(z,w) is the
transition density of the Brownian motion killed upon leaving the domain
D. Locally, this process behaves like “ordinary” Brownian motion but its
long term behavior is influenced by the superharmonic function h. These
processes were introduced by Doob in his seminal paper [13], where he used
them to study the boundary behaviour of harmonic functions. The behav-
ior of these processes and their many connections and applications to various
areas of probability, analysis, geometry and PDE, have been the subject of
countless papers for many years. We refer the reader to [3] and [12] where
many connections related to the survival time probabilities of these processes
are discussed. In particular, [3] discusses connections to “intrinsic ultraconc-
tractivity,” the boundary Harnack principle, hyperbolic and quasi—hyperbolic
geometry, logarithmic Sobolev inequalities, and it contains many references
to these topics. In this paper we are interested in the case when the positive
superharmonic function h is 1, the ground state Dirichlet eigenfunction of
—%A in the domain D corresponding to the smallest eigenvalue A;. Since
1 vanishes on the boundary, the process, while it approaches the boundary,
never really reaches it. For this reason this Doob h-process is frequently called
“Brownian motion conditioned to remain forever in D.” The semigroup TtD of
this process on L?(D,du), where du = ¢?dz (we normalize 1 by [|p1]l2 = 1),
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is given by
TP1(:) = [ PG fuw)dutw),
where D
- etp (2, w
Pz w) = W),
p1(2)e1(w)
and its generator is
1 Vi,
1.1 L==-A+ Ava
(L) 2 ¥1

If {\1, A2, As,...} and {p1, @2, @3, ...} are the eigenvalues and eigenfunc-
tions for —3A with Dirichlet boundary conditions, then {0, Aa — A1, A3 —
Aty... ) and {1, 92/p1, @3/¢1, ...} are the eigenvalues and eigenfunctions
for —L in D. That is, for any bounded domain D C R? [21],

(1.2) L(%):_@fqg<%>.

If, in addition, the domain has some boundary smoothness, these eigenfunc-
tions satisfy the Neumann boundary condition. For instance, this is the case
if the domain has piecewise smooth boundary. That is, it follows from [20]
that

0
(1.3) <W>Q

on \¢1
for all points on the boundary of D where D is smooth. Here, and for the
rest of the paper, 2 is the outer normal derivative on the boundary of D.

n
We will say that 0D is piecewise smooth if, with the exception of perhaps

a finite number of points, every boundary point has a neighborhood where
the boundary is at least C2. For example, a polygon has piecewise smooth
boundary. Of course, (1.3) may hold under much weaker conditions than
piecewise smooth boundary but in this paper we are not really interested in
smoothness “per se” but rather in the convexity properties of D. Indeed,
smoothness is only used in Corollary 1.1 to give the exact location of the max
and min. The following conjecture was first formulated in [3]; it appears there
as Problem 10.

CONJECTURE 1.1. Suppose D is a bounded convex domain in R?. Then
D has the hot—spots property for Brownian motion conditioned to remain
forever in D. More precisely, U(z) = pa(2)/¢1(2) attains its maximum (and
minimum) on, and only on, the boundary of D.

As explained in [5] and [7], the hot—spots conjecture of Rauch can be related
to the long term behavior of the survival time probabilities for Brownian
motion with killing and reflection. In our setting the hot-spots conjecture
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can be related to the long term behavior of the survival time probabilities of
killed Brownian motion. It is well known that for a large class of domains D,
including all bounded convex domains in any dimension,

(1.4) Jim eMpP (z,w) = @1(2)r (w),

uniformly for z,w € D; see [3] and references therein. In addition, if we let
7p be the first exit time of Brownian motion from the domain D, we have

(1.5) tlim eMPAtp >t} = gol(z)/ 1 (w)dw,

uniformly for z € D. From this we see that the functions P,{rp > ¢}
and pP(z,w) both give information on the function ;. We can also re-
late @9 to the transition densities of Brownian motion. To do this, we
recall some basic properties of nodal lines for convex domains. The set
v = {x € D: pa(x) = 0}, the closure of the set of zeros of o, is called the
nodal line (also nodal curve) of po. It is known that planar convex domains
(see [1] and [16]) do not have closed nodal lines. That is, for convex planar
domains 7 is a smooth simple curve intersecting the boundary at exactly two
points. The curve divides D into two simply connected domains, D; and Ds,
called nodal domains. We may take @2 > 0 on D1, and ¢ < 0 on Dy. When
restricted to D, ys is the ground state eigenfunction corresponding to the
smallest eigenvalue for the Dirichlet Laplacian on D;. Of course, in this case
the lowest eigenvalue for D; is just Ay. Thus we can relate w2, as before, to
the transition densities and exit time of killed Brownian motion in D;. This
gives rise to the following conjecture which parallels the problems formulated
in [7] for Brownian motion with killing and reflection.

CONJECTURE 1.2. Suppose D is a bounded convex domain in Ri. Let
D1, D5 and v be the nodal domains and nodal line as above. For z € D, and
t >0, set
Pz{Tpl > t}

Pz{TD > t} '
Then, for each ¢ > 0 arbitrarily fixed, the function ¥ attains its maximum
on, and only on, D1 \7.

(1.6) U(z2,t) =

As in the case of the Brownian motion with killing and reflection, a major
obstacle with this conjecture is our lack of understanding (for arbitrary convex
domains) of the geometry of, particularly the “location” of, the nodal line.
In this paper we prove Conjecture 1.2 when the domain is symmetric relative
to both coordinate axes. This leads to a proof of Conjecture 1.1 under the
same assumptions on the domain. In fact, our results only require symmetry
and convexity of the domain in both coordinate axes. Our result is the exact
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analogue of the hot—spots result for Neumann eigenfunctions proved by Jerison
and Nadirashvili in [14].

Let D be a bounded domain in R2. We say that D is convex with respect
to both axes if all the vertical and horizontal cross sections of D are intervals.
Note that a domain can be convex with respect to both axes without being
convex. The following result should be compared to those in [7] for Brownian
motion with killing and reflection. Set

DY =Dn{(z,y) € R*: y > 0},

D™ =Dn{(z,y) € R* : y < 0}.

THEOREM 1.1. Let D be a bounded domain in R? which is symmetric and
convex with respect to both axes.

(i) If 21 = (z,y1) € DT, 20 = (z,2) € DV and y1 < yo, then
P, {mp+ >t} < P, {mp+ >t}
P, {mp >t} P, {rp>t}’
for any t > 0. In particular, the function
P.{rp+ >t}
P, {TD > t} ’
for each t > 0 arbitrarily fized, cannot have a maximum at an interior
point of DT .
(ii) If z1 = (x1,y) € DT and 29 = (z2,y) € DT with |z2| < |x1|, then
P, {mp+ >t} < P {mp+ >t}
P, {mp>t} — P,{rp>t}’
for any t > 0.

(1.7)

U(z,t) =

(1.8)

In order to relate the above result to eigenfunctions, we need information
on the location of the nodal line. The study of the geometry of nodal curves
has been of interest for many years. We refer the reader to [1] and [16] for
some of these results. In the case of planar domains which are symmetric and
convex in both axes, as those in Theorem 1.1, L. Payne [19] proved that there
are no closed nodal curves and that there is a second eigenfunction whose
nodal line is the intersection of the domain with one of the coordinate axes.
As we will show below, Theorem 1.1 will give the following result.

THEOREM 1.2. Let D C R? be a bounded domain which is symmetric and
convex with respect to both coordinate azes. Let po be such that its nodal
line is the intersection of the x-axis with the domain. Assume without loss of
generality that s > 0 in DT and w3 <0 in D™. Set ¥ = ¢3/¢p;.

(i) If 21 = (z,y1) € DT and 23 = (z,y2) € DV with y1 < ya, then
(1.9) U(21) < U(29).
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(i) If 1 = (z,y1) € D™ and z3 = (x,y2) € D™ with y2 < y1, then
(1.10) U(z1) < U(zq).

In particular, ¥ cannot attain a mazrimum nor a minimum in the
interior of D.
(iii) If 21 = (z1,y) € DV and z3 = (x2,y) € DT with |xs| < |z1], then

(1.11) U(z) < U(z).

Using Theorem 1.2 and the boundary condition (1.3) we will proof the
following Corollary in §5.

COROLLARY 1.1.  Suppose D C R? is a bounded domain with piecewise
smooth boundary which is symmetric and convex with respect to both coordi-
nate axes and that ps is as in Theorem 1.2. Then strict inequality holds in
(1.11) unless D is a rectangle. The mazimum and minimum of ¥ on D are
achieved at the points where the y-azxis meets 0D and, except for the rectangle,
at no other points.

In [11], an example of a planar domain is given where the Neumann eigen-
function attains a maximum in the interior of the domain. It was proved in
[17] that there exists a domain D such that the nodal line of the second Dirich-
let eigenfunction 5 is closed. Thus the hot-spots property for the conditioned
Brownian motion, as stated in Conjecture (1.1), also fails in general domains.
It would be interesting to know, as in the case of the Neumann eigenfunc-
tions ([9], [10]), if in this setting there is also a domain for which both the
maximum and the minimum are attained in the interior of the domain and if
such a domain can be constructed with only one hole as was done in [10] for
the Neumann problem. We would be very surprised if this were not the case.
Also of interest would be extensions of the above results to other domains for
which the Rauch conjecture is now known, such as convex domains with only
one line of symmetry ([7], [18]), and the lipl domains studied in [2]. We note
here that the multiple integral techniques used in this paper are completely
different from the coupling techniques used in the above mentioned papers
dealing with the Neumann problem. However, we believe that coupling tech-
niques (applied to the conditioned Brownian motion) should also be explored
for this problem and that a better understanding of the “conditioned” hot—
spots property will lead to a better understanding of the “classical” hot-spots
property.

The paper is organized as follows. In §2, we state the general multiple
integral inequalities needed for the proof of Theorem 1.1 and set some nota-
tion. The proofs of the multiple integral inequalities are by induction on the
number of integrals as the arguments in, for example, [8] and [22]. However,
in all the previous works we were interested in inequalities where the starting
points were fixed and the “polarization” arguments, as complicated as they
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appear to be, were, more or less, “straightforward.” The situation here is
more complicated and great care has to be given to the many reflections that
arise. In §3, we prove the case n = 1; the general case is proved in §4. The
proofs of Theorems 1.1, 1.2 and Corollary 1.1 are given in §5. We end §5
with some results and question on “hot-spots” for Schroédinger operators of
the form Ly = —A+ V.

2. Multiple integrals

For the rest of this section we assume that D is a bounded domain which
is symmetric and convex in both axes. We may assume that D is of the form

21)  D={(xy) eR:zc(-aa),—fl2)<y< ()},

where f : [—a,a] — R* is an even, non-increasing, function on [0,a] with
f(=a) = f(a) =0, and maximum b = f(0). With this notation we also have

Dt ={(z,y) ER*:z € (—a,a),0 <y < f(z)}.

For (z,y) € R?, {1}, C (0,00), and n > 2, we define the following
functions in R?:

®y(z,y) = / pe, (21 — x, 29 — y) deidxs,
D

‘I’f(x,y) = / e, (X1 — T, 29 — y) doydas,
D+

(2, y) = / Pe, (1 — 2,22 — y) Pp_1(w1, 22) dr1d2s,
D

and
®f (z,y) = /+ pr, (21 — 2,20 — y) O} (21, 22) dr1dzs,
D
where )
2 2
pe(z,y) = Tﬂt@f(w R
Notice that for all z,y € R and all n > 1,
(2.2) Dy (z,y) = Pp(—x,y) = Pp(z, —y),
and

The main result of this section, which is used to derive the inequalities in §1,
is the following theorem.

THEOREM 2.1.  Suppose 0 < x1 < x5 and 0 < y; <yo. Then forn > 1
(2.4) (21, y2) P (w2, 91) > O (21, y1) P (22, y2),

(2.5) O (21, y2) P (w2, 51) > B;F (22, y2) P (21, 11),
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(2.6) OF (21, y2) P (2, y1) + OF (22, Y2) P (21, 1) >
OF (21,91) P (22, y2) + BF (22, 91) P (21, 2),

and

(2.7) (21,y2)Pn (22, y1) + B (21, 91) P (22, y2) >

ot
D) (22, y2) P (1, y1) + Of (w2, y1) P (21, Y2).
From (2.4) and (2.5) we have the following corollary.

COROLLARY 2.1.  Suppose 0 <y < yo. Then for alln >1
(I)’r—t(x?yl) < (I)jz_(xva)

(I)n(xayl) - q)n(xayZ),

for any x € R. If |x1| < |x2|, then

(2.8)

+ +
(2.9) (I)n (332, y) < (I)n (l'l? y) 7
q)n(x%y) (I)n(xlvy)
for any y > 0.

The proof of Theorem 2.1 is by induction on n. We prove the case n = 1
in §3 and the general case in §4. Here we present two general lemmas and
introduce some more notation that will be used throughout the paper.

LEMMA 2.1. Suppose z1 < 9, 0 < uy < ug, v2 <0, and 0 < vy. Then
forallt >0

(2.10) pe(z1 — ur, To — u2) > pe(w2 — Ui, T1 — Uz),
and
(2.11) pe(@1 — v, T2 — v1) > (@ — Vo, T — V7).

In addition, if 0 < |vs| < vy, and 0 < z1, then

(2.12) pi(x1 — vo, k9 — 1) > pe(T1 + V1,22 + V2).
Proof. A simple computation shows that

2< (21 —up)? 4 (w0 —uw1)? &

—T1U2 — T2U| <=

(331 - U1)2 + (1‘2 - ’LLQ)

—T1U1 — T2U

IN AN A

xl(ug—ul) $2(U2 _u1)7

and
(1‘1 — ’02)2 + (ZZJQ — 1}1)2 < (1‘2 — 1)2)2 + (1‘1 — ’Ul)z =4
—T1Vy — TV < —ToVsy — L1V &
<

xl(vl — Ug) IQ(Ul — ’Ug).
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On the other hand, if —vs < vy, then
(581 — ’U2)2 + (.1‘2 — ’01)2 < (.731 + U1)2 + (IQ + ’U2)2 =
—x1V2 — T2v1 < TV + T2V &
z1(—v1 —v2) < zo(v1 + v2).

Thus (2.10), (2.11) and (2.12) follow from the fact that the function p;(x,y) =
pe(Jx — y|) is radial symmetric decreasing. O

Define

Pe(T1 — ur, T2 — ug) = pe(r1 — w1, @2 — u2) + pe(z1 + w1, T2 — us)

(2.13) + pe(z1 — ur, T2 + u2) + pe(z1 + ur, T2 + ug).
LEMMA 2.2. Suppose 0 < x1 < 9, and 0 < uy < ug. Then

(2.14) De(T1 — ur, 2 — u2) > Pr(2 — w1, v1 — u2),
for all t > 0.
Proof. Without loss of generality we can assume that ¢ = 1/2. A simple
computation shows that (2.14) is equivalent to
€$1u1+$2u2 +e—$1u1+l2u2 + e—(—x1u1+w2u2) + e—(Ilul-‘rﬂCzuz) >
eT2u1tTius +efr2u1+xlu2 +e*(*ﬂ?2u1+901u2) +€*($2u1+11u2)_
Consider
a1 = T1u1 + TaU2,
az = —Z1U1 + TaUg,
by = wouy + T1U2,
by = —xou1 + x1Us.

Then ay > by > 0 and ag > |bs|. The desired result immediately follows from
the fact that e* 4+ e™* is an even function which is increasing for x > 0. O

3. Proof of Theorem 2.1, case n =1
With f as in (2.1), we introduce some more notation.
A(u,v) = [=f(u), f(w)] x [0, f(v)],
AT (u,0) = [0, f(u)] x [0, f(v)],
AT (U,’U) = [_f(u)’ 0] X [07 f(’l))]

Notice that as functions of u and v, A(u,v), A" (u,v) and A~ (u,v) are even
with respect to both coordinate axes.
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LEMMA 3.1.

Suppose 0 < 1 < z9 and 0 < yy < yo. Then
(3.1)

OF (21,2)P1(22,51) > 7 (21, 51)P1 (22, 2).

Proof. By Fubini’s theorem and the symmetry of the domain we see that
(3.1) is equivalent to

/ / Pry (21 — w1, 2 — Uz)/ Py (Y1 — V2, y2 — v1)dvadvr dugduy >
A(uz,u1)

/ / Pty (X1 — U1, 2 — uz)/ Pty (Y2 — v2,y1 — v1)dvadvidugduy,
Aus,ur)

where py, (1 — uy, 2 — ug) is given by (2.13). Thus we must prove that

/ / [ptl Tl — UL, Tp — U2)/ Pty (Y1 — v2, Y2 — v1)dvadvy +
Aus,ur)

Dty (X1 — U2, T2 — Ul)/

Dt (Y1 — v2, Y2 — Ul)dUQdm] dusduy >
A(ui,uz)

/Oa/: [ﬁtl(xl — U1, To —uz)/

Dty
A(uz,u1)
ﬁtl(ffl — U2,T2 — Ul)/
Auy,uz)

(y2 — v2, Y1 — v1)dvadvy +

Pty (Y2 — v2,y1 — vl)dvzd?fl] dusduy .

By (2.14) it is enough to prove that for all 0 < y; < ys and all 0 < uq < ug,

(3.2) / Pty (Y1 — v2, Y2 — v1)dvaduy >
A(uz,ur)

/ Pi, (Y2 — v2, Y1 — v1)dvadyy,
A(uz,u)
and that

(3.3) / De, (Y1 — v2, Y2 — v1)dvadv+
Auy,uz)

/ Pt1 —U2,Y2 — v1)dv2dvl >

Au

/ Dty (y2 —U2,Y1 — U1)dv2dvl—|—
A(ur,u2)

/ P, (y2 —U2,Y1 — Ul)dvgdvl.
A(uz,ur)

We begin by proving (3.2).

In order to simplify the proof, we break it
into several steps.

The first two numbers in the “steps” correspond to the
inequality we are proving. For example, 3.2.1 corresponds to step 1 in the



HOT-SPOTS 11

proof of the inequality (3.2), and so on. This notation will be maintained for
the rest of this section.

Step 3.2.1:. Suppose (v2,v1) are such that 0 < vy < f(ug) < vy < f(ug).
Then by (2.10) we have,

Pe, (Y2 — v2,y1 — v1) < pr, (Y1 — V2,42 — v1).

/ Pty (Y2 — v2,y1 — v1)dvadvy <
At (ug,u1)\ At (uz2,u2)

/ Pty (y1 — V2,Y2 — v1)dvzdv1.
AT (uz,u1)\AT (uz,u2)

Step 3.2.2:. Suppose (vg,v1) are such that —f(ug) <wve <0and 0 < vy <
f(u1). Then by (2.11),

ptl(y2 —U2,Y1 — Ul) < ptl(yl —V2,Y2 — vl)~

Hence

(3.5) / Dty (Y2 — v2,y1 — v1)dvadvy <
A~ (uz,u1)

/ Pty (Y1 — v2, Y2 — v1)dvaduy.
A~ (uz,u1)

Step 3.2.3:. Suppose (vy,v1) are such that 0 < vy < vy < f(ug). Clearly

Pey (Y2 — v2,y1 — v1) + pi, (Y1 — V2,42 — V1) =
Pty (Y1 — v2,y2 — V1) + iy (Y2 — V2,91 — v1).

Hence

(3.6) / Pt, (Y2 — v2,y1 — v1)dvadvy =
At (uz2,u2)

/ Dty (yl —V2,Y2 — v1)dv2dv1.
AT (u2,uz2)

But now clearly (3.4), (3.5) and (3.6) imply (3.2).

The argument for (3.3) is similar and we again break it into several steps.

Step 3.3.1:. Suppose (va,v1) are such that —f(u1) < v <0and 0 < vy <
f(u1). From (2.11) we obtain

ptl(ZIQ —V2,Y1 — Ul) < pm(l/l —U2,Y2 — vl).
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Hence
(3.7) / Pe, (Y1 — V1, y2 — v2)dvadu; <
A~ (u2,u1)UA™ (u1,us2)
/ Pe, (Y1 — v2, Y2 — v1)dvaduy,
A~ (ug,u1)UA™ (u1,us)
and
(3.8) / Pe, (Y1 — v1, Y2 — v2)dvadv <
A~ (uz,u2)

/ Pty (Y1 — v2, Y2 — v1)dvaduy.
A~ (uz,uz)

Step 8.8.2:.  Suppose (va,v1) € AT (ugz,u;) are such that 0 < vy < wvy.
Then

Pe, (Y2 — v2,y1 — v1) + pe, (Y1 — v2,y2 — V1) =
Pty (Y1 — 2,92 — v1) + pp, (Y2 — v2, Y1 — V1),

and integrating over all such (vq,v1) we conclude that

(3.9) / Pty (Y2 — v2,y1 — v1)dvadvy =
At (uz,u1)UAT (ug,u2)
/ Pe, (Y1 — v2, Y2 — v1)dvaduy,
A+(’U,Q,U1)UA+(’U41,’U,2)
and that
(3.10) / Pt, (Y2 — v2,y1 — v1)dvadvy =
At (uz,u2)

/ bty (yl —V2,Y2 — Ul)dvgdvl.
At (uz,u2)

Inequality (3.3) follows from (3.7), (3.8), (3.9), and (3.10). This completes
the proof of the lemma. O

LEMMA 3.2. Suppose 0 < x1 < x5 and 0 < y; < ys. Then

(3.11) OF (21,2)P1(22,51) > 7 (2, y2)P1 (21, 51).
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Proof. One easily sees that (3.11) is equivalent to

a a
/ / [ﬁtl (1 — u1, w2 — ug) / Pe, (Y1 — v2,y2 — v1)dvadvy +
0 U1 A(u27u1)

ﬁtl(ml — U2,T2 — Ul)/

A(ui,uz)

a a
/ / [ﬁtl (o —u1,x1 — Uz)/ Pe, (Y1 — v2, Y2 — v1)dvadvy +
0 Jup A(uz,u1)

ﬁtl (9U2 —U2,T1 — u1)/

A(uy,uz)

Pty (yl — U2,Y2 — Ul)dv2dvl‘| duzdul >

Pty (yl —V2,Y2 — Ul)dUdell dusduy.

Thanks to (2.14)
P, (X1 — Uy, 2 — ug) > Pr, (X1 — Uz, T2 — uq).

Thus it is enough to prove that

(3.12) / Pe, (Y1 — v2,y2 — v1)dvadv >
A(uz,ur)

/ Pty (Y1 — v2, yo — v1)dvadun,
Au,uz)

ifug >u; >0 and yo > y; > 0.
Step 8.12.1:. Suppose (ve,v1) are such that 0 < ve < f(u2) < vy < f(uy).
Then (2.10) implies that
Pey (Y1 — v1,y2 — v2) < pr, (Y1 — v2, Y2 — v1).
Integrating over AT (ug,uy) \ AT (ug,uz) we have

(3.13) Pty (y1 — v2,y2 — v1)dvadvy <

/A+(U17u2)\14+(u27u2)

/ Pty (y1 —V2,Y2 — v1)dvgdv1.
AF (uz,ur)\A* (uz,u2)

Step 8.12.2:. If (vg,v1) are such that 0 < —vy < f(u2) < v1 < f(uy).
Then (2.12) implies that
Pey (Y1 +v1,y2 +v2) < ppy (Y1 — v2, Y2 — v1).

Integrating over A~ (ug2,u1) \ A~ (ug, u2) we have that

(3.14) Pt (Y1 — v2, y2 — v1)dvadv <

-/A_(u17u2)\A—(u27u2)

/ Y22 (y1 — V2,Y2 — Ul)dvzdvl.
A= (u2,u1)\A~ (uz,u2)
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Clearly (3.12) follows from (3.13) and (3.14).
LEMMA 3.3. Suppose 0 < x1 < x5 and 0 < y; < ys. Then
(3.15) Of (21,y2)P1 (22, 51) + O (w2, y2)P1 (21, 21) >
(I)f(xh yl)q)l(x27 y2) + (I)f(fL'Q, yl)q)l(xlv y2)u

and
(3.16) @T(xl,yg)qh(@,yl) + (I)T(‘Tlayl)q)l(x%yQ) >
7 (22, y2) @1 (21, 51) + O (w2, 51)P1 (21, y2).

Proof. As before, one easily sees that (3.15) is equivalent to

a a
/ / lﬁtl (1 — u1, v2 — ug) / Pe, (Y1 — v2, Y2 — v1)dvaduy +
0 uq A(U2;U1)

Cjtl(xl —U2,T2 — Ul)/

A(ur,uz)

/ / Gty (21 — ug, 0 — UQ)/ Pty (Y2 — v2,y1 — v1)dvadvy +
0 w1y A(uz,u1)

e, (x1 — g, x9 — U1)/

Auy,uz)

D, (Y1 — va2,y2 — Ul)dvzdm] dusdu; >

Dty (Y2 — v2,y1 — U1)dv2dv11 dusduy,

where
(3.17) G, (T1 — w29 — ) = Py, (X1 — Uy T2 — V) + Py, (¥1 — v, T2 — ),

for all u,v € R.
In the same way, (3.16) is equivalent to

/ / P, (v1 — up, w2 — U2)/ qt, (Y1 — v2, Y2 — v1)dvadv; +
0 Ju A(uz,u1)

Pty (X1 — U2, T — U1)/

A(ulqu)

a a
/ / Pty (T2 — w1, 21 — UZ)/ g, (Y1 — v2,y2 — v1)dvadur +
0 uy A(u27u1)

ﬁt1($2 —U2,T1 — Ul)/

A(ui,uz)

g, (Y1 — V2,92 — Ul)dU2dU1] dusduy >

qt, (y1 — V2,92 — Ul)dv2dv1] dusduy,

where

(3~18) qtq (931 — U, T2 — ’U) = ptl(xl —Uu,T2 — v) + Pty (xl —U,T2 — u)
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for all u,v € R. One easily shows that (2.10), (2.11), and (2.14) hold if we
replace p; by ¢; and p; by G-
Let 0 <21 <9 and 0 < —vy < wvy. Then

(1 —v1)* 4 (22 —v2)? < (w1 +v2)® + (22 +v1)? &
—vg (x1 4+ 22) < vy (21 + x2).

Using the fact that for all ¢ > 0, p; is a symmetric non—increasing function,
we have

Pe(T1 — v1, T2 — v2) > pe(@1 4 v2, T2 + V7).

This inequality and (2.12) imply that
qt(z1 — v2, 79 — v1) > q(1 + V1, T2 + V2).

Hence, (3.15) and (3.16) follow from the proof of Lemma 2.1 and Lemma
2.2 ]

4. Proof of Theorem 2.1, general case

Let us assume that (2.4), (2.5), (2.6), (2.7) are true for n — 1, where n > 2.
For any Borel set A C R? we define

(4.1) Ta(z,y,z,w)= / P, (T — vo,y — 1)@ (2,01)®p_1 (w,v2)dvadu; .
A

Proof of (2.4):. Fubini’s theorem implies that (2.4) is equivalent to

a a
/ / [ﬁtn (w1 — w1, 2 — u2) L A(ug,uy) (Y2, Y1, UL, U2) +
0 Ul
Pr, (T1 — w2, @2 — w) LA uy uz) (Y2, Y1, U2, u) | dusduy <
a a
/ / [P, (@1 — u1, T2 — u2) L a(uy,ur) (Y1, Y2, U1, u2) +
0 Ul

Dt ($1 — U2,T2 — Ul)IA(ul,uz)(yla y2,U2,U1)] duzduy .

Thus as in the proof of Lemma 2.1 it is enough to prove that for all 0 < y; < ys
and 0 < uy < ug,

(4.2) Ta(uzun) (Y2, Y1, U1, U2) < L aug,up) (Y1, Y2, U1, u2),
and
(4.3) T pusun) (Y2, Y1, vt u2) + Laquy us) (Y2, Y1, u2, ur) <

IA(uQ,ul) (yla Ya,U1, u2) + IA(ul,uz)(ylv Y2, U2, u1)~

We begin with the proof of (4.2). As before, we break the proof into steps.
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Step 4.2.1:.  Let (vg,v1) be such that 0 < vg < f(uz) < vy < f(uy). By
(2.10),

Pe, (Y2 — v2, 91 — v1) @ (w1, v1) Py (ug, 1) <
e, (Y1 — v2,y2 — v1) @) (U1, v1) Py (g, v2).
Thus

flu2)  pf(ur)
/ / Yo — v, y1 — v1) P (w1, v1) @1 (uz, v2)dvidvy
f(u2)

flu2) pf(ur)
/ / Pt (Y1 — v, y2 — v1) @) (U1, v1) P 1 (ug, v2)dvidvs.
ug)

Step 4.2.2:. Let (vg,v1) be such that — f(ug) < ve <0and 0 < vy < f(uy).
From (2.11) we see that

P, (yz —V2,Y1 — Ul)‘bz_ﬂuhvl)‘bnq(um02) <
Pt,, (Z/l —V2,Y2 — Ul)@:fl(ula vl)q’n—l(uza U2)~
Then

4.5)
ul)
/ / Pe, (Y2 — v2, 91 — v1) @ (w1, v1) Py (ug, v2)dvrdvy
fluz2)

0

fur)
/ pi, (Y1 — v2,y2 — v1) @ (ur, v1) P 1 (u2, v2)dvrdus.
—f(u2) JO

Step 4.2.3:. Let (v, v1) be such that 0 < ve < vy < f(uz2). Recall that

Pt (Y2 — v2,y1 — v1) < P, (Y1 — v2, Y2 — v1).
By the induction hypothesis for (2.4)

O (ur,v2)Pn_1(u2,v1) < @F 4 (ur,v1)Pp_1(u2, ve).

n

Hence

P, (Y2 — v2,y1 — 1)@ ( )
Pe, (Y1 — v2,y2 — 01) @ (ur,v2) @1 (ug, v1) <
ptn(yl—v2’y2—v ) ( )

P, (yz —U2,Y1 — U1

—_
A
3+
:‘—\’_‘
<
=
<
V)
oA
3
L
—~ =
<
by
<
s
N

Integrating we find that
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(4.6) / D, (Zl/2 —U2,Y1 — Ul)q)jlq(ula ’Ul)q)nfl(ub U2)d712d111
A+(uz,u2)

< / pe, (Y1 — 2,92 — v1) @)y (u1, 1)1 (un, v2)dvaduy .
A+(’U,2,’u,2)

Now clearly (4.4), (4.5) and (4.6) imply (4.2).
We next prove (4.3).

Step 4.3.1:.  Let (vg,v1) be such that 0 < vy < w1 < f(uz). Then the
induction hypothesis for (2.6) implies that

O (ug,v2) @1 (ug,v1) + O (ug, v2) Py 1 (ur,v1) <
O (ur,v1)Pp_1(ug,v2) + O (U2, v1) Py (uz,v2).
From (2.10) we conclude that
P, (Y1 — v2,y2 —v1) { O (ur, v1)Pr1(uz,v2) +
D (uz,v1) P (ur,v2) } +
P, (Y2 — v2,y1 — V1) { (I):fl(uth)(I)nfl(u%Ul)"‘
O (ug, v9)@p 1 (ur,v1) } >
pr, (Y2 —va,y1 —v1) { @F_ (ur, v1) 1 (ug,v2) +
D (uz,v1)Pp 1 (ur,v2) } +
P, (Y1 —v2,y2 —v1) { @ (ug, v2) P (ug,v1) +
O (ug, v9)®p 1 (ur,v1) } -
Thus

(4.7) P, (Y2 — va,y1 — v1) @ (ug, v1) Py (U2, va)dvaduy

A+ (ug ’ug

/ pr, (Y2 — va,y1 — v1) O (us, v1) @1 (w1, va2)dvadoy
A+ ug,’u.g)

+

/ 1o (Y1 — V2, Y2 — v1) @ (ur,v1)Pp—1 (U2, vo)dvaduy
At (us, uz)

+ / P, (Y1 — v2,y2 — v1) B (ug, v1)Pp—1 (1, va)dvaduy.
U2,u2)

Step 4.53.2:.  Let (ve,v1) be such that 0 < —vy < vy < f(uz). One easily
proves that

(4.8) P, (Y1 + v1,y2 +v2) > py, (Y1 + V2, Y2 + v1).
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This inequality, and (2.11) imply

P, (Y1 —v2,y2 —v1) { OF_ (ur, v1) P (uz,v2) +

O (ug,v1)®p—1(ur,v2) } +

P, (Y2 + v2,y1 + V1) { @Zfl(uh —v2) Py (ug, —v1) +
(b;t—1(u27—02)‘I’n_1(ul,—v1)} >

pr, (Y2 — v2,y1 —v1) { @ (w1, v1)Pro1(uz, v2) +

O (ug,v1)®p 1 (u1,v2) } +
P, (Y1 +v2,y2 +v1) { ‘I’I_l(ul, —09) Py, _1(ug, —v1) +

D (ug, —v2)Pp 1 (w1, —v1) } .

Thus as in the previous step we have

(4.9) / P, (2 — v2,y1 — v1) D (w1, v1) D1 (ug, v2)dvadoy
A~ (uz,u2)
+/ pe, (Y2 — vo,y1 — v1) D (u, v1) P (ur, vo)dvadur
A~ (uz2,u2)
<

/ e, (Y1 — v2,y2 — 01) B (U1, v1) Py 1 (uz, v2)dvaduy
A_(ug,uz)
+/ Pe, (Y1 — v2,y2 —v1) ;7 (ug, v1)Ppy 1 (ur, v2)dvaduy.
Af(’u,Q,ug)
Step 4.3.3:. Let (vg,v1) € AT (ug,u1) be such that 0 < vy < v;7. Then the
induction hypothesis for (2.4) and (2.5) imply

@) (ur,v1) o @ (ug, v1) o O (ug,v2)
O, _i(ur,v1) = Ppoi(ug,v1) — Pp_q(uz,v2)

Then (2.11) implies

Ptn(yl —U2,Y2 — Ul) P
e, (Y2 — va,y1 — v1) O (us, v2) Py (g, v1) >
Pt (Y2 —v2,y1 —v1) @

n
P, (Y1 — v, Y2 — v1) B (ug, v2)Pp—1 (ur,v1).
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Thus
(4.10)

f(uz ul)
/ / Yo — v, y1 — v1) D (ug,v1) Py 1 (ua, vo)dvidus
f(u2)

flur)  pf(uz2)
+/ / e, (Y2 — va,y1 — v1) O (U, v1) @1 (w1, v2)dvidvs
f

(u2)

flu2)  pf(ur)
/ / : P, (Y1 — v2,y2 — v1) ) (U1, 1) Pp_1 (g, v2)dvidug
flus

(u1)  pf(u2)
/ / P, (Y1 — v, Y2 — v1) B (ug, v1) Py 1 (ur, va)dvydus.

f(uz2)

Step 4.3.4:. Let (ve,v1) € A~ (ug,u1) be such that 0 < —vy < vy. Thanks
0 (2.11) and (4.8) we have

Pt (Y1 — v2,y2 — v1) > Py, (Y2 — v2, 41 — 1),

and
Pt (Y2 +v2,y1 +v1) > pr,, (Y1 + 02,92 + v1).
Thus
P, (Y1 — v2,y2 — v1) Dy (ur, v1) @i (2, v2)+
Pr, (Y2 +v2, 91+ 01) Dy (w2, —v2) @y (ur, —v1) >
Pr, (Y2 — v2,y1 — v1) D) (w1, v1)Pp—1 (ug, v2)+
P, (Y1 + V2, Y2 +01) Dy (uz, —v2) @y (ur, —v1).
This gives
(4.11)
f(ur)
/ f(uz)/ ) Y2 — V2,41 — V1) (I’+ 1 (1, v1) @1 (ug, v2)dvydvy

fluz)  pf(u2)
/ / pr, (Y2 — v2,y1 — v1) @) (ug, v1)Pp—1 (1, v2)dvidvg
Fu1)

(u1)
/ / ptn yl — V2,Y2 — ’Ul) @I_l(ul, Ul)(bn_l(ug, 1]2)d’U1d1}2
fluz) J f(uz2)

fluz)  pf(u2)
/ / pe, (Y1 — va,y2 — v1) D (u2, v1)Pp_1(u1, vo)dvidua,

f(u1)

and inequality (4.3) follows from (4.7), (4.9), (4.10), and (4.11).
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Proof of (2.5). One easily sees that (2.5) is equivalent to

a a
/ / [P, (@1 — w1, T2 — u2) L A(uy,ur) (Y1, Y2, U1, u2) +
0 ul
Pr, (T1 — vz, @2 — u1) LA uy uz) (Y1, Y2, u2, ur) | dugduy >
a a
/ / [Pr, (22 — w1, 21 — u2) L A(uy up) (Y1, Y2, U1, u2) +
0 Uy

Pr, (T2 — 2, ©1 — W) LAy ) (Y1, Y2, U2, u1) | dusduy.
As in the proof of Lemma 2.2, it is enough to prove that
(4.12) T ausun) (Y1, y2, 1, u2) > Taguy ) (Y1, Y2, 2, ut),
for ug > uy. Again, we break this into several steps.

Step 4.12.1:.  Let (v2,v1) be such that 0 < vy < v1 < f(uz). Then the
induction hypothesis for (2.4) and (2.7) imply
O (ug,v1) @1 (ur,v2) + O (ug, v2) Py 1 (ug,v1) <
O (ur,v1) P (ug,v2) + | (ur,v2)Py_1(uz,v1),
and
O (ug,v1) P (ur,v2) < BF | (ur,v1) Py (ug, v2).
From (2.10) we conclude that
pe, (Y1 — v2,y2 — v1) Py (u1, 1) Pr—1 (u2, v2)+
pe, (Y2 — v2,y1 — v1) By (u1, v2) P (u2, v1) >
P, (Y1 — V2,42 — v1) Oy (ua, v1) @i (ur, v2)+
P, (Y2 — v2,y1 — v1) ‘I)ZA(U% V)@ 1 (g, v1).

Thus

(4.13) / pe, (Y1 — va,y2 — v1) D (us, v1) @1 (w1, va2)dvaduy
At (uz,u2)
< / pr, (Y1 — v, y2 — v1) B3 (1, v1) Pr—i1 (u2, v2)dvaduy.
A+(u27u2)

Step 4.12.2:. Let (va,v1) be such that 0 < —vy < vy < f(uz). Then the
induction hypothesis for (2.2), (2.3), (2.4), and (2.7) imply that

O (ug,v1)®p—1(ur,v2) + @ (ug, —v2)®p—1(ur, —v1) <
O (u1,v1) Pt (U2, v2) + @ (ur, —v2)Pp_1(u2, —01)

and
O (ug,v1) P (ur,v2) < ®F 4 (ug,v1)®p—1(u2, vo).
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Thus (2.12) implies
(4.14) / P, (Y1 — v2,y2 — v1) D (U2, v1)Pp_1 (ur, v2)dvaduy
Af(’u.g ’U.Q)

< / P, (Y1 — v, y2 — v1) B (w1, v1) Pt (U2, va)dvadu; .
A (uz,ug)

Step 4.12.3:.  Let (va,v1) € AV (ua,u1) be such that 0 < vy < vy. Then
the induction hypothesis for (2.4) and (2.5) imply

@ (ur,01) o D (ug, va)
O, _1(ur,v1) — Proi(ug,v2)

Then
pr, (Y1 — va,y2 — v1) O (ug, v1)Pr1 (u2, v2) >
pr, (Y2 — va,y1 — v1) ByF_y (u2, v2)Pr_1(ug, v1).
Thus
4 15

(u2)  pf(ur)
/ / pr, (Y2 — v1,y1 — v2) O (us, v1)Pr1 (w1, va2)dvaduy
f(uz2)

fu1) (u2)
/ / P, (Y1 — v, Y2 — v1) @ (ug,v1)Pp—1 (U2, vo)dvady; .

ug)

Step 4.12.4:. Let (ve,v1) € A™ (u2,u1) be such that 0 < —vy < wy. Then
@I_l(ul,vl)@n,l(ug,vg) > @Z_l(u% —0g) Py 1 (ug, —v1).
Hence (2.12) implies
D, (Y1 — V2, Y2 — V1) (I);L‘—fl(ula v1) Py —1(ug, v2)
> pr, (Y1 +v2,y2 +v1) B (U2, —v2) 1 (ur, —v1),

and
(4.16)

uz)
/ / e (Y2 — v1, 41 — v2) D) (w2, 01) @1 (w1, v2)dvidvs
fur)

ul)
/ / yz —V1,Y1 — U2) ‘I’Jr 1(“1, 'Ul)(I)nfl(UZa U2)d01dv2~
fuz2) v f(u2)

Inequality (4.12) follows from (4.13), (4.14), (4.15), and (4.16). O
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Proof of (2.6) and (2.7). One easily sees that (2.6) is equivalent to
/0“ /a [dtn,($1 — Uy, T2 — uz)IA(uz,ul)(yl,yz,Ul,u2)+
uy
Gt,, (x1 — ug, 2 — Ul)IA(ul,uz)(yhy2au27ul)} dugduy <
/Oa /a [Gr, (22 — w1, 21 — u2) LA (g uy) (Y1, Y2, U1, U) +
uy

Gr, (w2 — Uz, ©1 — u1) L a(uy uy) (Y1, Y2, Uz, ur) | dusdus,

where ¢, (1 —u,x2 —v) is given by (3.17). Since the function §,(z,y) satisfies
(2.14), the proof of (2.5) implies the result.
On the other hand, for any Borel subset A of R we define

(4.17) Is(z,y,2,w) = / q,, (v — va,y — v1) @, (2,01)Pp_1(w, v2)dvaduy,
A

where ¢, (1 — u,x2 — v) is given by (3.18). Then (2.7) is equivalent to
/a /a [P, (@1 — w1, T2 — u2) L a(uy,ur) (Y1, Y2, U1, u2) +
Pr, (@1 — U, w2 — 1)L a(uy ) (Y1, Y2, U2, u1) | dugduy <
/Oa /a [Pr, (@1 — w1, 22 — u2) L a(uy ur) (Y2, Y1, U1, u2) +
uy

Dt (561 — U2, T2 — Ul)I_A(ul,u2)(92a y17u2,ul)] dugdu;.

Since the function ¢:(x,y) satisfies (2.10), (2.11), (2.12), and (4.8), the proof
of (2.4) implies the result. This completes the proof of Theorem 2.1. O

5. The hot—spots results

In this section we will prove Theorem 1.1, Theorem 1.2 and Corollary
1.1. We begin by proving Theorem 1.1. For this, fix ¢ > 0 and consider the
sequence of times t; = %, where 1 < ¢ < n. By the continuity of the Brownian
paths we have that for any domain D,

(5.1) P{mp>t}= lim P{Bs€D,,,0<s<t}
= lim lim P,{Bu& € Dy, i=1,...,n},

m—00 N—00

where D,, is an increasing sequence of domains whose union is D and D,,, C
D, +1. In our case we may choose each domain D,, satisfying the hypotheses
of Theorem 1.1. The Markov property of the Brownian motion implies

PZ{Bi_tEDm,i:L...,n}:/ / Hpi(zi_l—zi)dzl...dzm
" Dy, D "

m =1

where z = zp. From (2.8) and (2.9) in Corollary 2.1, it follows that
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(i) if 21 = (x,y1) € D' and 22 = (z,y2) € DT with y; < ya, then
le {TD+ > t} < PZQ {’TD+ > t}
le{TD >t} - Pzg{TD >t}
for any ¢t > 0, and that
(ii) if 21 = (z1,y) € Dt and 23 = (w2,y) € DT with |z3] < |z1], then
P, {mp+ >t} < P, {p+ >t}
le{TD>t} - PZQ{TD>t} ’

(5.2)

(5.3)

for all ¢ > 0.

It remains to prove that the inequality in (5.2) is strict. First observe that
for each fix ¢ > 0 the function

PZ{TD+ > t}
PZ{TD > t}

is real analytic in D since both P,{rp+ > t} and P,{rp > t} are strictly
positive solutions of the heat equation in D. Therefore, if ¥(z,t) is constant
in a sub-interval of the vertical cross section at (x,0), ¥(z,t) must be constant
in the whole cross section. Given that ¥(z,¢) = 0 for all z = (2,0) € D, it
follows that ¥(z,t) cannot be constant on any vertical cross section. Hence,
we must have strict inequality in (5.2). In particular, for each ¢ > 0 arbitrarily
fixed, the function

U(z,t) =

PZ{TD+ > t}
PA{rp >t}
cannot have a maximum at an interior point of D*. This completes the proof

of Theorem 1.1.
We now prove Theorem 1.2. Recall that for any bounded domain

U(z,t) =

(5.4) tlim eMP{rp >t} = <p1(z)/ 1 (w)dw,
— 00 D

for each fix z € D. Applying this to the domains D and D™, it follows from
Theorem 1.1 that

(i) if z1 = (z,y1) € DT and 22 = (x,y2) € DT with y; < yo, then

(5.5) U(z1) < ¥(z),
and
(ii) if 21 = (21,y) € DT and 23 = (22,y) € DT with |z3| < |z1], then

Notice that the function
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is also real analytic in D since both ¢;(z) and ¢o(z) are real analytic in D
and ¢1(z) is strictly positive in D. Given that the nodal line of ¢y is the
intersection of the z-axis with the domain we have

U(z) =0 for all z = (x,0) € D.

Thus we must have strict inequality in (5.5). The symmetry of the domain
implies that ¢- can be chosen such that

U(z,y) = =¥(z, —y),

for all (z,y) € D. Then (1.10) immediately follows from the strict inequality
n (5.5). This completes the proof of Theorem 1.2.

Finally, we prove Corollary 1.1. As above, we observe that U(z) is real an-
alytic in D. This time we also assume that D has piecewise smooth boundary.
Then ¥(z) has first partial derivatives which are continuous up to the bound-
ary except at the non-smooth boundary points of D and its normal derivative
satisfies (1.3); see [20]. Recall that b = f(0). Suppose we have z; = (x1,91)
and z3 = (w2,y1) in D such that z1 < z9 and ¥(z1) = ¥(22). Then, by real
analyticity, there exists a smooth function 1 such that

U(x,y) = Y(y) for all (z,y) € DT.

Fix 0 < yo < b. By (1.9) and (1.10) we have that

(%\I/(x,y) =1¢'(y) >0, for all (z,y) € D.

Then if D is smooth at the boundary point (zo,yo), we have

(%\Il(xo,yo) > 0 and %\P(wo,yo) =0.

However, by (1.3) ¥ satisfies the Neumann boundary conditions on D. Thus
the vertical component of the normal to D at (g, o) is zero and D must be
a rectangle. We conclude that strict inequality holds in (1.11) unless D is a
rectangle, and that the maximum and minimum of ¥ on D are achieved at
the points where the y-axis meets D and, except for the rectangle, at no
other point. This completes the proof of the Corollary 1.1.

We end the paper by stating some generalizations of the above results
which follow from our arguments. In [8], we used techniques on multiple
integrals similar to those used in this paper to obtain inequalities for ratios
of probabilities similar to the results in Theorem 1.1. These inequalities were
proved not only for the Laplacian but also for certain Schrodinger operators.
In the same way the techniques in this paper, when put together with the
arguments in [8], give the following results.
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THEOREM 5.1.  Let D be a bounded domain in R? which is symmetric and
convex with respect to both azes. Let V be a bounded non—negative C? function
defined on D which is symmetric relative to both coordinate azes and with the
property that

0%V
5.7 —(x,y) >0,
(57) S ) 2
for all (z,y) € D.
(i) If z1 = (z,y51) € DT and 23 = (z,y2) € DV with y1 < ya, then

(5.8) E, {exp(— fo s)ds), Tp+ >t}
. E. {exp(— fo s)ds), Tp >t}
< E,,{exp(— fo s)ds), Tp+ >t}
E.,{exp(— fo s)ds), Tp >t}

for any t > 0. If, in addition, the functwn V is real analytic in D
then strict inequality holds in (5. 8) and the function

FE_ {ex $)ds), Tp+ >t
(o) = 2RV o2
E. {exp(— fo )ds), Tp >t}
for each t > 0 arbitrarily fized, cannot have a maximum at an interior
point of DT .
(ii) If 21 = (z1,y) € DT and 22 = (v2,y) € DT with |z2| < |z1|, then
E, {exp(— fo s)ds), Tp+ >t}
E. {exp(— fo s)ds), Tp >t}
- E,,{exp(— fo s)ds), Tp+ > t}
B, {exp(— fo S)ds), Tp >t}

for each t > 0 arbitrarily fized.

Next, we consider the eigenvalue problems

(5.9) —Ap+Vp=XAp, in D,
’ =20, on 0D,

and

(5.10) —Ap+Ve=2Ap, in Dt
' © =0, on DT,

and denote their first eigenvalues and eigenfunctions by A‘{ D 4,0}/, p and )\K D>
go}/ p+» respectively. Following the arguments in [8] and the proof of Theorem
1.2, we obtain the following result.
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THEOREM 5.2. Let D and V' be as in the statement of Theorem 5.1. Set
Upv(z)= @KDNZ)/LPY’D(Z)’ for z € DT.
(i) If 21 = (z,y1) € DT and 22 = (z,y2) € DT with y1 < ya, then
(511) \I’D,V(Zl) S \IID,V(ZQ)~

If, in addition, the potential V is real analytic in D, then strict in-
equality holds in (5.11) and the function ¥p v (2z) cannot have a maz-
imum at an interior point of DT.

(ii) If 21 = (x1,y) € DT and 22 = (z2,y) € D with |z2| < |z1|, then

(512) ‘I’D7V(Zl) S \I/D,V(z2)-

Theorem 5.1 will follow from a new version of Theorem 2.1 for the relevant
multiple integrals that arise from the Feynman—Kac formula. For this, one
follows the argument for the case V' = 0 making the appropriate changes
as in [8]. For the sake of completeness and since the argument may not be
completely straightforward to those not familiar with these techniques, we
present the proof.

First we introduce some new notation. For (z,y) € R?, {t;}22, C (0, 00),
and n > 2, we define the following functions in R?:

\IJO,V(xvy) = \II(—)":V(Iay) = exXp { —t1V(I,y) }a

Oy v(z,y) = / pe, (1 — 2,29 — y) Yo,y (21, 22) dr1ds,
D

Oy (z,y) = /D+ P (11 — 2,29 — y) Vg (21, 22) drrdos,

\Ijnfl,v(‘ray) = exp{—th(x,y) } (anl,V(xvy)y
U v(zy) =exp{—t,V(z,9) } &, v (2,),

Qv (r,y) = / Dr, (X1 — x, 29 — y) Vo1 v (21, 2) do1ds,
D
and
ofy(2,y) = /D+ e, (21 — 2,22 —y) O (21, 22) dords.

Notice that for all (z,y) € R?
D v(z,y) = Pnv(—2,y) = Cnyv(z,—y),
and
@:[,V(a:,y) = (b:,v(_xvy)'

The next result implies Theorem 5.1.
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THEOREM 5.3. Suppose 0 < x1 < xzo and 0 <y < wyo. Then forn > 1,

(5.13) q’:,v(zlayz)q’n,v(wz,yl) > (I);;V(‘Tlayl)q)n,V(anyZ)a

(5.14) O (1, y2) Py (w2, 41) = BF (22, 42) P v (21, 1),

(5.15) OF (w1, y2) P v (22, 41) + OF (2, y2) Py (21, 41) >
OF (@1, y1) P v (22, y2) + OF 1 (22, y1) Py (21, 42),

and

(5.16) q>:7v(x17y2)¢)n,V(x27yl) + (I);V(xlvyl)@n,V(anyQ) 2
OF (w2, y2) P v (21, 91) + D) (2, Y1) P, v (21, Y2)-

Proof. Let 0 < z7 < x5 and 0 < y; < yo. For any Borel set A C R? define
Lavan(z,y,2,w) = / P (& =02,y —0) W (2,01) W1, v (w, v9)dvadun,
A

where z,y,z,w € R%2. A straightforward computation shows that, if V is a
C? function with the property that
0%V
8x—8y(x’ y) =0,

for all (z,y) € D, then
V(xy, 1) + V(x2,92) > V(x1,92) + V (22, 91),

which is equivalent to

(5.17) Ut (21, 92) Yoy (2, 91) = Uy (21,91) Yo,y (22, o)
= ‘I’ar,v(l’m y2)Wo,v (z1,91).

On the other hand

(518) T2, Y2 \I/()7

z1,y2)Vo,v (T2, 11 )
)
)
)

( )Wo,v( ) v(z1,y1) =

(z1,y2)%o,v (z2,91) Vo v (72,y2) =

( )Wo,v( ) v( )=
)

+ \Ix(;v(
+ \I/S:V(xlvyl
+ U5y ( T,

z1,y1)¥o,v (T2, Y2 T2, Y1 T1,Y2

Jr
0,V
+
0,V
+
0,V 0
+

14
v
v
Uiy (22, y2) Vo, v (z1,y1) + ‘I’av($2,y1 Vo,v (21,92).

After replacing I4(z,y, z,w) by Iavan(z,y, 2, w), we can follow the proof of
Theorem 2.1 in the general case to verify that (5.17) and (5.18) imply Theorem
5.3 for n = 1. Let us now assume that (5.13), (5.14), (5.15), and (5.16) hold
for n — 1. Combining (5.17) and (5.13) (for n — 1) we obtain

‘I’I_Lv(ﬂ?l, Y2)Pp—1 v (z2,y1) exp{—t.V(z1,y2) — tnV(z2,91)} >
(D:—LV(J:I’ yl)q)n—l,V(x% y2) exXp {_tnv('rlv yl) - th(J327 92)} .
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Hence
(5.19) ‘I’Z,l v@Ly2) V1 v(ze, y1) > \I’i,l,v(ﬂﬁhy1)‘~1fn71,v(9627y2)-
Furthermore (5.13), (5.14), (5.15), and (5.17) imply that

Oy (T1,y2)Pno1,v (2, 91) exp {—t,V(21,92) — £,V (22, 91) }

OF (@2, 42) 1 v (21, 41) exp {—t,V (x2,92) — tnV (21,91)}

O y(1,y1)Pn1,v(22,52) exp{—t.V(z1,51) — taV (22,2)}

O y(2,91)Pn1,v(21,y2) exp{—tnV(z2,51) — taV (21, 12)} .
Thus

1V( +
1L,v( >

+

(5.20) W, y(@nye)Vaonv(Te,y1) + Wi (@2, 90) Va1 v (21, 41) >
‘I’:_1,v($17y1)‘1’n—1,v($27y2) + ‘I’:_Lv(ﬂ?%yl)‘l’n—Lv(ﬂUl,y2)~

In a similar manner we obtain that

(5.21) W (@1, 42)Vnorv(@2,y1) > OF ) (22,52) V1 v (21, 01),

and

(5.22) Uy, y2)Vnrv(2,91) + Uy (@1, 91) W1 v (22, 52) >
Uy (@, 1)W1 v (@, yn) + W (2, 90) W1 v (21, 42)-

The proof of Theorem 2.1 in the general case can now be followed, step by
step, to prove that if Theorem 5.3 is true for n — 1, then it is true for n. [

Unfortunately, as in [8], we are not able to immediately conclude that there
is an eigenfunction gag p corresponding to the second eigenvalue )\X’ p for the

problem (5.9) such that cp{D(z) = @Y +(2) for all z € DF. Hence, we are not
able to conclude a statement similar to that in Theorem 1.2 for the operator

(5.23) Ly =—-A+7V,

even in the case of the unit disk. However, in the case of the interval I =
(—a,a) and V() an even potential in 7, it is known (see [8]) that there exists
an eigenfunction 30;/7 ; corresponding to the second eigenvalue )\{ ; such that
@y 1(2) = @Y 1+(2), where I = (0,a). In this case, our arguments give the
following result.

THEOREM 5.4. Let I = (—a,a), It = (0,a), and V be a continuous
positive even function in I. If x1 € I and xo € I with x1 < 2, then
(5.24)

E,, {exp(— fo $)ds), Tr+ > t} E,,{exp(— fo $)ds), Tr+ > t}
E,, {exp(— fo s)ds), 7 >t} E,{exp(— fo )ds), 7 >t}




HOT-SPOTS 29

For x € I, set Uy (x) = oy (2)/¢) (x). If x1 € IT and x5 € I with
x1 < X9, then

(525) \I/I,V(-Tl) S \I/I,V(-r2)~

If, in addition, the function V' is real analytic in I, then strict inequality holds
n (5.25). Furthermore, the function Uy v (x) attains its mazimum in I+ at
a, and only at a.

As above, this theorem will follow from a new version of Theorem 2.1 for
the relevant multiple integrals. Once again, we follow the arguments of the
proof of Theorem 2.1 making the appropriate changes. As it turns out, for
the one dimensional case one only needs symmetry on the potential. Again,
for completeness, we present the argument. From now on we assume that
V(z) = V(—=) for all x € R. Set

Dy (x) = /a pt, (21 — x) exp[—t1 V(1) ] dxy,

/ pt, (21 — x) exp[—t1 V(z1) ] dxq,
0

/ e, (X1 — x) exp[—tn, V(21)] Pp—1(x1) day,

/ pt, (X1 — x) exp[—t, V(xl)]q);f_l(xl)dxl,
0

where )
_ —x? /2t
r) = ——e .
pt( ) \/2_7'('t
LEMMA 5.1.  Suppose 0 < x1 < x9 < a. Then forn >1

Proof. By Fubini’s theorem and the symmetry of the interval (—a,a), we
see that (2.4) is equivalent to

/Oa /Oaﬁt" (21 — uy, o — ug) exp[—t,V(uy) —t,V (uz)]
X B (1) i (uz) durdus
/ / P, (T2 — ur, x1 — uz) exp[—t,V(ur) — £,V (uz)]
X BF ) (ur) @1 (ug) duydug,
where

Pr, (¢ —w,y —0) = pr, (2 —u,y = v) + pp,, (¢ = w,y +0).
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Thus we must prove that
/Oa /a {ﬁtn (1 — up,xo —ug) exp[—t,V(ur) — t,V (uz)]
U
X @y (u1)@p—1(uz)
+ Pt (X1 — ug, w2 — u1) exp[—t,V(u1) — t,V(uz)]
X 1 (ug) Pp1(u1) } dugduy

g/ / { Dt (o —ug, @1 — ug) exp[—t,V(ur) — ¢,V (uz2)]
0 u2
X B (ur) P 1 (ug)
+ Pt,, (w2 — ug, w1 —u1) exp[—1t,V(u1) —t,V (uz)]
X @z_l(ug)@n_l(ul) } dugdul.

As before, we proceed by induction. The case n = 1 is exactly as the case
V = 0. Assuming &7 | (u1)®,_1(u2) > & | (u2)®,_1(u1), it is enough to
prove that

(5.27) D, (1 — w1, T2 — u2) < Py, (T2 — ur, 1 — ug),
and
(5.28) D, (X1 — U1, T2 — ug) + Py, (21 — Uz, T2 —uy) <

Pt (T2 — U1, 1 — u2) + Py, (T2 — Uz, 71 — u1),
for all 0 < 2y < 29 and 0 < uy < uy. Now by (2.10),
pr, (T1 —ur, 2 — uz) < py, (T2 — w1, x1 — u2).
On the other hand,
pr, (T1 — w1, T2 +u2) < py, (T2 — U1, 21 +u2) &
(zg — u1)2 + (21 + u2)2 < (x; — u1)2 + (o + u2)2 &
w1 (ur +uz) < @o(ur + uz),

and (5.27) follows. Also, a simple computation shows that (5.28) is equivalent
to

exp(z1u; — xaug) +exp(rius — xouq) < exp(zaus — T1ug) +exp(Taus — x1u1),

and this follows from xju; —22us < Xou1—T1uUs and TiUus—xo2u; < TaUs—T1UL.
This completes the proof of the lemma. O

It is an interesting problem to give conditions, of sufficiently general nature,
that would yield an analogue of Theorem 5.4 for Ly in the two dimensional
disk or the ball in R™, n > 3. Perhaps even more interesting, and challenging,
would be to study the classical hot-spots conjecture of J. Rauch for the Neu-
mann problem for Ly in the unit ball. As far as we know, there are no results
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in this direction outside of those for V' = 0. We believe that studying the
hot-spots problem for —A + V will shed new light on the hot-spots conjecture
for the Laplacian as new techniques would have to be developed to deal with
the potential.
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