# THE SINGULARITIES, $S_{1}^{q}$ 

BY

Harold I. Levine ${ }^{1}$<br>Introduction

In this paper all manifolds and maps are either real $C^{\infty}$ or complex analytic. A submanifold is always a regularly embedded submanifold, that is, the inclusion map into the ambient manifold is a homeomorphism into (real $C^{\infty}$ or complex analytic).

Let $V$ and $M$ be manifolds of dimensions $n$ and $p$ respectively, and let $s=$ $\min (n, p)$. If $f$ is a map of $V$ in $M$, let $S_{1}(f)$ be the set of all $v \in V$ such that $\operatorname{rank} f_{*}=s-1$ at $v$; here $f_{*}$ means the induced map on tangent spaces. If $S_{1}(f)$ is a submanifold of $V$, we define $S_{1}^{2}(f)$ to be $S_{1}\left(f \mid S_{1}(f)\right.$ ). In this way, for "sufficiently nice" maps, we may proceed letting $S_{1}^{q}(f)=S_{1}\left(f \mid S_{1}^{q-1}(f)\right)$. This is the definition of Thom [7].

In Theorem 1, $S_{1}^{q}$ are described "universally" independent of the map. That is, $S_{1}^{q}$ are submanifolds of $J^{q}$, the space of $q$-jets at the origin of maps of $n$-space in $p$-space, such that if $f$ maps $V$ in $M$ and the induced jet mapping $J^{q}(f): V \rightarrow J^{q}(V, M)$ is transversal to all the $S_{1}^{q}(V, M)$, then

$$
S_{1}^{q}(f)=\left(J^{q}(f)\right)^{-1}\left(S_{1}^{q}(V, M)\right)
$$

Here $J^{q}(V, M)$ is the bundle over $V \times M$ with fibre $J^{q}$ and group the group of $q$-jets of coordinate changes in $n$-space and $p$-space; $S_{1}^{q}(V, M)$ is the subbundle of $J^{q}(V, M)$ induced by the inclusion $S_{1}^{q} \subset J^{q}$. Jet normal forms are given which show that whenever $S_{1}^{q}$ is nonempty, then $S_{1}^{q}$ either is the orbit of a single point if $n \leqq p$, or is the orbit of $[(n-p) / 2]+1$ distinct points if $n \geqq p$. The codimensions of $S_{1}^{q}$ in $J^{q}$ and the local equations of $S_{1}^{q}(f)$ are given. The proof of Theorem 1 for $n \geqq p$ is given in Section 3. The proof for the case $n<p$ is omitted since it parallels but is somewhat simpler than the proof for $n \geqq p$.

Suppose now that $V$ and $M$ are both $n$-dimensional manifolds, and that $f$ maps $V$ in $M$ with rank $f_{*} \geqq n-1$ everywhere. Further assume that $J^{q}(f)$ is transversal to the singularities $S_{1}^{q}(V, M)$ for all $q$. The object of Section 2 is to prove that under these conditions, the total characteristic class (Stiefel-Whitney class (mod 2) in the real case, and Chern class in the complex case) of $V, c(V)$, and the "pulled back" total characteristic class of $M$, $f^{*} c(M)$, are related by

$$
c(V)=f^{*} c(M)-\sum_{q=1}^{n}\left(j_{q}\right)_{\#} c\left(S_{1}^{q}(f)\right)
$$

where $j_{q}$ is the inclusion of $S_{1}^{q}(f)$ in $V$ and $\left(j_{q}\right)_{*}$ is the Gysin homomorphism of the cohomology of $S_{1}^{q}(f)$ into that of $V$.

[^0]This result is along the same lines as Theorem 5.5 of [4] in which holomorphic maps of $V$ into complex projective space are studied. There the dimension of the projective space is strictly larger than that of $V$, and the expected dependence of $c(V)$ on the Chern classes of the singular manifolds does not appear explicitly; the assumption on the maps is that their induced first order jet maps are transversal to the first order singularities.

Except for 2.3, Section 2 may be read without reference to Sections 1 and 3. In 2.3, we refer to Theorem 1 for the existence of the singularities $S_{1}^{q}$, and for the jet-normal form of $f$ at points of $S_{1}^{q}(f)$.

## 1. The singularities, $S_{1}^{q}$

Let $A=R$ or $C$. Using the notation of [3], we let $J^{q}$ denote the space of $q$-jets at the origin of (real $C^{\infty}$ or complex analytic) maps of $A^{n}$ into $A^{p}$ which take the origin into the origin. The group of $q$-jets of germs of (real $C^{\infty}$ or complex analytic) diffeomorphisms at the origin of the source, $A^{n}$, and the target, $A^{p}$, leaving the respective origins fixed, acts on $J^{q}$ by the "chain rule". For $r \leqq q$, let $\pi_{q, r}$ be the projection of $J^{q}$ onto $J^{r}$.

Given any map $F$ from $A^{n}$ into $A^{p}$ we let $F^{q}$ be the induced map of $A^{n}$ into $J^{q}$. The components of $F^{q}$ are computed relative to fixed product coordinate systems in the source and target. Also given any element $f \in J^{q}$, we let $P_{f}$ be the map of $A^{n}$ into $A^{p}$ taking the origin into the origin such that $\left(P_{f}\right)^{q}(0)=f$; the components of $P_{f}$ are polynomials of degree at most $q$.

If $S$ is a submanifold of $J^{q}$, we let ${ }_{T} S \subset J^{q+1}$ be the set of all $(q+1)$-jets at the origin of maps $F$ of $A^{n}$ into $A^{p}$ such that $F^{q}(0) \in S$, and such that $F^{q}$ is transversal to $S$ at 0 . By $S(F)$ we mean $\left(F^{q}\right)^{-1}(S)$.

Following Thom (see [3], [7], and [9]), we propose to define the $q^{\text {th }}$ order singularity, $S_{1}^{q}$, in $J^{q}$ as follows:
(1) $f \in S_{1}^{1}=S_{1}$ if and only if $\operatorname{rank}\left(P_{f}\right)_{*}(0)=\min (n, p)-1$.

Assuming $S_{1}^{q-1}$ is defined and is a submanifold of $J^{q-1}$,
(2) $f \in S_{1}^{q}$ if and only if $f \epsilon \epsilon_{T} S_{1}^{q-1}$ and

$$
\operatorname{rank}\left(P_{f} \mid S_{1}^{q-1}\left(P_{f}\right)\right)_{*}(0)=\min \left(p, \operatorname{dim} S_{1}^{q-1}\left(P_{f}\right)\right)-1
$$

where the inferior asterisk means the induced mapping of tangent spaces.
A priori it is not clear that this definition for $S_{1}^{q}$ makes sense for $q>2$, since we must know that $S_{1}^{q-1}$ is a submanifold of $J^{q-1}$. In [3] it is proved that all $S_{h} S_{k}$ are submanifolds of $J^{2}$, so in particular $S_{1} S_{1}=S_{1}^{2}$ is. Thus we know that $S_{1}^{q}$ are defined for $q=1,2,3$ and are submanifolds for $q=1,2$.

Theorem 1. $S_{1}^{q}$ are submanifolds of $J^{q}$ for all $q$.
A. For $n=p+t$,
(i) If $q>p$, then $S_{1}^{q}=\emptyset$.
(ii) If $q \leqq p$, then codim $S_{1}^{q}=q+n-p$.
(iii) If $q \leqq p$, then $f \epsilon_{T} S_{1}^{q}$ and $f \notin S_{1}^{q+1}$ if and only if it is in the orbit (under the group defined by the diffeomorphisms of neighborhoods of the origins in the
source and target) of the $(q+1)$-jet at the origin of one of the maps, $F$, given by

$$
\begin{aligned}
U \circ F(x, y, u) & =u \\
(*) \quad Y \circ F(x, y, u) & =\sum_{i=1}^{t} \pm y_{i}^{2}+\sum_{i=1}^{q-1} x^{i} u_{i} / i! \\
& +x^{q+1} /(q+1)!+R(x, u)
\end{aligned}
$$

where the order of $R$ is greater than $q+1$, and
$\left(x, y_{1}, \cdots, y_{t}, u_{1}, \cdots, u_{p-1}\right)=(x, y, u), \quad\left(Y, U_{1}, \cdots, U_{p-1}\right)=(Y, U)$
are coordinate systems in the source and target.
(iv) For a map $F$ given by (*), the submanifold $S_{1}^{q}(F)$ is defined in a neighborhood of 0 by the equations:

$$
\frac{\partial Y \circ F}{\partial y_{j}}=0, \quad 1 \leqq j \leqq t, \quad \text { and } \quad \frac{\partial^{i} Y \circ F}{\partial x^{i}}=0, \quad 1 \leqq i \leqq
$$

B. For $p=n+m-1$,
(i) If $(q-1)(p-n+1) \geqq n$, then $S_{1}^{q}=\emptyset$, and if $q(p-n+1)>n$, then ${ }_{T} S_{1}^{q}=\emptyset$.
(ii) If $(q-1)(p-n+1)<n$, then $\operatorname{codim} S_{1}^{q}=q(p-n+1)$.
(iii) If $q(p-n+1) \leqq n$, then $g \epsilon_{T} S_{1}^{q}$ and $g \notin S_{1}^{q+1}$ if and only if it is in the orbit of the $(q+1)$-jet at the origin of $a \operatorname{map} G$ given by

$$
\begin{aligned}
& U \circ G(x, u)=u \\
&(* *) \quad Y_{j} \circ G(x, u)=\sum_{i=0}^{q-1}\left(x^{i+1} /(i+1)!\right) u_{j+i m}+R_{j}(x, u) \\
& 1 \leqq j \leqq m-1 \\
& Y_{m} \circ G(x, u)=\sum_{i=1}^{q-1}\left(x^{i} / i!\right) u_{i m}+x^{q+1} /(q+1)!+S(x, u)
\end{aligned}
$$

where the orders of $R_{j}$ and $S$ are greater than $q+1$, and
$\left(x, u_{1}, \cdots, u_{n-1}\right)=(x, u) \quad$ and $\quad\left(Y_{1}, \cdots, Y_{m}, U_{1} \cdots, U_{n-1}\right)=(Y, U)$
are coordinate systems in the source and target respectively.
(iv) For a map $G$ given by (**), the submanifold $S_{1}^{q}(G)$ is defined in a neighborhood of the origin by the equations:

$$
\frac{\partial^{j} Y_{k} \circ G}{\partial x^{j}}=0, \quad 1 \leqq j \leqq q, \quad 1 \leqq k \leqq m
$$

The codimensions of $S_{1}^{q}$ are those given by Whitney [9], and the forms for the $(q+1)$-jets have been stated by Haefliger [2].

It is easy to see that if $F$ maps a neighborhood of 0 in $A^{n}$ into $A^{p}$, and if $F(0)=0, F^{2}(0) \epsilon_{T} S_{1}$, and $F^{2}(0) \notin S_{1}^{2}$, then in a neighborhood of 0 we can choose coordinates so that either

$$
\begin{aligned}
& U \circ F(x, y, u)=u \\
& Y \circ F(x, y, u)=\sum_{i=1}^{t} \pm y_{i}^{2}+x^{2} / 2 \quad \text { if } \quad n=p+t
\end{aligned}
$$

or

$$
\begin{aligned}
U \circ F(x, u) & =u \\
Y_{j} \circ F(x, u) & =x u_{j}, \quad 1 \leqq j \leqq m-1, \\
Y_{m} \circ F(x, u) & =x^{2} / 2 \quad
\end{aligned} \quad \text { if } \quad p=n+m-1 .
$$

In part A of the theorem, the remainder term is independent of the $y$-coordinates. This suggests that, at least for $n \geqq p$, to obtain polynomial forms locally for mappings displaying singularities of type $S_{1}^{q}$ transversally, it suffices to consider the case $n=p$ for the smallest value of $n$ at which such a mapping exists. For example, with minor variations in the proof of Whitney [8] for the case $n=p=2$, it can be shown that if $F$ maps a neighborhood of 0 in $A^{n}$ into $A^{p}$ with $n=p+t$, and if $F(0)=0, F^{3}(0) \epsilon_{T} S_{1}^{2}$, and $F^{3}(0) \in S_{1}^{3}$, then in a neighborhood of 0 we can choose coordinates so that

$$
\begin{aligned}
& U_{j} \circ F(x, y, u)=u_{j}, \quad 1 \leqq j \leqq p-1, \\
& Y \circ F(x, y, u)=\sum_{i=1}^{t} \pm y_{i}^{2}+x u_{1}+x^{3} / 3!.
\end{aligned}
$$

## 2. Banal vector bundle homomorphisms

In this section we again consider both the real $C^{\infty}$ and complex analytic cases and will distinguish between them when necessary. In the complex case, two vector bundles over the same manifold are called equivalent if they are real $C^{\infty}$ equivalent and if the isomorphisms of the fibres given by the equivalence are complex. Thus in both the real and complex cases a short exact sequence of vector bundles

$$
0 \rightarrow \alpha \rightarrow \beta \rightarrow \gamma \rightarrow 0
$$

gives the equivalence of $\beta$ with $\alpha \oplus \gamma$.
2.1. Let $\xi$ and $\eta$ be $n$ - and $p$-vector bundles over a manifold $V$. In Hom $(\xi, \eta)=\eta \otimes \xi^{*}$, let $S_{k}$ be the submanifold of elements of rank equal to $\min (n, p)-k$. If $\phi: \xi \rightarrow \eta$ is a bundle homomorphism, then let $Z_{\phi}: V \rightarrow \eta \otimes \xi^{*}$ be the section that takes $x \in V$ to $\phi_{x}$, where $\phi_{x}$ is the homomorphism obtained by restricting $\phi$ to the fibre of $\xi$ over $x, \phi_{x}: \xi_{x} \rightarrow \eta_{x}$.

Definition. A homomorphism $\phi: \xi \rightarrow \eta$ is called banal if
(1) $\quad \operatorname{rank} \phi_{x} \geqq \min (n, p)-1$, for all $x \in V$,
(2) $S(\phi)=\left\{x \in V \mid \operatorname{rank} \phi_{x}=\min (n, p)-1\right\}$ is a submanifold of $V$, and if $x \in S(\phi)$, then $\operatorname{dim}\left(\left(Z_{\phi}\right)_{*}\left(V_{x}\right)+\left(S_{1}\right)_{z_{\phi}(x)}\right) \geqq \operatorname{dim} S_{1}+1$, where $V_{x}$ is the tangent space to $V$ at $x$ and $\left(S_{1}\right)_{Z_{\phi}(x)}$ is the tangent space to $S_{1}$ at $Z_{\phi}(x)$.

A special case of a banal homomorphism is that of a homomorphism $\phi$ which satisfies condition (1) above and has the property that $Z_{\phi}$ is transversal to $S_{1}$.

Lemma 2.1. (i) Let $\phi: \xi \rightarrow \eta$ be a banal homomorphism such that $S(\phi)$ has codimension 1 in $V$; then there exist vector bundles $\hat{\xi}$ and $\hat{\eta}$ and homomorphisms $\phi_{1}, \phi_{2}, \sigma, \tau$ such that

commutes, and $S(\sigma)=S(\tau)=S(\phi)$, and rank $\phi_{1}=\operatorname{rank} \phi_{2}=\min (n, p)$.
(ii) Denote by a prime restriction to $S(\phi)$. Let $\lambda$ be the normal line bundle of $S(\phi)$ in $V$. Then
(a)

$$
\operatorname{ker} \sigma^{\prime}=\operatorname{ker} \phi^{\prime}, \quad \text { and } \quad \operatorname{ker} \tau^{\prime}=\lambda^{*} \otimes \operatorname{coker} \phi^{\prime}
$$

Let $\zeta$ be defined by the exactness of

$$
0 \rightarrow \operatorname{ker} \phi^{\prime} \rightarrow \xi^{\prime} \rightarrow \zeta \rightarrow 0, \quad 0 \rightarrow \zeta \rightarrow \eta^{\prime} \rightarrow \operatorname{coker} \phi^{\prime} \rightarrow 0
$$

Then the following sequences are also exact:

$$
\begin{equation*}
0 \rightarrow \zeta \rightarrow \hat{\xi}^{\prime} \rightarrow \lambda \otimes \operatorname{ker} \phi^{\prime} \rightarrow 0 \tag{b}
\end{equation*}
$$

$$
\begin{equation*}
0 \rightarrow \lambda^{*} \otimes \operatorname{coker} \phi^{\prime} \rightarrow \hat{\eta}^{\prime} \rightarrow \zeta \rightarrow 0 \tag{c}
\end{equation*}
$$

Remark. This lemma is essentially a special case of [4, Theorem 3.2]. There however the construction of the new bundles may be a little obscure since it is done not on $V$ but on $\hat{V}$, a manifold obtained from $V$ by sigma process; also the new bundles are compared with the original ones lifted to $\hat{V}$. Therefore we repeat the proof in this simplified setting. If $n=p$, and if rank $\phi_{x} \geqq n-1$ and $Z_{\phi}$ were transversal to $S_{1}$, this lemma would be a special case of the above-mentioned theorem. At present the author does not know the appropriate full generalization.

Proof. It suffices to prove the lemma in case $n \leqq p$. The other case can be obtained from this one by duality.

We will work with coordinate bundles representing $\xi$ and $\eta$. Suppose then that we are given an open covering of $V$ by coordinate neighborhoods $\left\{U_{\alpha}, \alpha \in \mathfrak{U}\right\}, \mathfrak{H}$ some index set, such that $\phi$ is defined by the diagram:

where the vertical arrows are the coordinate maps for the coordinate bundles representing $\xi$ and $\eta$. It is no restriction to assume, for $x \epsilon U_{\alpha}$ and $t$ a column
$n$-vector, that $\phi_{\alpha}(x, t)=\left(x, H_{\alpha}(x) \cdot t\right)$, where $H_{\alpha}(x)$ is a $p \times n$ matrix of the form

$$
\left(\begin{array}{cc}
I_{n-1} & 0 \\
0 & h_{\alpha}(x)
\end{array}\right)
$$

where $I_{n-1}$ is the $n-1 \times n-1$ identity matrix and $h_{\alpha}(x)$ is a $(p-n+1)$ column vector.

Let $\mathfrak{Y}_{1}=\mathfrak{N}-\mathfrak{N}_{0}$, where $\alpha \in \mathfrak{N}_{0}$ if and only if $U_{\alpha} \cap S(\phi)=\emptyset$. By condition (2) for banality of $\phi$, for any $x \in S(\phi), d h_{\alpha}(x) \neq 0$. We assume that for all $\alpha \in \mathfrak{A}_{1}, U_{\alpha}$ are chosen small enough so that at least one of the differentials of $d h_{\alpha}$ is nonzero throughout $U_{\alpha}$. We may, without loss of generality, assume that ${ }^{t} h_{\alpha}=\left(x_{\alpha}, 0, \cdots, 0\right)$. We may further assume that in $U_{\alpha}$ for $\alpha \in \mathfrak{Y}_{0},{ }^{t} h_{\alpha}=(1,0, \cdots, 0)$; we let $x_{\alpha}=1$ for $\alpha \in \mathfrak{Y}_{0}$. Thus in each $U_{\alpha}$, the defining equation for $S(\phi) \cap U_{\alpha}$ is $x_{\alpha}=0$.

Let $d_{1}=n$ and $d_{2}=p$. We define maps $N_{\alpha}^{i}$ of $U_{\alpha}$ into the $d_{i} \times d_{i}$ matrices by

$$
N_{\alpha}^{i}=\left(\begin{array}{cc}
I_{n-1} & 0 \\
0 & x_{\alpha} I_{\left(d_{i}-n+1\right)}
\end{array}\right), \quad i=1,2
$$

Let ${ }^{t} K_{\alpha}$ be the constant map which takes all of $U_{\alpha}$ into the $n \times p$ matrix $\left(I_{n} 0\right)$. Thus on $U_{\alpha}$

$$
\begin{equation*}
H_{\alpha}=K_{\alpha} N_{\alpha}^{1}=N_{\alpha}^{2} K_{\alpha} \tag{1}
\end{equation*}
$$

Suppose $E_{\alpha \beta}$ and $F_{\alpha \beta}$ are the transition functions for the coordinate bundles we have taken to represent $\xi$ and $\eta$. Then

$$
\begin{equation*}
H_{\alpha} E_{\alpha \beta}=F_{\alpha \beta} H_{\beta} \tag{2}
\end{equation*}
$$

If we drop all the indices and write the transition functions in blocks,

$$
E=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \quad \text { and } \quad F=\left(\begin{array}{cc}
G & P \\
J & M
\end{array}\right)
$$

where $A$ and $G$ are $n-1 \times n-1$. We see that on $S(\phi), B$ and $J$ vanish identically. Thus we may write

$$
E_{\alpha \beta}=\left(\begin{array}{cc}
A_{\alpha \beta} & x_{\beta} \hat{B}_{\alpha \beta}  \tag{3}\\
C_{\alpha \beta} & D_{\alpha \beta}
\end{array}\right) \quad \text { and } \quad F_{\alpha \beta}=\left(\begin{array}{cc}
G_{\alpha \beta} & P_{\alpha \beta} \\
x_{\alpha} \hat{J}_{\alpha \beta} & M_{\alpha \beta}
\end{array}\right) \quad \text { in } \quad U_{\alpha} \cap U_{\beta}
$$

Note that restricted to $S(\phi)$ the following are transition functions for the indicated bundles: $A_{\alpha \beta}$ for $\zeta, D_{\alpha \beta}$ for $\operatorname{ker} \phi^{\prime}, M_{\alpha \beta}$ for coker $\phi^{\prime}$.

Let $\hat{\xi}$ and $\hat{\eta}$ be represented by coordinate bundles which are defined by their transition functions

$$
\hat{E}_{\alpha \beta}=\left(\begin{array}{cc}
A_{\alpha \beta} & \hat{B}_{\alpha \beta}  \tag{4}\\
x_{\alpha} C_{\alpha \beta} & L_{\alpha \beta} D_{\alpha \beta}
\end{array}\right) \quad \text { and } \quad \hat{F}_{\alpha \beta}=\left(\begin{array}{cc}
G_{\alpha \beta} & x_{\beta} P_{\alpha \beta} \\
\hat{J}_{\alpha \beta} & L_{\beta \alpha} M_{\alpha \beta}
\end{array}\right)
$$

on $U_{\alpha} \cap U_{\beta}$, respectively, where $L_{\alpha \beta}=\left(x_{\alpha} / x_{\beta}\right)$. The $L_{\alpha \beta} \mid S(\phi)$ are the transition functions for a coordinate bundle representing the normal bundle to $S(\phi)$ in $V, \lambda$. We see that the functions defined by (4) are the transition functions of coordinate bundles, for, suppressing as many indices as possible, we have formally from (3) and (4)

$$
\begin{equation*}
\hat{E}=\left(N^{1}\right)(E)\left(N^{1}\right)^{-1} \quad \text { and } \quad \hat{F}=\left(N^{2}\right)^{-1}(F)\left(N^{2}\right) \tag{5}
\end{equation*}
$$

Also from (1) and (2) we have

$$
\begin{equation*}
H E=F H=K N^{1} E=F K N^{1}=N^{2} K E=F N^{2} K \tag{6}
\end{equation*}
$$

To define the homomorphisms it suffices to do so locally. Both $\phi_{i}, i=1,2$, are defined by

$$
\left(\phi_{i}\right)_{\alpha}: U_{\alpha} \times A^{n} \rightarrow U_{\alpha} \times A^{p}:(x, t) \rightarrow\left(x, K_{\alpha}(x) \cdot t\right)
$$

The last two pairs of equal terms of (6) together with the defining equations (5) show that we have well-defined homomorphisms between appropriate bundles. Both of the thus-defined homomorphisms have rank $n$. The homomorphisms $\sigma$ and $\tau$ are defined for $i=1,2$, respectively by

$$
U_{\alpha} \times A^{d_{i}} \rightarrow U_{\alpha} \times A^{d_{i}}:(x, t) \rightarrow\left(x, N_{\alpha}^{i}(x) t\right)
$$

That these local homomorphisms piece together correctly is immediate from (5). The commutativity of the diagram of conclusion (i) is just a restatement of (1), and that $S(\sigma)=S(\tau)=S(\phi)$ is trivial from the definition of $\sigma$ and $\tau$. All of the parts of conclusion (ii) follow by inspection of (4).

Remark 1. If in the preceding lemma, $n=p$, then $\hat{\xi}$ is equivalent to $\eta$, and $\hat{\eta}$ is equivalent to $\xi$. If $\phi, \xi, \eta$, and $V$ are holomorphic, then the equivalences are also holomorphic.

Remark 2. The $\hat{\xi}$ of the lemma is unique for $n \leqq p$. In particular let $G_{n}(\eta)$ be the bundle associated with $\eta$ with fibre the Grassmann manifold of $n$-planes in $A^{p}, G_{n}\left(A^{p}\right)$, and let $\Gamma_{n}(\eta)$ be the $n$-vector bundle over $G_{n}(\eta)$ whose points are pairs $(X, v)$ where $X \in G_{n}(\eta)$ and $v \in X$. Suppose that

$$
\psi: V-S(\phi) \rightarrow G_{n}(\eta): x \rightarrow\left(\text { range of } \phi_{x}\right)
$$

The existence of $\hat{\xi}$ yields an extension $\hat{\psi}: V \rightarrow G_{n}(\eta)$, a section in $G_{n}(\eta)$. Let $\gamma=\hat{\psi}^{-1}\left(\Gamma_{n}(\eta)\right)$; clearly $\gamma$ is equivalent to $\hat{\xi}$. In the obvious way $\gamma$ is a subbundle of $\eta$, and $\phi: \xi \rightarrow \eta$ can be factored through $\gamma$, i.e., there is a $\operatorname{map} \theta: \xi \rightarrow \gamma$ which satisfies the hypothesis of the lemma such that $\phi=i \circ \theta$, where $i$ is the injection of $\gamma$ in $\eta$. Since $\psi$ is unique, so is $\gamma$.

Remark 3. On $S(\phi)$ we have a map analogous to $\psi$, say $\psi^{\prime}: S(\phi) \rightarrow G_{n-1}(\eta)$ which takes a point $x$ to the range of $\phi_{x}$. That $\psi^{\prime-1}\left(\Gamma_{n-1}(\eta)\right)$ is equivalent to $\zeta$ is obvious since the map of $\xi^{\prime}$ into $\psi^{\prime-1}\left(\Gamma_{n-1}(\eta)\right)$ is onto and has kernel $=$ $\operatorname{ker} \phi^{\prime}$.
2.2 Notation. Given a map $f$, of $X$ into $Y, X$ and $Y$ manifolds, we let $f_{\#}$ be the Gysin homomorphism from the cohomology of $X$ into that of $Y$.

Here the coefficients for cohomology are $Z_{2}$ in the real case and $Z$ in the complex case.

For a vector bundle $\alpha$, we let $c(\alpha)$ be the total Stiefel-Whitney class ( $\bmod 2$ ) in the real case and the total Chern class in the complex case.

Theorem 2.2 (see [4, §3.3]). Let $\phi$ be a banal homomorphism of an n-vector bundle $\xi$ into a p-vector bundle $\eta, n \leqq p$, both bundles over a manifold $V$. Suppose that $S(\phi)$ has codimension 1 in $V$. If $\zeta$ and $\hat{\xi}$ are as in the preceding lemma, then

$$
c(\xi)=c(\hat{\xi})-j_{*} c(\zeta),
$$

where $j$ is the inclusion of $S(\phi)$ in $V$.
This theorem is a consequence of the Atiyah-Hirzebruch-Grothendieck-Riemann-Roch Theorem [1].

Lemma (Porteous, [6]). Suppose that $\alpha$ and $\beta$ are vector bundles of the same rank over a manifold $X$, and let $\psi$ be a homomorphism from $\alpha$ to $\beta$ such that
(a) Except on a closed submanifold $j: Y \subset X$ of codimension $1, \psi$ is an isomorphism.
(b) $\psi^{\prime}=\psi \mid(\alpha \mid Y)$ is of constant rank.
(c) For each $P \in X$, if $x$ is the germ of a function defining $Y$ at $P$, and if $s$ is a germ of a section in $\beta$ at $P$, then $x s$ is in the image under $\psi$ of $a$ germ of a section in $\alpha$.
If $\boldsymbol{\psi}$ and $\boldsymbol{\psi}^{\prime}$ are the corresponding sheaf homomorphisms, then

$$
\text { coker } \psi=\left(\operatorname{coker} \psi^{\prime}\right)^{0}, \quad \text { and } \quad \operatorname{coker} \psi^{\prime}=\lambda \otimes \operatorname{ker} \psi^{\prime}
$$

where ('coker $\left.\boldsymbol{\psi}^{\prime}\right)^{0}$ is the sheaf coker $\boldsymbol{\psi}^{\prime}$ extended by zero to $X-Y$, and $\lambda$ is the normal line bundle of $Y$ in $X$.

Applying the AHGRR theorem [1, Theorem 3.1, Theorem 5.1, §6] to the sheaf conclusion of the Porteous lemma we have

$$
\begin{equation*}
c(\beta-\alpha)=1+j_{\#}\left(\frac{1}{v}\left\{\frac{\mathrm{c}\left(\operatorname{coker} \psi^{\prime}\right)}{c\left(\lambda^{*} \otimes \operatorname{coker} \psi^{\prime}\right)}-1\right\}\right), \tag{1}
\end{equation*}
$$

where $c(\lambda)=1+v$, and $\lambda^{*}$ is the line bundle dual to $\lambda$. If we denote by $\alpha^{\prime}$ and $\beta^{\prime}$ the restrictions to $Y$ of $\alpha$ and $\beta$, we have the exact sequence of bundles:

$$
0 \rightarrow \operatorname{ker} \psi^{\prime} \rightarrow \alpha^{\prime} \xrightarrow{\psi^{\prime}} \beta^{\prime} \rightarrow \operatorname{coker} \psi^{\prime} \rightarrow 0
$$

Let $\gamma=\operatorname{coker}\left(\operatorname{ker} \psi^{\prime} \rightarrow \alpha^{\prime}\right)=\operatorname{ker}\left(\beta^{\prime} \rightarrow \operatorname{coker} \psi^{\prime}\right)$. Then substituting in (1) we obtain
(2) $c(\beta-\alpha)=1+j_{\#}\left(c\left(\gamma-\alpha^{\prime}\right)\left\{(1 / v)\left(c\left(\lambda \otimes \operatorname{ker} \psi^{\prime}\right)-c\left(\operatorname{ker} \psi^{\prime}\right)\right)\right\}\right)$.

Multiplying both sides of (2) by $c(\alpha)$ and using the fact that

$$
c(\alpha) j_{\#}()=j_{\#}\left[c\left(\alpha^{\prime}\right)()\right]
$$

we have proved

$$
\begin{equation*}
c(\beta)=c(\alpha)+j_{\#}\left(c(\gamma)\left\{\frac{c\left(\lambda \otimes \operatorname{ker} \psi^{\prime}\right)-c\left(\operatorname{ker} \psi^{\prime}\right)}{v}\right\}\right) \tag{3}
\end{equation*}
$$

If further $\operatorname{ker} \psi^{\prime}$ were a line bundle, then $c\left(\lambda \otimes \operatorname{ker} \psi^{\prime}\right)-c\left(\operatorname{ker} \psi^{\prime}\right)=v$, and so we have

$$
c(\beta)=c(\alpha)+j_{*} c(\gamma)
$$

The verification that the bundles $\xi, \hat{\xi}$ and the homomorphism $\sigma$ satisfy the conditions on $\alpha, \beta, \psi$ of the lemma is immediate from the definition of $\hat{\xi}$ and $\sigma$ (see preceding section).

Using Remarks 2 and 3 above, we have in the situation of Theorem 2.2

$$
c(\xi)=\hat{\psi}^{*} c\left(\Gamma_{n}(\eta)\right)-j_{\#} \psi^{\prime *} c\left(\Gamma_{n-1}(\eta)\right)
$$

2.3. Let $V$ and $M$ be manifolds of dimensions $n$ and $p$ respectively, and let $f$ map $V$ in $M$. Suppose that $f_{*}: T(V) \rightarrow f^{-1} T(M)$ is banal, where $T(V)$ and $T(M)$ are the tangent bundles. Notice that the dual map,

$$
f^{*}: f^{-1}(T(M))^{*} \rightarrow T^{*}(V)
$$

is also banal, and that $S\left(f^{*}\right)=S\left(f_{*}\right)$. Call this singular set simply $S(f)$. We apply Lemma 2.1 and Theorem 2.2 to $f_{*}$ and $f^{*}$ when $n \leqq p$ and $n \geqq p$ respectively. By Remark 2 of 2.1 we have maps

$$
\hat{T}_{f_{*}}: V \rightarrow G_{n}(T(M)) \quad \text { and } \quad \hat{T}_{f^{*}}: V \rightarrow G_{p}\left(T^{*}(V)\right)
$$

which map a point $x \in V$ to the range of $\left(f_{*}\right)_{x}$ and $\left(f^{*}\right)_{x}$. Here the map $\hat{T}_{f_{*}}$ is the composite of the map given by the remark into $G_{n}\left(f^{-1}(T(M))\right)$ followed by the obvious map into $G_{n}(T(M))$. If we let $\left(f_{*}\right)^{\prime}$ and $\left(f^{*}\right)^{\prime}$ denote the restrictions to $S(f)$, we have

$$
T_{\left(f_{*}\right)^{\prime}}: S(f) \rightarrow G_{n-1}(T(M)) \quad \text { and } \quad T_{\left(f^{*}\right)^{\prime}}: S(f) \rightarrow G_{p-1}\left(T^{*}(V)\right)
$$

Letting $j$ be the inclusion of $S(f)$ in $V$ and assuming that $S(f)$ has codimension 1 in $V$, we have by Theorem 2.2
(a) If $n \leqq p, \quad c(V)=\left(\hat{T}_{f_{*}}\right)^{*} c\left(\Gamma_{n}(T(M))\right)-j_{*}\left(T_{\left(f_{*}\right)^{\prime}}\right)^{*} c\left(\Gamma_{n-1}(T(M))\right)$.
(b) If $n \geqq p$,

$$
\left.f^{*} c\left(T^{*}(M)\right)=\left(\hat{T}_{f^{*}}\right)^{*} c\left(\Gamma_{p}\left(T^{*} V\right)\right)\right)-j_{*}\left(T_{\left(f^{*}\right)^{\prime}}\right)^{*} c\left(\Gamma_{p-1}\left(T^{*}(V)\right)\right)
$$

Since we will only apply formula (a) above, we restrict our attention now to the case $n \leqq p$. Let $g=f \mid S(f)$, and assume that $g_{*}$ is again banal with $S(g)$ of codimension 1 in $S(f)$. Since $T_{g_{*}} \mid S(f)-S(g)$ agrees with $T_{\left(f_{*}\right)^{\prime}} \mid S(f)-S(g), T_{\left(f_{*}\right)^{\prime}}=\hat{T}_{g_{*}}$. Thus we get
(c) $c(S(f))=\left(T_{\left(f_{*}\right)^{\prime}}\right)^{*} c\left(\Gamma_{n-1}(T(M))\right)-k_{\#}\left(T_{\left(g_{*}\right)^{\prime}}\right)^{*} c\left(\Gamma_{n-2}(T(M))\right)$,
where $k$ is the inclusion of $S(g)$ in $S(f)$. Thus (a) and (c) collapse to give
(d)

$$
\begin{aligned}
j_{*} c(S(f)) & +c(V) \\
= & \left(\hat{T}_{f_{*}}\right)^{*} c\left(\Gamma_{n}(T(M))\right)-j_{*} k_{*}\left(T_{\left(g_{*}\right)^{\prime}}\right)^{*} c\left(\Gamma_{n-2}(T(M))\right)
\end{aligned}
$$

If we were so fortunate that now $f \mid S(g)=h$ had the property that $h_{*}$ were banal and $S(h)$ had codimension 1 in $S(g)$, we could apply the same argument again. We would, if the banal and codimension 1 conditions were satisfied every time we restricted the map of a singular set to its singular set, eventually obtain

$$
\sum_{i}\left(j_{i}\right)_{*} c\left(S\left(f_{i}\right)\right)+c(V)=\left(\hat{T}_{f_{*}}\right)^{*} c\left(\Gamma_{n}(T(M))\right)
$$

where $f_{i}=f \mid S\left(f_{i-1}\right), f_{0}=f$, and $j_{i}$ is the inclusion of $S\left(f_{i}\right)$ in $V$.
A case in which this simple situation does in fact occur is given by the following theorem.

Theorem 2.3. Let $V$ and $M$ be $n$-manifolds, and let $f$ be a map of $V$ in $M$ such that $S_{i}(f)=\emptyset$ for $i>1$. If $J^{q}(f)$ is transversal to the singularities $S_{1}^{q}$ for $q=1, \cdots, n$, then

$$
c(V)=f^{*} c(M)-\sum_{q=1}^{n}\left(j_{q}\right)_{*} c\left(S_{1}^{q}(f)\right)
$$

where $j_{q}$ is the inclusion of $S_{1}^{q}(f)$ in $V$ and $S_{1}^{q+1}(f)=S_{1}\left(f \mid S_{1}^{q}(f)\right)$.
Proof. Since in this case $G_{n}(T(M))=M$ and $\Gamma_{n}(T(M))=T(M)$, we have

$$
\hat{T}_{f_{*}}=f \quad \text { and } \quad\left(\hat{T}_{f_{*}}\right)^{*} c\left(\Gamma_{n}(T(M))\right)=f^{*} c(M) .
$$

To complete the proof it suffices to show that if $f^{i}=f \mid S_{1}^{i}(f)$, then $f_{*}^{i}$ is banal, since we already know that $S\left(f^{i}\right)=S_{1}^{i+1}(f)$ is of codimension 1 in $S_{1}^{i}(f)$ or is empty. But that $f_{*}^{i}$ is banal is trivial since the hypotheses that $S_{i}(f)=\emptyset$ for $i>1$ and that $J^{q}(f)$ are transversal to $S_{1}^{q}$ imply respectively that conditions (1) and (2) of the definition of banal homomorphism are satisfied for $f_{*}^{i}$.

## 3. Proof of Theorem 1.

Since the proofs of parts A and B are similar, we will just prove the theorem in case $n \geqq p$, i.e., part A. In $J^{1}$, let $W^{1}$ be a neighborhood of the 1 -jet of the mapping given by

$$
U \circ F(x, y, u)=u, \quad Y \circ F(x, y, u)=0
$$

where the notation is as in the statement of the theorem. Further $f \in W^{1}$ if and only if $\left(\left(\partial U_{i}\left(P_{f}\right) / \partial u_{j}\right)(0)\right)$ is nonsingular, $1 \leqq i, j \leqq p-1$.

Let $\mathfrak{W}$ be the set of all germs at the origin of maps $F$ of $A^{n}$ in $A^{p}$ taking the origin into the origin such that the germ of $F$ is in $\mathfrak{W}$ if and only if $F^{1}(0) \epsilon W^{1}$. In the following we will use the same notation for the germ of a mapping and the mapping itself; this abuse of notation should lead to no confusion.

We define a map $\boldsymbol{\theta}$ of $\mathfrak{W}$ into itself by giving for each $F \in \mathfrak{W}$ a diffeomorphism
of a neighborhood of the origin in the source leaving the origin fixed; $\theta F$ is defined by composing the diffeomorphism with $F$. Such a map, $\boldsymbol{\theta}$, induces a map of $W^{q}=\pi_{q, 1}^{-1}\left(W^{1}\right)$ into itself, say $\theta^{q}$, defined by the equation $\theta^{q} f=$ $\left(\theta P_{f}\right)^{q}(0)$. If $F \in \mathfrak{W}$, then $F$ has the form
(1) $\quad U \circ F(x, y, u)=U^{*}(x, y, u), \quad Y \circ F(x, y, u)=Y^{*}(x, y, u)$,
where $\left(\left(\partial U_{i}^{*} / \partial u_{j}\right)(0)\right)$ is nonsingular. By virtue of the nonsingularity condition of (1) we can define a diffeomorphism of a neighborhood of 0 in $A^{n}$ into itself which takes a point with coordinates $(x, y, u)$ into one with coordinates $(x, y, C(x, y, u))$, where $U^{*}(x, y, C(x, y, u))=u$. We let $\theta F$ be the composition of $F$ with this diffeomorphism:

$$
\begin{equation*}
U \circ(\theta F)(x, y, u)=u, \quad Y \circ(\theta F)(x, y, u)=Y^{*}(x, y, C(x, y, u) \tag{2}
\end{equation*}
$$

Note that whenever $\left(\partial U_{i}^{*} / \partial u_{j}\right)$ is nonsingular, the partials of $C$ with respect to $x, y, u$ depend only on the partials of $U^{*}$.

Given a map $F$ from $A^{n}$ to $A^{p}$, the coordinates of the jet $F^{q}(0)$ are given by the partial derivatives of orders up to and including the $q^{\text {th }}$ of $U \circ F$ and $Y \circ F$ with respect to $x, y, u$ at 0 . These coordinates will be denoted by the corresponding partial derivative symbols, e.g.,

$$
\frac{\partial^{j} Y}{\partial x^{j}}\left(F^{q}(0)\right) \quad \text { means } \quad \frac{\partial^{j}(Y \circ F)}{\partial x^{j}}(0), \quad \text { for } \quad j \leqq q
$$

For $f \in W^{q}, q \geqq 2$, let $K(f)=\left(\partial^{2} Y / \partial y_{i} \partial y_{i^{\prime}}\right)\left(\theta^{q} f\right)$, and for each $j=2, \cdots, q$, let $L_{j}(f)=\left(\partial^{r} Y / \partial x^{r-1} \partial u_{k}\right)\left(\theta^{\alpha} f\right)$ if $j \leqq p$, and the zero matrix otherwise, and let

$$
M_{j}(f)=\left(\begin{array}{cc}
K(f) & \frac{\partial^{2} Y}{\partial y_{i} \partial u_{k}}\left(\theta^{q} f\right) \\
\frac{\partial^{r} Y}{\partial x^{r-1} \partial y_{i}} & L_{j}(f)
\end{array}\right)
$$

if $j \leqq p$, and the zero matrix otherwise. Here the indices range as follows: $2 \leqq r \leqq j, \quad 1 \leqq k \leqq j-1, \quad 1 \leqq i, i^{\prime} \leqq t$.

Define open sets $N^{q} \subset W^{q}$ as follows: $N^{1}=W^{1}$, and for $q \geqq 2$
$N^{q}=\left\{f \in W^{q} \mid K(f), L_{j}(f)\right.$, and $M_{j}(f)$ are nonsingular for all $\left.j=2, \cdots, q\right\}$.
Clearly if $N^{q} \neq \emptyset, \pi_{q, r}\left(N^{q}\right)=N^{r}$, for $r \leqq q$. Let
$T^{q}=\left\{f \varepsilon N^{q} \left\lvert\, \frac{\partial Y}{\partial y_{i}}\left(\theta^{q} f\right)=0\right.,1 \leqq i \leqq t ; \quad\right.$ and $\left.\quad \frac{\partial^{j} Y}{\partial x^{j}}\left(\theta^{q} f\right)=0,1 \leqq j \leqq q\right\}$.
Lemma 3.1. $\quad T^{q}$ is a submanifold of $N^{q}$ and $\operatorname{codim} T^{q}=n-p+q$ if $q \leqq p$.
Proof. If $q>p, N^{q}=\emptyset$, and there is nothing to prove. Suppose that $q \leqq p$. It suffices to prove the following: Let $F=P_{f}$ for $f \in N^{q}$; then

$$
\begin{array}{ll}
\frac{\partial Y(\theta F)}{\partial y_{i}}(0) \equiv \frac{\partial Y \circ F}{\partial y_{i}}(0), & 1 \leqq i \leqq t \\
\frac{\partial^{j} Y(\theta F)}{\partial x^{j}}(0) \equiv \frac{\partial^{j} Y \circ F}{\partial x^{j}}(0), & 1 \leqq j \leqq q
\end{array}
$$

where congruence means equality modulo a function of the partials of $Y \circ F$ other than those listed and of the partials of $U \circ F$. The proof of this is trivial using (2). In this proof no use is made of the fact that we are working inside $N^{q}$ rather than $W^{q}$. The restriction to $N^{q}$ is for later convenience, since we will show that $S_{1}^{q}$ is the orbit of $T^{q}$. If we had defined $T^{q}$ in $W^{q}$ by the same equations, although $T^{q}$ would be submanifolds of $W^{q}$, the $T^{q}$ would contain points not in $S_{1}^{q}$.

If $F \in \mathfrak{W}$ and $F^{q}(0) \in N^{q}$, then for $P$ sufficiently close to $0, F^{q}(P) \in N^{q}$, and $\theta^{q} F^{q}(P)=(\theta F)^{q}(P)$, where $F^{q}(P)$ is the $q$-jet at 0 of the map $T_{-F(P)} \circ F \circ T_{P}$, where $T_{-F(P)}$ is the translation in $A^{p}$ taking $F(P)$ to 0 , and $T_{P}$ is the translation taking 0 to $P$ in $A^{n}$. Thus in a neighborhood of 0 , the equations of $T^{q}(F)$ are

$$
\frac{\partial Y(\boldsymbol{\theta} F)}{\partial y_{i}}=0, \quad 1 \leqq i \leqq t \quad \text { and } \quad \frac{\partial^{j} Y(\boldsymbol{\theta} F)}{\partial x^{j}}=0, \quad 1 \leqq j \leqq q
$$

If further $F^{q+1} \epsilon N^{q+1}$ and $F=\theta F$ in a neighborhood of 0 , we can choose a neighborhood of 0 so that $M_{j}\left(F^{j}\right)$ has rank $(j-1+t)$ there, for $j=2, \cdots$, $q+1$. Thus in this neighborhood, ${ }_{r} T^{q}(F)$ is defined by the equations defining $T^{q}(F)$.

Suppose $F \in \mathfrak{W}$ and $F^{q}(0) \in N^{q}, q \geqq 2$, and $F=\boldsymbol{\theta} F$; then the equations for $F$ are

$$
U \circ F(x, y, u)=u, \quad Y \circ F(x, y, u)=Y^{*}(x, y, u)
$$

Expanding $Y^{*}$ in powers of $x$ yields

$$
\begin{align*}
& Y^{*}(x, y, u) \\
& \quad=G_{0}(y, u)+\sum_{i=1}^{q}\left(x^{i} / i!\right)\left(a_{i}+G_{i}(y, u)\right)+x^{q+1} R(x, y, u) \tag{3}
\end{align*}
$$

where $a_{i}=\left(\partial^{i} Y^{*} / \partial x^{i}\right)(0)$. Since we have assumed that $F^{q}(0) \in N^{q}$, i.e., that $N^{q} \neq \emptyset$, we have $q \leqq p$, and that the matrices $K, L_{j}$, and $M_{j}$ are nonsingular for $j=2, \cdots, q$. In the notation of (3),

$$
L_{j}\left(F^{q}(0)\right)=\left(\frac{\partial G_{r}}{\partial u_{k}}\right)(0) ; \quad 1 \leqq r, k \leqq j-1
$$

Thus we may define new coordinates in the source and target by

$$
\begin{align*}
& \tilde{u}_{i}=G_{i}(0, u), \\
& \widetilde{U}_{i}=G_{i}(0, U), \\
& \tilde{u}_{j}=u_{j}, \quad \tilde{U}_{j}=U_{j}, \\
& \tilde{y}_{k}=y_{k}, \quad \text { and } \quad \tilde{Y}=Y-Y^{*}(0,0, U) \text {, }  \tag{4}\\
& \tilde{x}=x, \\
& 1 \leqq i \leqq q-1 ; \quad q \leqq j \leqq p-1 ; \quad 1 \leqq k \leqq t .
\end{align*}
$$

By letting $H_{i}(\tilde{y}, \tilde{u})=G_{i}(y, u)-G_{i}(0, u), i=0, \cdots, q-1$, the equations defining the mapping $F$ become, after dropping the tildes of the substitutions (4),

$$
\begin{aligned}
& U \circ F(x, y, u)=u \\
& Y \circ F(x, y, u)=H_{0}(y, u)+\sum_{i=1}^{q-1}\left(x^{i} / i!\right)\left(a_{i}+u_{i}+H_{i}(y, u)\right) \\
& \\
& \quad+\left(x^{q} / q!\right)\left(a_{q}+S(x, y, u)\right)
\end{aligned}
$$

where the order of $S$ is greater than zero. Define $b_{i}$ and $J$ by

$$
\begin{aligned}
\sum_{i=1}^{t} b_{i} y_{i}+J(x, y, u)=H_{0}(y, u)+ & \sum_{i=1}^{q-1}\left(x^{i} / i!\right) H_{i}(y, u) \\
& +\left(x^{q} / q!\right)(S(x, y, u)-S(x, 0, u))
\end{aligned}
$$

$b_{i}$ are constants, order $J \geqq 2$, and $J(x, 0, u)=0$. Letting $R(x, u)=$ $S(x, 0, u)$ we have

$$
\begin{aligned}
& Y \circ F(x, y, u)=\sum_{i=1}^{t} b_{i} y_{i}+J(x, y, u) \\
& \quad+\sum_{i=1}^{q-1}\left(x^{i} / i!\right)\left(a_{i}+u_{i}\right)+\left(x^{q} / q!\right)\left(a_{q}+R(x, u)\right)
\end{aligned}
$$

Note that

$$
K\left(F^{q}(0)\right)=\left(\frac{\partial^{2} G_{0}}{\partial y_{i} \partial y_{j}}\right)(0)=\left(\frac{\partial^{2} H_{0}}{\partial y_{i} \partial y_{j}}\right)(0)=\left(\frac{\partial^{2} J}{\partial y_{i} \partial y_{j}}\right)(0)
$$

is nonsingular.
Lemma 3.2. Let $A$ be a function of $p+t$ variables $\left(z_{1}, \cdots, z_{t}, w_{1}, \cdots, w_{p}\right)$ such that $\left(A_{z_{i} z_{j}}\right)(0)$ is nonsingular. Then there are functions $\tilde{z}_{i}, i=1, \cdots, t$ defined in a neighborhood of 0 such that $(\tilde{z}, w)$ form a coordinate system there, and such that

$$
A(z, w)=h(w)+\sum_{i=1}^{t} b_{i} g_{i}(\tilde{z}, w)+\sum_{i=1}^{t} \pm \tilde{z}_{i}^{2}
$$

where $g_{i}(0, w)=0$ and $\left(\left(g_{i}\right)_{\tilde{z}_{j}}\right)$ is nonsingular at 0 and $b_{i}=A_{z_{i}}(0)$.
Proof. Write $A(z, w)=f(w)+\sum_{i=1}^{t} b_{i} z_{i}+J(z, w)$, where $f(w)=$ $A(0, w)$ and $b_{i}=A_{z_{i}}(0)$. Let $J_{z_{i}}=J_{i} ; J_{i}(0)=0$, and $\left(\left(J_{i}\right)_{z_{j}}\right)(0)$ is nonsingular. Thus $J_{i}(z, w)=0$ can be solved for $z$ in terms of $w$, say $z_{i}=$ $\phi_{i}(w)$, with $\phi_{i}(0)=0$, is the solution of this system. Set $z_{i}=z_{i}^{\prime}+\phi_{i}(w)$. Thus

$$
\begin{aligned}
& \begin{aligned}
& A(z, w)= f(w)+\sum_{i=1}^{t} b_{i} \phi_{i}(w)+J(\phi(w), w) \\
& \quad+\sum_{i=1}^{t} b_{i} z_{1}^{\prime}+\left[J\left(z^{\prime}+\phi(w)\right)-J(\phi(w), w)\right] \\
&=h(w)+\sum_{i=1}^{t} b_{i} z_{i}^{\prime}+K\left(z^{\prime}, w\right) \\
& K(0, w)=0, K_{z_{i}^{\prime}}(0, w)= J_{i}(\phi(w), w)=0, \text { and } \\
&\left(K_{z_{i}^{\prime} z_{i}^{\prime}}\right)(0, w)=\left(J_{z_{i} z_{i}}\right)(\phi(w), w)
\end{aligned}
\end{aligned}
$$

is nonsingular for sufficiently small $w$. To this function $K$ we apply the theorem of Morse [5]. That is, there are new coordinates ( $\tilde{z}, w$ ) such that $\left(\left(\tilde{z}_{i}\right)_{z_{i}^{\prime}}\right)(0)$ is nonsingular and $K\left(z^{\prime}, w\right)=\sum_{i=1}^{t} \pm \tilde{z}_{i}^{2}$.

Applying Lemma 3.2 to the function $Y \circ F$ we have, dropping the tildes,

$$
\begin{aligned}
& Y \circ F(x, y, u)=\sum_{i=1}^{t} b_{i} g_{i}(x, y, u)+\sum_{i=1}^{t} \pm y_{i}^{2}+h(x, u) \\
&+\sum_{i=1}^{q-1}\left(x^{i} / i!\right)\left(a_{i}+u_{i}\right)+\left(x^{q} / q!\right)\left(a_{q}+R(x, u)\right)
\end{aligned}
$$

Let $h(x, u)=\sum_{i=1}^{q-1}\left(x^{i} / i!\right) h_{i}(u)+\left(x^{q} / q!\right) h_{q}(x, u)$. Since $L_{q}\left(F^{q}(0)\right)$ is nonsingular, we may take as new coordinates

$$
\begin{gathered}
\tilde{u}_{i}=u_{i}+h_{i}(u)-h_{i}(0), \quad \widetilde{U}_{i}=U_{i}+h_{i}(U)-h_{i}(0), \\
\tilde{Y}=Y-Y^{*}(0,0, U) ;
\end{gathered}
$$

all others remain the same. This yields finally, by letting $k_{i}(x, y, \tilde{u})=$ $g_{i}(x, y, u)$ and dropping the tildes,

$$
\begin{align*}
& U \circ F(x, y, u)=u \\
& Y \circ F(x, y, u)=\sum_{i=1}^{t} b_{i} k_{i}(x, y, u)+\sum_{i=1}^{t} \pm y_{i}^{2}  \tag{5}\\
& \\
& \quad+\sum_{i=1}^{q-1}\left(x^{i} / i!\right)\left(c_{i}+u_{i}\right)+\left(x^{q} / q!\right)\left(c_{q}+S(x, u)\right)
\end{align*}
$$

where $c_{i}=a_{i}+h_{i}(0), i=1, \cdots, q$ and ord $S \geqq 1$. Note that $b_{i}=0$ for all $i=1, \cdots, t$ if and only if all $\left(\partial Y \circ F / \partial y_{j}\right)(0)=0, j=1, \cdots, t$.

The transformations used to obtain (5) define a map of the set of $\theta F$ for $F \in \mathfrak{W}$ such that $F^{q}(0) \in N^{q}$ into itself. We call $\psi$, the composition of $\theta$ followed by this map; the induced map of $N^{q}$ into itself we call $\psi^{q}$. The equations for the germ of $\psi F$ are given by (5). Notice that for $F=\psi F, F^{q}(0) \epsilon T^{q}$ f and only if

$$
\begin{equation*}
b_{i}=0 \quad \text { and } \quad c_{j}=0 ; \quad 1 \leqq i \leqq t, \quad 1 \leqq j \leqq q \tag{6}
\end{equation*}
$$

Thus we see that $T^{q}$ is contained in the orbit of the $q$-jets of mappings (*) given in the statement A of the theorem.

Lemma 3.3. $\quad S_{1}^{q} \cap N^{q}=T^{q}$.
Proof. The proof goes by induction on $q$ and is trivial for $q=1$. Suppose the lemma proved up to but not including $q$. As usual we set $n=p+t$. We may assume that $q \leqq p$. Let $f \in \psi^{q} N^{q}$ and $F=P_{f}$. Then $F$ has the form (5). We must show that $f \in S_{1}^{q}$ if and only if (6) holds. By our induction assumption $F^{q-1}(0) \in S_{1}^{q-1}$ if and only if $b_{i}=0,1 \leqq i \leqq t$, and $c_{j}=0$, $1 \leqq j \leqq q-1$. The equations for $S_{1}^{q-1}(F)$ in a small neighborhood of 0 are

$$
\frac{\partial Y \circ F}{\partial y_{i}}=0, \quad 1 \leqq i \leqq t \quad \text { and } \quad \frac{\partial^{j} Y \circ F}{\partial x^{j}}=0, \quad 1 \leqq j \leqq q-1
$$

These equations become, in this case,
$y_{i}=0, \quad 1 \leqq i \leqq t \quad$ and $\quad \sum_{i=j}^{q-1}\left(x^{i-j} /(i-j)!\right) u_{i}+\left(x^{q-j} /(q-j)!\right) c_{q}=0$,

$$
1 \leqq j \leqq q-1
$$

These equations can easily be solved for the $u$ 's in terms of $x$, and $S_{1}^{q-1}(F)$ is defined in a small neighborhood of the origin by

$$
\begin{equation*}
y_{i}=0, \quad 1 \leqq i \leqq t \quad \text { and } \quad u_{j}=\phi_{j}(x), \quad 1 \leqq j \leqq q-1 \tag{7}
\end{equation*}
$$

For convenience let $u_{j}=v_{j}$ and $U_{j}=V_{j}$ for $j=q, \cdots, p-1$. Restricting $F$ to $S_{1}^{q-1}(F)$ in a neighborhood of 0 gives

$$
\begin{aligned}
U \circ F(x, 0, \phi(x), v) & =\phi(x) \\
V \circ F(x, 0, \phi(x), v) & =v \\
Y \circ F(x, 0, \phi(x), v) & =\widehat{Y}(x, v)
\end{aligned}
$$

At 0 this map has rank $(p-q)$, i.e., $F^{q}(0) \epsilon S_{1}^{q}$ if and only if

$$
\frac{\partial \phi}{\partial x}(0)=0 \quad \text { and } \quad \frac{\partial \hat{Y}}{\partial x}(0)=0
$$

Since

$$
\frac{\partial \hat{Y}}{\partial x}(0)=\frac{\partial Y \circ F}{\partial x}(0)+\sum_{i=1}^{q-1} \frac{\partial Y \circ F}{\partial u_{i}}(0) \cdot \frac{\partial \phi_{i}}{\partial x}(0)
$$

and $(\partial Y \circ F / \partial x)(0)=0$ since $F^{1}(0) \in S_{1}$, we see that $F^{q}(0) \in S_{1}^{q}$ if and only if $(\partial \phi / \partial x)(0)=0$. Further we know that on $S_{1}^{q-1}(F)$,

$$
\frac{\partial^{j} Y \circ F}{\partial x^{j}}(x, 0, \phi(x), v)=0, \quad j=1, \cdots, q-1
$$

Thus on $S_{1}^{q-1}(F)$

$$
\begin{aligned}
& 0=\frac{\partial}{\partial x}\left(\frac{\partial^{j} Y \circ F}{\partial x^{j}}(x, 0, \phi(x), v)\right)=\frac{\partial^{j+1} Y \circ F}{\partial x^{j+1}}(x, 0, \phi(x), v) \\
& \quad+\sum_{i=1}^{q-1} \frac{\partial^{j+1} Y \circ F}{\partial x^{j} \partial u_{i}}(x, 0, \phi(x), v) \frac{\partial \phi_{i}}{\partial x}(x)
\end{aligned}
$$

for $j=1, \cdots, q-1$. Since by assumption $L_{q}\left(F^{q}(0)\right)$ is nonsingular, we see that $(\partial \phi / \partial x)(0)=0$ if and only if $c_{q}=0$.

Lemma 3.4. Suppose $F^{q+1}(0) \epsilon_{T} T^{q}$ but $F^{q+1}(0) \in T^{q+1}$; then we can choose coordinates at the respective origins so that

$$
\begin{align*}
& U \circ F(x, y, u)=u \\
& Y \circ F(x, y, u)=\sum_{i=1}^{t} \pm y_{i}^{2}+\sum_{i=1}^{q-1}\left(x^{i} / i!\right) u_{i}  \tag{8}\\
& \\
& \quad+\left(x^{q+1} /(q+1)!\right)+R(x, u)
\end{align*}
$$

where ord $R>q+1$.
Proof. Since $F^{q}(0) \in T^{q}$, we may assume that $F$ has the form given by (5) with (6) holding. That is,

$$
\begin{align*}
& U \circ F(x, y, u)=u, \\
& Y \circ F(x, y, u)=\sum_{i=1}^{t} \pm y_{i}^{2}+\sum_{i=1}^{q-1}\left(x^{i} / i!\right) u_{i}  \tag{9}\\
&
\end{align*}
$$

where ord $S>1$ and $L$ is linear in the $u$ 's and $e$ is a constant. Since $F^{q+1}(0) \in{ }_{T} T^{q}$, we know that

$$
\left(\begin{array}{lll}
\left(\frac{\partial^{2} Y}{\partial y_{i} \partial y_{i^{\prime}}}\right) & \left(\frac{\partial^{2} Y}{\partial y_{i} \partial u_{k}}\right) & \left(\frac{\partial^{2} Y}{\partial y_{i} \partial x}\right)  \tag{10}\\
\left(\frac{\partial^{j+1} Y}{\partial x^{j} \partial y_{i^{\prime}}}\right) & \left(\frac{\partial^{j+1} Y}{\partial x^{j} \partial u_{k}}\right) & \left(\frac{\partial^{j+1} Y}{\partial x^{j+1}}\right)
\end{array}\right)(0)
$$

has rank $t+q\left(1 \leqq j \leqq q ; 1 \leqq i, i^{\prime} \leqq t ; 1 \leqq k \leqq p-1\right)$.
For our map this matrix becomes

$$
\left(\begin{array}{lccc}
E_{t} & 0 & 0 & 0 \\
0 & I_{q-1} & 0 & 0 \\
0 & \left(\left(\partial L / \partial u_{j}\right)(0)\right) & e
\end{array}\right)
$$

where $E_{t}$ is a $t \times t$ matrix with $\pm 1$ 's on the diagonal and zeros elsewhere, $I_{q-1}$ is the $q-1$ identity matrix, and $\left(\left(\partial L / \partial u_{j}\right)(0)\right)$ is a $1 \times(p-1)$ matrix. Since $F^{q+1}(0) \notin T^{q+1}$, we know that $e \neq 0$, so we may assume $e=1$. Since the lemma merely states that the order of the remainder is greater than $q+1$, it suffices to prove the result without carrying the remainder along if we make coordinate changes which keep the origins fixed and which do not change the $y$-coordinates.

For $P$ any linear function of $u$,

$$
\frac{(x-P(u))^{q}}{q!}\left(P(u)-\frac{(x-P(u))}{q+1}\right)=\frac{x^{q+1}}{(q+1)!}+\sum_{j=1}^{q} \frac{x^{q-j}}{(q-j)!} P_{j}(u)
$$

where ord $P_{j} \geqq j+1$. Thus if we replace $x$ by $x-L(u)$ in (9) we obtain

$$
\begin{aligned}
& U \circ F(x, y, u)=u \\
& Y \circ F(x, y, u)=\sum_{i=1}^{t} \pm y_{i}^{2}+\sum_{i=0}^{q-1}\left(x^{i} / i!\right) Q_{i}(u)+x^{q+1} /(q+1)!
\end{aligned}
$$

By the rank condition of (10) we may take as new coordinates

$$
\tilde{u}_{i}=Q_{i}(u), \quad \widetilde{U}_{i}=Q_{i}(U), i=1, \cdots, q-1, \quad \tilde{Y}=Y-Y \circ F(0,0, U)
$$

$F$ now has the desired form.
Let $B$ be any subset of $J^{q}$. By $O(B)$ we mean the orbit of $B$ under the group of $q$-jets of diffeomorphisms at the origin of the source and target.

Lemma 3.5. $\quad S_{1}^{q}=O\left(T^{q}\right)$.
Proof. Since $S_{1}^{q} \cap N^{q}=T^{q}$, we know that $O\left(T^{q}\right) \subset S_{1}^{q}$. For $q=1$, the assertion of the lemma is trivial. Suppose $S_{1}^{q}=O\left(T^{q}\right)$; we show that

$$
S_{1}^{q+1}=O\left(T^{q+1}\right)
$$

By our induction hypothesis $O\left({ }_{r} T^{q}\right)={ }_{T} S^{q}$. To prove the lemma it suffices to show that $S_{1}^{q+1} \cap{ }_{T} T^{q} \subset O\left(T^{q+1}\right)$. Suppose $F$ is such that $F^{q+1}(0) \in{ }_{T} T^{q}$ and $F=P_{F^{q+1}(0)}$. Since $F^{q}(0) \epsilon T^{q}$, we may apply $\psi$ to $F$. Call the resulting map $G$; we know that $G^{q+1}(0)$ is in the orbit of $F^{q+1}(0)$. Let $Y^{*}=$ $Y \circ G$. We know that

$$
\frac{\partial Y^{*}}{\partial y_{i}}(0)=0, \quad i=1, \cdots, t ; \quad \text { and } \quad \frac{\partial^{j} Y^{*}}{\partial x^{j}}(0)=0, \quad j=1, \cdots, q
$$

Since $G^{q+1}(0) \epsilon_{T} T^{q}$, if it is in the orbit of $N^{q+1}$, we are done. If $G^{q+1}(0) \in O\left(N^{q+1}\right)$, we may apply Lemma 3.4 and assume that $G$ has the form given by (8) without remainder. The equations for $S_{1}^{a}(G)$ assume a very simple form as in (7):

$$
y_{i}=0, \quad i=1, \cdots, t ; \quad u_{j}=0, \quad j=1, \cdots, q-1 ; \quad x=0
$$

Restricting $G$ to $S_{1}^{q}(G)$ we see that at 0

$$
\operatorname{rank} G=(p-q)=\operatorname{dim} S_{1}^{q}(G)
$$

Thus $G^{q+1}(0) \notin S_{1}^{q+1}$.
Applying Lemma 3.5 to Lemma 3.4, we obtain conclusion (iii) of the theorem. Conclusion (iv) follows since the equations given there defining $S_{1}^{q}(F)$ are the defining equations of $T^{q}(F)$. We obtain (i) and (ii) also since the corresponding statements hold for $T^{q}$ and ${ }_{T} T^{q}$.
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