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Remarks on the Levi conditions for differential systems

Giovanni Taglialatela and Jean Vaillant
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Abstract. In this paper we prove two results on the Levi conditions for weakly hyper-

bolic systems with characteristics of constant multiplicities.

A first result concerns scalar operators: we prove that Levi conditions defined by the

second author in [29] are equivalent to the usual Levi conditions for scalar operator.

A second result concerns systems whose principal symbol has a Jordan form made of

a large number of 2 × 2 blocks. For these systems we express the first Levi condition via

an invariant constructed from the sub-characteristic matrix. Moreover we show that this

condition is necessary for the C∞ well-posedness.
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1. Notations and Hypothesis

Let Ω be an open neighborhood of 0 in Rn+1, x = (x0, x′) = (x0, x1,
. . . , xn) ∈ Ω, we note D = (D0, D′) = (D0, D1, . . . , Dn) with Di = ∂/∂xi,
and ξ = (ξ0, ξ′) = (ξ0, ξ1, . . . , ξn).

Let h(x, D) = a(x, D) + b(x) be an N × N system of order M , with
analytic coefficients in x ∈ Ω, a(x, ξ) is its principal part; we consider the
Cauchy problem for h:{

h(x; D)u = f(x),

Dj
0u|x0=x0 = gj(x′), j = 0, 1, . . . , M − 1.

We assume that h is hyperbolic with constant multiplicities, with respect
to (1, 0, . . . , 0), that is, we assume that there exist irreducible polynomials
Hτ , τ = 1, . . . , τ0, homogeneous of degree sτ in ξ, with analytic coefficients
in x such that

det a(x; ξ) = Hm1
1 (x; ξ) · · ·Hmτ0

τ0 (x; ξ), (1)

where m1, . . . , mτ0 ∈ N do not depend on (x, ξ) ∈ Ω×Rn+1, and the poly-
nomial H1 · · ·Hτ0 is strictly hyperbolic with respect to (1, 0, . . . , 0). We
recall that, thanks to Matsuura [17], the decomposition in (1) is equivalent
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to say that the roots in ξ0 of the equation det a(x; ξ) = 0, are real and their
multiplicity is constant, that is, we have:

det a(x; ξ) =
r∏

j=1

(
ξ0 − λ(j)(x; ξ′)

)m(j) , (2)

where the λ(j) are real functions with λ(j)(x; ξ′) 6= λ(k)(x; ξ′), for j 6= k, and
the m(j) are constant on Ω × Rn.

To simplify the presentation, in the following we assume that there is
only one multiple factor H, of degree s and multiplicity m, and a simple
factor K, of degree χ, but the general case can be treated in a similar way.

We recall the classification of systems introduced by Vaillant [24].
Let P(ν) be the set of homogeneous polynomials of degree ν in ξ,

with analytic coefficients in x, and let P = ⊗ν∈NP(ν) be the ring of of
the polynomials in ξ, with analytic coefficients in x, and let P(H) be the
localized ring of P with respect to (H), the prime ideal defined by H. P(H)

is a principal ring, and in P(H) a(x; ξ) is equivalent to a diagonal matrix [2,
§4, no. 6, Prop. 5 and Cor. 1], [24]. More precisely there exist two matrices
P (x; ξ) and Q(x; ξ) with entries in P(H), with detP and det Q invertible in
P(H) and such that:

a(x; ξ) = P (x; ξ)



Hp 0 . . . 0
0 Hq1

... 0
. . .

... Hq`
...

1
. . . 0

0 0 1


Q(x; ξ), (3)

where the integers p = q0, q1, . . . , q` are such that p ≥ q1 ≥ · · · ≥ q` > 0,
and p + q1 + · · · + q` = m.

We call the sequence (Hp, Hq1 , . . . , Hq` , 1, . . . , 1) the type of the sys-
tem h with respect to the multiple factor H.

The sequence p, q1, . . . , q` has the following property: Hq1+···+q` is the
biggest common divisor of the cofactors of a, Hq2+···+q` is the biggest com-
mon divisor of the cofactors of order M − 2 of a, . . .; there exists a cofactor
of order M − ` − 1 not divisible by H [2, §4, no. 6, Prop. 6].

Let Γ be an open conic set of Ω × Rn+1, we say that the generalized
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rank of h is constant on Γ, if det P and detQ in (3) never vanish in Γ.
If h is of type (Hp, Hq1 , . . . , Hq` , 1, . . . , 1), and the generalized rank

is constant on Γ, we can reduce a, uniformly on the compacts of Γ, to
its Jordan form, and the sequence (p, q1, . . . , q`) gives the dimensions of
the Jordan blocks related to the characteristic roots of H. More precisely, if
λ(1), . . . , λ(s) are the zeroes in ξ0 of H(x; ξ0, ξ′) = 0 and if λ(s+1), . . . , λ(s+χ)

are the zeroes in ξ0 of K(x; ξ0, ξ′) = 0, so that

det a(x; ξ) =
s∏

j=1

(
ξ0 − λ(j)(x; ξ′)

)m
χ∏

j=1

(
ξ0 − λ(s+j)(x; ξ′)

)
,

then there exists a matrix ∆0(x, ξ′) with analytic coefficients, homogeneous
of degree 0 in ξ such that

∆−1
0 a∆0 =

s+χ⊗
j=1

a(j),

where a(j) =
(
ξ0 − λ(j)(x; ξ′)

)
Im + J , if j = 1, . . . , s, and a(j) = ξ0 −

λ(j)(x; ξ′), if j = s + 1, . . . , s + χ.
Here Im is the identity matrix of order m, J =

⊗`
k=0 Jqk

and the Jqk

are the Jordan nilpotents blocks qk × qk:

Jqk
=


0 1 0 . . . 0

0 1 0

0
. . . 0

...
. . . 1

0 . . . 0 0

 .

On can define the type in a different way.
Let x̄ ∈ Ω be fixed, we consider the ring of polynomials in ξ, and we

construct the type of Jordan as previously.
The type defined in this way depends on x̄, and if we order the set of

the m-ples (p, q1, . . . , q`, 0, . . . , 0), by the lexicographic order, thanks to
the analitycity of the coefficients, the maximal value is obtained on an open
dense set, and this type coincide with the type defined previously.

This second method can be applied also to systems with non analytic
coefficients. The systems with constant maximal rank correspond to the
systems with maximal type and constant generalized rank. This allows us
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to define in the same way the conditions L(q) for the systems with maximal
type (analytic coefficients and variable generalized rank or C∞ coefficients
and constant generalized rank).

We remark that if p = 1, (` = m − 1, q1 = · · · = q` = 1) the system is
diagonalizable and strongly hyperbolic: the Cauchy Problem is well-posed
in C∞ [26] and in all Gevrey spaces [12].

2. Definition and properties of the conditions L(q)

Let A be the cofactor matrix of a, so that aA = Aa = HmKIN . Since A

is divisible by Hm−p [2, §4, no. 6, Prop. 6], we set A = (1/Hm−p)A; A(x; ξ)
is a matrix whose entries are polynomials in ξ with analytic coefficients in
x, of degree ps + χ − M .

Notations For a scalar or matrix-valued differential or classical pseudo-
differential operator Λ′(x; D), of order ≤ ν, we denote by Λ = σν(Λ′) the
homogeneous symbol of order ν, which is equal to the principal part of Λ′,
if it is of order ν, and 0 if not. Note that σν is an additive function.

Conversely, if Λ(x; ξ) ∈ MN (P(ν)), where MN (P(ν)) is the set of the
N × N matrix, whose entries belong to P(ν), we denote Λ′(x; D), any dif-
ferential operator of order ≤ ν such that σν(Λ′) = Λ. If Λ(x; ξ) is scalar,
we associate to Λ a matrix operator Λ′(x; D), such that σν(Λ′) = ΛIN .

For example, H ′ is an N × N operator of order s such that σs(H ′) =
HIN , K ′ is an N × N operator of order χ such that σχ(K ′) = KIN , A′ is
an N × N operator of order ps + χ − M such that σps+χ−M (A′) = A.

Let q = (q1, q2, . . . , qκ), with 1 ≤ κ ≤ m − 1 and 1 ≤ qj ≤ p. We set:

µ0 = ps + χ − 1

µk = µ0 + k(χ − 1) + s
k∑

j=1

qj , for 1 ≤ k ≤ κ.

We construct the conditions L(q) as the conditions L introduced in [29].
Anyway, here the sequence q1, q2, . . . , qκ is not necessarily the sequence of
the invariant factors.

Let A′, H ′, K ′ be matricial operators with principal symbols A, HI

and KI, the operator

S′
1 := hA′ − H ′pK ′
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is of order µ0, since the operator hA′ and H ′pK ′ have the same principal
symbol.

We say that h verifies the condition L1(q) if there exists differential
operators A′, H ′, K ′, such that

Aσµ0(S
′
1) is divisible by Hp−q1 .

We remark that the condition L1(q) is equivalent to the following: there
exists a symbol Λ1(x; ξ) homogeneous of order µ1 − M + 1 in ξ such that:

Aσµ0(S
′
1) = Hp−q1Λ1.

If L1(q) is satisfied, we multiply on the left by a the previous identity,
and we get:

σµ0(S
′
1)H

q1K = aΛ1,

which implies that the operators S′
1H

′q1K ′ and hΛ′
1 have the same principal

symbol; hence the operator

S′
2 := hΛ′

1 − S′
1H

′q1K ′

is of order µ1.
We say that h verifies the condition L2(q) if there exists a differential

operator Λ′
1, whose principal symbol is Λ1, such that

Aσµ1(S
′
2) is divisible by Hp−q2 .

As before, L2(q) is verified if and only if there exists a symbol Λ2(x; ξ)
homogeneous of order µ2 − M + 1 in ξ, such that

Aσµ1(S
′
2) = Hp−q2Λ2,

and, if L2(q) is verified, we have:

σµ1(S
′
2)H

q2K = aΛ2,

that is: the operator

S′
3 := hΛ′

2 − S′
1H

′q2K ′

is of order µ2.
We proceed by induction. Assume that h verifies the conditions L1(q),
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. . . , Lk(q): there exists differential operators A′, H ′, K ′, Λ′
1, . . . , Λ′

k−1,
whose principal symbols are A, H, K, Λ1, . . . , Λk−1, (Λj(x; ξ) is homoge-
neous of order µj −M +1 in ξ) and a symbol Λk(x; ξ) homogeneous of order
µk − M + 1 in ξ, such that

Aσµk−1
(S′

k) = Hp−qkΛk,

where the S′
j and the Λk are defined by:

S′
1 := hA′ − H ′pK ′

S′
k+1 := hΛ′

k − S′
kH

′qkK ′, k ≥ 1,

hence:

S′
k+1 =

k−1∑
s=0

(−1)shΛ′
k−sH

′qk−s+1K ′ · · ·H ′qkK ′

+(−1)khA′H ′q1K ′ · · ·H ′qkK ′+(−1)k+1H ′pK ′H ′q1K ′ · · ·H ′qkK ′.

The condition Lk+1(q) is: there exists a matrix operator Λ′
k and a

symbol Λk+1(x; ξ) homogeneous of order µk+1 − M + 1 in ξ, such that

Aσµk
(S′

k+1) = Hp−qk+1Λk+1.

The last condition is the condition Lκ(q):

Aσµκ−1(S
′
κ) is divisible by Hp−qκ .

We resume the properties of the conditions L(q) in the following Propo-
sition:

Proposition 2.1
( i ) The conditions L(q) are invariantly defined.
( ii ) The conditions L(q) do not depend on the choice of the operators H ′,

K ′, A′, Λ′
1, . . . , Λ′

κ−1.
(iii) We can express the conditions L(q) as differential relations between

the coefficients of h (indeed thanks to the previous property, we can
choose H ′ = INH(x; D), K ′ = INK(x; D), A′ = A(x; D)).

(iv) Let ∆(x; D′) be an elliptic classical pseudo-differential operator of or-
der 0, if h verifies the conditions L(q), the transformed operator h̃ :=
∆−1h∆ verifies the same conditions L̃(q).

( v ) If h verifies the conditions L(q), its formal adjoint verifies L(q) too.
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Proposition 2.1 has been proved in the case p = m in [28, Chap. II].
The proof in the general case, which is essentially the same, will appear in
a forthcoming paper.

We note that we can consider any sequence q with 1 ≤ qj ≤ p. Anyway,
only a finite number of conditions L(q) are independent. For instance, for
scalar operators the condition L(q), with q = (q1, . . . , qκ) and q1 + · · · +
qκ ≥ m is a consequence of the condition L(q′) with q′ = (q1, . . . , qκ−1)
(see below). The conditions L(q) define a germ of Noetherian analytic set
in x.

3. Results

The conditions L(q) have been introduced to study the Cauchy Problem
in C∞ and in Gevrey spaces.

In general, if h is of type (Hp, Hq1 , . . . , Hq`), there exists a κ such
that the conditions L(q) with q = (q1, . . . , q`, 1, . . . , 1) are necessary for
the Cauchy Problem to be well-posed in C∞ and moreover they are sufficient
if the coefficients of h are analytic or the generalized rank of h is constant.

For example if h is of type (Hm) (maximal generalized rank: p = m

and ` = 0) we get the above result with q = (1, . . . , 1) and κ = m − 1
[28]. Analogously, if h is of type (Hp, H, . . . , H) (that is q1 = · · · = q` = 1
and ` = m − p) we get the same result with the same q [21]. In [23], it is
considered the cases of multiplicity ≤ 5 and, in particular, it is proved the
above result with q = (2, 1, 1, 1, 1, 1) (that is κ = 6) if h is of type (H3, H2)
and q = (2, 1, 1, 1, 1, 1, 1, 1) (that is κ = 8) if h is of type (H2, H2, H).

Considering general q, we get the conditions for the well-posedness in
Gevrey spaces. For the precise statements see [31] for the cases of multi-
plicity ≤ 5 and [22] if h is of type (Hm) or (Hp, H, . . . , H).

In this paper we prove two results regarding two different cases.
A first result concerns scalar operators:

Theorem 1 If h is a scalar operator verifying L(q), the Cauchy Problem
for h is well-posed in all Gevrey spaces γd with 1 < d < d0, where:

d0 := min
( q1

q1 − 1
,

q1 + q2

q1 + q2 − 2
,

. . . ,
q1 + q2 + · · · + qκ

q1 + q2 + · · · + qκ − κ
,

m

m − κ − 1

)
. (4)
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Moreover, if q = (1, . . . , 1), with κ = m − 1, the Cauchy Problem is
well-posed in all the Gevrey spaces and in C∞.

To prove Theorem 1 we will show in Section §4 that the conditions L(q)
for h are equivalent to the fact that h have a decomposition with respect to
H of type:

h = K ′H ′m + l1H
′ν1 + · · · + lrH

′νr + · · · + lκH ′νκ , (5)

with νr = m − q1 − q2 − · · · − qr, for r = 1, . . . , κ and lrH
′νr is of order

≤ M − r or zero.
In particular, h has a good decomposition in the sense of De Paris [5],

if and only if h verifies the conditions L(q), with q = (1, . . . , 1), and κ =
m − 1.

Theorem 1 follows from the results of [5, 3, 6].
A second result is about first order systems of the type

(H2, H2, . . . , H2︸ ︷︷ ︸
r times

, H, . . . , H). (6)

Such operators are the hardest to deal with, due to the large number
of Jordan nilpotent blocks appearing in the principal symbol.

For this kind of systems we study the first conditions L(q) which is
necessary for the well-posedness in C∞. This condition is obtained with:

q = (2, 2, . . . , 2︸ ︷︷ ︸
r − 1 times

, 1), κ = r. (7)

In particular the first order systems of type (H2) (systems with double
characteristic and maximal rank) has been extensively studied [4, 8, 14, 25,
32]. In this case the conditions L(q) are reduced to the condition:

L1(q) : Aσµ0(hA′ − H ′2K ′) is divisible by H.

For this kind of systems we prove that conditions L1(q) is equivalent to
the usual condition on the sub-principal symbol. More precisely:

Proposition 3.1 If h is of type (H2), then condition L1(q) is equivalent
to each of the following conditions:

A
[
SA +

1
2
{a, A}

]
is divisible by H, (8)
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[
AS +

1
2
{A, a}

]
A is divisible by H, (9)

where S is the sub-characteristic matrix:

S := b − 1
2

n∑
j=1

∂ξj
∂xja, (10)

and { · , · } is the Poisson bracket.

More generally, we have:

Theorem 2 If h is of type (6) and q is as in (7), then the conditions
L1(q), . . . , Lr−1(q) are always satisfied and the condition Lr(q) is equivalent
to each of the following conditions:

A
[
SA +

1
2
{a, A}

]r
is divisible by H, (11)[

AS +
1
2
{A, a}

]r
A is divisible by H, (12)

where S is the sub-characteristic matrix in (10).
Moreover, the condition Lr(q) is necessary for the Cauchy Problem to

be well-posed in C∞.

The proof is standard: we reduce the operator to a simple microlocal
form and then we construct an asymptotic solution which violates the a-
priori inequality which is a consequence of the well-posedness. We give the
essential part of the calculations in a simple case in paragraph §5, but the
general case can be considered in a similar way.

Remark 3.2 By using the method of Ivrii-Komatsu one can prove that
the condition Lr(q) is necessary for the well-posedness in γs, with s > 2,
but we will not develop the calculations here.

4. Scalar operators

We recall that if h is a differential operator of order M with analytic
coefficients, H a irreducible factor of the principal symbol of h, with multi-
plicity m, De Paris showed that h admits a decomposition with respect to
H [5, Prop. 1]:

h =
M∑

r=0

lrH
′νr ,
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where νr ∈ N ∪ {+∞} and the operators lr, are with analytic coefficients,
whose principal symbol is not divisible by H, and moreover lrH

′νr is of
order M − r or zero (we will set νr = +∞ and lrH

′νr ≡ 0 if lr ≡ 0).
There exists several way to decompose h with respect to H, and the νr

depend on choice of the operator H ′ with principal symbol H; only ν0 = m

is an invariant.
We set:

σ(H) := max
1≤r≤m

(m − νr

r

)
,

α(H) :=


σ(H)

σ(H) − 1
if σ(H) > 1

+∞ if σ(H) = 1.

Remark 4.1 Note that σ(H) ≤ m and consequently α(H) ≥ m/(m− 1).

Remark 4.2 Let

θ(r) := min
0≤ρ≤r

(νρ + ρ),

θ is defined on {0, 1, . . . , m}, it is not increasing and it depends only on h

and H [6, Prop. 1.1]; moreover:

σ(H) = 1 + max
1≤r≤m

(m − θ(r)
r

)
.

Hence σ(H) and α(H) depend only on h and H.

We recall that an operator h has a good decomposition with respect to
H if σ(H) = 1, or, equivalently if α(H) = +∞ or θ(H) = m. Moreover, h

has a good decomposition if h has a good decomposition with respect to all
its invariant factors.

The condition of good decomposition does not depend on the choice of
H ′ with symbol H.

Let Ψ` be the set of the pseudo-differential operator of order ` and,
for fixed H, let Ψ`,m be the set of the operators in Ψ` which have a good
decomposition with respect to H with ν0 ≥ m.

Lemma 4.3 Let A′ ∈ Ψα and B′ ∈ Ψβ, then A′H ′pB′ ∈ Ψα+β,p.
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Proof. It’s enough to show that if B′ ∈ Ψβ , we have the following decom-
position:

H ′pB′ = B′H ′p + R′
p,1H

′p−1 + · · · + R′
p,p−1H + R′

p,p, (13)

with R′
p,j ∈ Ψβ+j(s−1), for j = 1, . . . , p.

If p = 1, we have:

H ′B′ = B′H ′ + [H ′, B′],

and [H ′, B′] ∈ Ψβ+s−1.
We proceed by induction: we assume that (13) holds true for p and we

prove it for p + 1. We have:

H ′p+1
B′ = H ′(H ′pB′)

= H ′B′H ′p + H ′R′
p,1H

′p−1 + · · · + H ′R′
p,p−1H + H ′R′

p,p

= B′H ′p+1 + [H ′, B′]H ′p + R′
p,1H

′p + [H ′, R′
p,1]H

′p−1

+ · · · + R′
p,pH

′ + [H ′, R′
p,p],

and choosing R′
p+1,j = R′

p,j +[H ′, R′
p,j−1], we get the wished decomposition

(we set R′
p,0 = B′, R′

p,p+1 ≡ 0, for any p et R′
p,j ≡ 0, for any p and j < 0).

¤

Lemma 4.4 Let A′ ∈ Ψα and B′ ∈ Ψβ, then [A′H ′p, B′], [H ′pA′, B′] ∈
Ψα+β−1,p−1.

The proof follows from Lemma 4.3.

Proposition 4.5 If h is a scalar operator satisfying L(q), then α(H) =
d0, where d0 is defined in (4).

Remark 4.6 If N = 1, then p = m and we have µ0 = M − 1 and

µk = M − 1 + k(χ − 1) + s
k∑

j=1

qj , for 1 ≤ k ≤ κ.

Proof. Assume at first that the sequence q = (q1, . . . , qκ) verifies the con-
dition

q1 + · · · + qj + q1 + · · · + qk ≤ q1 + · · · + qj+k, (14)

for any j, k such that j + k ≤ κ.



474 G. Taglialatela and J. Vaillant

In particular, if (14) is verified, we have q1 ≤ qj , for any j = 2, . . . , κ.
We show that if h verifies L(q), then h has a decomposition with respect

to H with νr ≥ M − q1 − q2 − · · · − qr.
Since A = A = 1, the conditions L(q) are

L1(q) : S′
1 := h − H ′mK ′ σµ0(S

′
1) = Hm−q1Λ1,

L2(q) : S′
2 := hΛ′

1 − S′
1H

′q1K ′ σµ1(S
′
2) = Hm−q2Λ2,

...

Lj(q) : S′
j := hΛ′

j−1 − S′
j−1H

′qj−1K ′ σµj−1(S
′
j) = Hm−qjΛj ,

...

Lκ(q) : S′
κ := hΛ′

κ−1 − S′
κ−1H

′qκ−1K ′ σµκ−1(S
′
κ) = Hm−qκΛκ.

We show by induction that the conditions L1(q), . . . , Lj(q) are equiva-
lent to the conditions

LD
1,j(q) : S′

1 = Λ′
1H

′m−q1 + R′
1,1H

′m−q1−q2

+ · · ·+ R′
1,j−1H

′m−q1−···−qj + T ′
1,j ,

...

LD
k,j−k+1(q) : S′

k = Λ′
kH

′m−qk + R′
k,1H

′m−qk−qk+1

+ · · ·+ R′
k,j−kH

′m−qk−···−qj + T ′
k,j−k+1,

...

LD
j−1,2(q) : S′

j−1 = Λ′
j−1H

′m−qj−1 + R′
j−1,1H

′m−qj−1−qj + T ′
j−1,2,

LD
j,1(q) : S′

j = Λ′
jH

′m−qj + T ′
j,1,

for some R′
α,β with R′

α,βH ′m−qα−···−qα+β ∈ Ψµα−1−β and T ′
α,β ∈ Ψµα−1−β .

The conditions Lj(q) and LD
j,1(q) are clearly equivalent, hence we assume

the equivalence between L1(q), . . . , Lj(q) and LD
1,j(q), . . . , LD

j,1(q) and we
prove the equivalence of Lj+1(q) and LD

1,j+1(q), . . . , LD
j+1,1(q).

Let us show that the condition LD
j+1,1(q) is equivalent to the condition

LD
j,2(q). We have:

S′
j+1 = hΛ′

j − S′
jH

′qjK ′

= (H ′mK ′ + S′
1)Λ

′
j − (Λ′

jH
′m−qj + T ′

j,1)H
′qjK ′
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= (H ′mK ′ + Λ′
1H

′m−q1 + T1,1)Λ′
j − (Λ′

jH
′m−qj + T ′

j,1)H
′qjK ′

= [H ′mK ′, Λ′
j ] + Λ′

1H
′m−q1Λ′

j + T ′
1,1Λ

′
j − T ′

j,1H
′qjK ′.

Now, thanks to Lemmas 4.3 and 4.4:

[H ′mK ′, Λ′
j ] ∈ Ψµj ,m−1, Λ′

1H
′m−q1Λ′

j ∈ Ψµj ,m−q1 ,

and moreover T ′
1,1Λ

′
j ∈ Ψµj−1, hence the condition Lj+1(q) is equivalent to:

σµj (T
′
j,1H

′qjK ′) is divisible by Hm−qj+1 ,

that is:

σµj−1−1(T ′
j,1) is divisible by Hm−qj−qj+1 ,

which is equivalent to:

T ′
j,1 = R′

j,1H
′m−qj−qj+1 + T ′

j,2,

and hence:

LD
j,2(q) : S′

j = Λ′
jH

′m−qj + R′
j,1H

′m−qj−qj+1 + T ′
j,2.

Let us show that the condition LD
j,2(q) is equivalent to the condition

LD
j−1,3(q). We have:

S′
j = hΛ′

j−1 − S′
j−1H

′qj−1K ′

= (H ′mK ′ + Λ′
1H

′m−q1 + R′
1,1H

′m−q1−q2 + T ′
1,2)Λ

′
j−1

− (Λ′
j−1H

′m−qj−1 + R′
j−1,1H

′m−qj−1−qj + T ′
j−1,2)H

′qj−1K ′

= [H ′mK ′, Λ′
j−1] +

(
Λ′

1H
′m−q1Λ′

j−1 − R′
j−1,1H

′m−qjK ′)
+

(
R′

1,1H
′m−q1−q2Λ′

j−1 − T ′
j−1,2H

′qj−1K ′) + T ′
1,2Λ

′
j−1,

and, using Lemmas 4.3 and 4.4:

[H ′mK ′, Λ′
j−1] ∈ Ψµj−1,m−1,

Λ′
1H

′m−q1Λ′
j−1 ∈ Ψµj−1,m−q1 ,

R′
j−1,1H

′m−qjK ′ ∈ Ψµj−1,m−qj ,

R′
1,1H

′m−q1−q2Λ′
j−1 ∈ Ψµj−1−1,m−q1−q2 ,

T ′
1,2Λ

′
j−1 ∈ Ψµj−1−2.
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If we compare with LD
j,2(q), we see:

σµj−1−1(T ′
j−1,2H

′qj−1K ′) is divisible by Hm−qj−qj+1 ,

that is:

σµj−2−2(T ′
j−1,2) is divisible by Hm−qj−1−qj−qj+1 ,

which is equivalent to:

T ′
j−1,2 = R′

j−1,2H
′m−qj−1−qj−qj+1 + T ′

j−1,3,

hence:

LD
j−1,3(q) : S′

j−1 = Λ′
j−1H

′m−qj−1 + R′
j−1,1H

′m−qj−1−qj

+ R′
j−1,2H

′m−qj−1−qj−qj+1 + T ′
j−1,3.

We prove in a similar way that the condition LD
k+1,j−k+1(q) is equivalent

to the condition LD
k,j−k+2(q). Indeed we have:

S′
k+1 = hΛ′

k − S′
kH

′qkK ′

= (H ′mK ′ + Λ′
1H

′m−q1 +
j−k∑
`=1

R′
1,`H

′m−q1−···−q`+1 + T1,j−k+1)Λ′
k

−
(
Λ′

kH
′m−qk +

j−k∑
`=1

R′
k,`H

′m−qk−qk+1−···−qk+`+1 + Tk,j−k+1

)
H ′qkK ′

= [H ′mK ′, Λ′
k] +

(
Λ′

1H
′m−q1Λ′

k −R′
k,1H

′m−qk+1K ′)
+

j−k−1∑
`=1

(
R′

1,`H
′m−q1−···−q`+1Λ′

k − R′
k,`H

′m−qk+1−···−qk+`+1K ′)
+

(
R′

1,j−kH
′m−q1−···−qj−k+1Λ′

k − Tk,j−k+1H
′qkK ′) + T1,j−k+1Λ′

k.

Using Lemmas 4.3 and 4.4: we have

[H ′mK ′, Λ′
k] ∈ Ψµk,m−1, Λ′

1H
′m−q1Λ′

k ∈ Ψµk,m−q1 ,

R′
k,1H

′m−qk+1K ′ ∈ Ψµk,m−qk+1

...

R′
1,`H

′m−q1−···−q`+1Λ′
k ∈ Ψµk−`,m−q1−···−q`+1 ,

R′
k,`H

′m−qk+1−···−qk+`+1K ′ ∈ Ψµk−`,m−qk+1−···−qk+`+1
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R′
1,j−kH

′m−q1−···−qj−k+1Λ′
k ∈ Ψµk−(j−k),m−q1−···−qj−k+1 ,

T1,j−k+1Λ′
k ∈ Ψµk−(j−k+1)

hence, if we compare the last identity with LD
k+1,j−k+1(q), we see that:

σµk−(j−k)(T ′
k,j−k+1H

′qkK ′) is divisible by Hm−qk+1−···−qj−qj+1 ,

that is:

σµk−1−(j−k+1)(T ′
k,j−k+1) is divisible by Hm−qk−···−qj−qj+1 ,

which is equivalent to:

T ′
k,j−k+1 = R′

k,j−kH
′m−qk−···−qj−qj+1 + T ′

k,j−k+2,

hence:

LD
k,j−k+2(q) : S′

k = Λ′
kH

′m−qk + R′
k,1H

′m−qk−qk+1

+ · · · + R′
k,j−kH

′m−qk−···−qj−qj+1 + T ′
k,j−k+2.

Condition LD
1,κ(q) is

h = H ′mK ′ + Λ′
1H

′m−q1 + R′
1,1H

′m−q1−q2

+ · · · + R′
1,κ−1H

′m−q1−···−qκ + T ′
1,κ,

which gives:

σ(H) = max
(
q1,

q1 + q2

2
, . . . ,

q1 + q2 + · · · + qκ

κ
,

m

κ + 1

)

and since σ 7→ σ/(σ − 1) is not increasing

α(H) = min
( q1

q1 − 1
,

q1 + q2

q1 + q2 − 2
,

. . . ,
q1 + q2 + · · · + qκ

q1 + q2 + · · · + qκ − κ
,

m

m − κ − 1

)
.

If q does not verify the condition (14), we prove as in [22] that we can
find q], with q

]
j ≥ qj , for any j = 1, . . . , κ, which verifies (14) and αq](H) =

αq(H); moreover, if h verifies L(q), then h verifies L(q]) too.
In fact, if q does not verify the condition (14), let κ be the smallest
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integer such that there exists j and k for which j + k = κ and

q1 + · · · + qj + q1 + · · · + qk > q1 + · · · + qj+k.

Let ̄1 and ̄2 be such that

(q1 + · · · + q̄1) + (q1 + · · · + q̄2)

= max
{
(q1 + · · · + qj) + (q1 + · · · + qk)

∣∣ j + k = κ
}
,

we can assume that
1
̄1

(q1 + · · · + q̄1) ≥
1
̄2

(q1 + · · · + q̄2). (15)

We set q′1 = q1, . . . , q′κ−1 = qκ−1 and q′κ = qκ + cκ where

cκ := (q1 + · · · + q̄1) + (q1 + · · · + q̄2) − q1 − · · · − qκ.

We have:

q′1 + · · · + q′j
q′1 + · · · + q′j − j

=
q1 + · · · + qj

q1 + · · · + qj − j
, 1 ≤ j < κ,

q′1 + · · · + q′κ
q′1 + · · · + q′κ − κ

≤ q1 + · · · + qκ

q1 + · · · + qκ − κ
,

which gives αq′(H) ≤ αq(H).
On the other side, thanks to (15), we have:

q′1 + · · · + q′κ
q′1 + · · · + q′κ − κ

=
q1 + · · · + qκ + cκ

q1 + · · · + qκ + cκ − κ
=

(q1 + · · · + q̄1) + (q1 + · · · + q̄2)
(q1 + · · · + q̄1) + (q1 + · · · + q̄2) − κ

=
̄1(q1 + · · · + q̄1)/̄1 + ̄2(q1 + · · · + q̄2)/̄2

̄1(q1 + · · · + q̄1)/̄1 + ̄2(q1 + · · · + q̄2)/̄2 − κ

≥ (̄1 + ̄2)(q1 + · · · + q̄1)/̄1
(̄1 + ̄2)(q1 + · · · + q̄1)/̄1 − (̄1 + ̄2)

=
q1 + · · · + q̄1

q1 + · · · + q̄1 − ̄1
,

which gives αq′(H) ≥ αq(H), and hence αq′(H) = αq(H).
We proceed in the same way if q′ does not verify (14), for j, k, with

j + k = κ + 1, replacing q′ with q′′. We construct by induction q], with the
wished properties. ¤
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Remark 4.7 We can give a different proof: we reduce the scalar operator
to a first order system h̃ by the standard method. We prove that h̃ is of type
Hm, and the conditions L(q) for h are equivalent to the conditions L̃(q) for
h̃. The result follows then from [28] and [22]. In particular, we remark that
if h verifies the conditions L(q), with q = (1, . . . , 1) and κ = m, then h̃A′

has a good decomposition (cf. [28, Prop. 2.3]), for a suitable choice of A′.

5. Proof of Theorem 2

We prove at first Proposition 3.1.
To simplify the notations, in the following we note P ∼ Q, to say that

P − Q is divisible by H. The condition L1(q) is:

Aσµ0(hA′ − H ′2K ′) ∼ 0.

Thanks to Proposition 2.1-(iii) we can choose A′ := A(x, D), H ′ :=
H(x, D)I, K ′ := K(x, D)I, and we have:

σµ0(hA′ − H ′2K ′) ∼
n∑

j=1

∂ξj
a∂xjA + bA −

n∑
j=1

∂ξj
H∂xjHKI.

Hence, in order to prove the equivalence between the condition L1(q)
and the condition (8) it’s enough to prove:

A
[ n∑

j=1

∂ξj
a∂xjA −

n∑
j=1

∂ξj
H∂xjHKI +

1
2

n∑
j=1

∂ξj
∂xjaA − 1

2
{a, A}

]
∼ 0. (16)

Since ∂ξj
∂xj (H

2K) ∼ 2∂ξj
H∂xjHK, we have:

∂ξj
H∂xjHKI ∼ 1

2
∂ξj

∂xj (H
2KI) =

1
2
∂ξj

∂xj (aA)

=
1
2
[
∂ξj

∂xjaA + ∂ξj
a∂xjA + ∂xja∂ξj

A + a∂ξj
∂xjA

]
,

which gives (16).
In order to prove the equivalence between the condition (8) and the

condition (9), it’s enough to remark that:

A{a, A} ∼ {A, a}A.

In fact, since Aa = H2KI, we have: ∂ξj
aA ∼ −a∂ξj

A and ∂xjaA ∼
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−a∂xjA, hence:

A{a, A} − {A, a}A

= A∂ξj
a∂xjA − A∂xja∂ξj

A − ∂ξj
A∂xjaA + ∂xjA∂ξj

aA

∼ −∂ξj
Aa∂xjA + ∂xjAa∂ξj

A + ∂ξj
Aa∂xjA − ∂xjAa∂ξj

A = 0.

This completes the proof of the Proposition 3.1, and shows (11) and (12)
for r = 1.

Now we assume that h is of type (6) with r ≥ 2, and we prove that the
conditions L1(q), . . . , Lr−1(q) are satisfied, and the condition Lr(q) is:

Lr(q) : Aσµr−1

[
(hA′ − H ′2K ′)r

]
is divisible by H. (17)

If p = q1 = 2, the first condition is trivially satisfied and we have:

Λ1 = Aσµ0(S
′
1).

We choose Λ′
1 := A′S′

1, so that:

S′
2 = hA′S′

1 − S′
1H

′2K ′ = (hA′ − H ′2K ′)S′
1 + [H ′2K ′, S′

1]

= (hA′ − H ′2K ′)2 + [H ′2K ′, S′
1].

Now, from Lemma 4.4 we see that σµ1

(
[H ′2K ′, S′

1]
)

is divisible by H,
hence, if r = 2 the second condition is:

Aσµ1

(
(hA′ − H ′2K ′)2

)
∼ 0.

If r > 2 the second condition is always satisfied and:

Λ2 = Aσµ1(S
′
2).

Hence we choose Λ′
2 := A′S′

2 so that:

S′
3 = hA′S′

2 − S′
2H

′2K ′ = (hA′ − H ′2K ′)S′
2 + [H ′2K ′, S′

2]

= (hA′ − H ′2K ′)3 + (hA′ − H ′2K ′)[H ′2K ′, S′
1] + [H ′2K ′, S′

2].

If r = 3, since σµ2

(
[H ′2K ′, S′

1]
)

and σµ2

(
[H ′2K ′, S′

2]
)

are divisible by
H, the third condition can be written as:

L3(q) : Aσµ2

(
(hA′ − H ′2K ′)3

)
∼ 0.
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We easily prove by induction that

S′
k = (hA′ − H ′2K ′)k +

k−1∑
l=1

(hA′ − H ′2K ′)k−1−l[H ′2K ′, S′
l],

for k = 1, . . . , r, where:

σµk−1
(S′

k) ∼ σµk−1

(
(hA′ − H ′2K ′)k

)
,

since σµk−1

(
[H ′2K ′, S′

l]
)
∼ 0, which shows the equivalence between Lr(q)

and (17) for general r.
Since µj = (j + 1)µ0, for j = 1, . . . , r − 1, if p = q1 = · · · = qr−1 = 2,

we have:

σµr−1

[
(hA′ − H ′2K ′)r

]
=

[
σµ0(hA′ − H ′2K ′)

]r
,

hence we can write the condition Lr(q) as:

Lr(q) : A
[
σµ0(hA′ − H ′2K ′)

]r is divisible by H. (18)

In order to prove the equivalence between (11) and (18), we set:

B := σµ0(hA′ − H ′2K ′), C := SA +
1
2
{a, A},

and we show by induction

ABr ∼ ACr for r ≥ 1 (19)

Thanks to Proposition 3.1, we have:

AB ∼ AC ∼ CA. (20)

Now, assuming (19) for r−1, we show it for r. Using (20) and induction
hypothesis, we have:

ABr = ABBr−1 ∼ ACBr−1 ∼ CABr−1 ∼ CCr−1A = CrA,

which gives the equivalence between (11) and (18).
Now we construct the asymptotic solution of h.
To simplify the presentation, here we consider here only the special

case of a single space variable, that is x = (x0, x1), and we assume that
the system has only one characteristic root, which vanishes identically; the
general case can be proved in a similar way (see [15], [23] and the reference
therein cited).
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Assume at first that m = 2r. Let:

h(x, D) = ID0 + JD1 + b(x), (21)

where x = (x0, x1), and

J =



0 1
0 0 0

0 1
0 0

. . .
0 0 1

0 0


. (22)

Proposition 5.1 If h is as in (21), then conditions L1(q), . . . , Lr−1(q)
are satisfied, and moreover h verifies the condition Lr(q) if and only if any
of the following equivalent conditions are satisfied:
( i ) J(bJ)r ≡ 0;
( ii ) Br ≡ 0; where Bi

j = bi+1
j if i and j are odd and Bi

j = 0 otherwise:

B =



b2,1 0 b2,3 0 · · · b2,(2r−1) 0
0 0 0 0 · · · 0 0

b4,1 0 b4,3 0 · · · b4,(2r−1) 0
0 0 0 0 · · · 0 0
...

...
...

b2r,1 0 b2r,3 0 · · · b2r,(2r−1) 0
0 0 0 0 · · · 0 0


;

(iii) B̃r ≡ 0; where

B̃ =


b2,1 b2,3 · · · b2,(2r−1)

b4,1 b4,3 · · · b4,(2r−1)
...

...
b2r,1 b2r,3 · · · b2r,(2r−1)

 .

Proof. We have A = ID0 − JD1, hence: S′
1 = bD0 − bJD1; the condition

Lr is then:

J(bJ)r ≡ 0.

In order to show the equivalence between (i) and (ii), we remark that,
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since J i
j = 1, if and only if i is odd and j = i + 1 and J i

j = 0 otherwise, the
element (i, j) of J(bJ)r is non zero only if i is odd and j is even, and in this
case we have:(

J(bJ)r
)i

j
=

∑
J i

k1
bk1
k2

Jk2
k3

· · · Jk2r−2
k2r−1

b
k2r−1
k2r

Jk2r
j

=
∑

k2, . . . , k2r−2 odd

bi+1
k2

bk2+1
k4

· · · bk2r−2

j−1 ,

where in the second sum all the k2, k4, . . . , k2r−2 are odd. This proves the
equivalence between (i) and (ii).

The equivalence between (ii) and (iii) is straightforward. ¤

Example 1 ([27]) Let

h(x, D) = ID0 +


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

D1 +


b1
1 b1

2 b1
3 b1

4

b2
1 b2

2 b2
3 b2

4

b3
1 b3

2 b3
3 b3

4

b4
1 b4

2 b4
3 b4

4

 .

We have:

B̃ =
(

b2
1 b2

3

b4
1 b4

3

)
and h verifies the condition L2 if and only if B̃2 = 0, that is:

b2
1 + b4

3 ≡ 0 and b2
1b

4
3 − b2

3b
4
1 ≡ 0.

Thanks to Proposition 5.1, if the condition Lr(q) is not verified, the
matrix B has an eigenvalue λ which does not vanishes identically on Ω. We
can then choose an open set ω ⊆ Ω such that∣∣λ(x)

∣∣ ≥ δ > 0, for any x ∈ ω.

We will construct a formal development of the type:

u(x) = exp
[
x1η + ψ(x)η1/2

] ∞∑
j=0

Yj(x)η−j/2,

which formally verifies h(x, D)u(x) ≡ 0. Here η is a complex number which
will be suitably chosen in the following, and η1/2 is one of the two square
roots η (cf. (34)).
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Notations For V = (v1, v2, . . . , v2r−1, v2r)t ∈ R2r, we set:

V ′ =



v1

0
v3

0
...

v2r−1

0


V ′′ =



0
v2

0
v4
...
0

v2r


so that V = V ′ + V ′′. Similarly (hV )′ and (hV )′′ indicate respectively the
vectors

(hV )′ =



∑2r
k=1 h1

kV
k

0∑2r
k=1 h3

kV
k

0
...∑2r

k=1 h2r−1
k V k

0


(hV )′′ =



0∑2r
k=1 h2

kV
k

0∑2r
k=1 h4

kV
k

...
0∑2r

k=1 h2r
k V k


Remark 5.2 Let J∗ denote the transposed matrix of J , then we have:

V ′ = JJ∗V and V ′′ = J∗JV, for every V ∈ R2r.

0 Since JV = JV ′′, for any V ∈ R2r the condition JV = 0 is equivalent to
V ′′ = 0; moreover the condition JV = U ′ is equivalent to V ′′ = J∗U ′.

We have:

h(x, D)u(x) = exp
[
x1η + ψη1/2

]
×

[
JY0η +

[
JY1 + D0ψY0 + D1ψJY0

]
η1/2

+
∞∑

j=0

[
JYj+2 + D0ψYj+1 + D1ψJYj+1 + hYj

]
η−j/2

]
.

Since all the terms in the development should be zero we get the fol-
lowing equations for Yj :

JY0 = 0 (E−2)

JY1 + D0ψY0 + D1ψJY0 = 0, (E−1)
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JYj+2 + D0ψYj+1 + D1ψJYj+1 + hYj = 0, j = 0, 1, . . . (Ej)

Using the Remark 5.2, the equation (E−2) gives

Y ′′
0 = 0 (23)

(that is Y 2`
0 ≡ 0, for ` = 1, . . . , r) and it gives no condition on Y ′

0 ; the
equation (E−1) becomes:

JY ′′
1 + D0ψY ′

0 = 0, (E−1)′

(that is Y 2`
1 + D0ψY 2`−1

0 = 0, for ` = 1, . . . , r) and it gives no condition on
Y ′

1 .
(E0) gives:

JY ′′
2 + D0ψY ′

1 + D1ψJY ′′
1 + (hY0)′ = 0, (E0)′

D0ψY ′′
1 + (hY0)′′ = 0. (E0)′′

By multiplying (E0)′′ by J , and thanks to (E−1)′ we have:

(D0ψ)2Y ′
0 − J(hY0)′′ = 0. (24)

It’s clear that:

J(hV ′)′′ = JhV ′ = JbV ′ = BV ′, for any V ∈ R2r, (25)

hence, from (24) we get:[
(D0ψ)2I − B

]
Y ′

0 = 0. (26)

We choose ψ a solution of the problem{
(D0ψ)2 − λ = 0

ψ|x0=x0 = 0

where λ is a non zero eigenvalue of B and x0 ∈ ω. We choose Y ′
0 proportional

to an eigenvector related to λ.
Now we consider (E1):

JY ′′
3 + D0ψY ′

2 + D1ψJY ′′
2 + (hY1)′ = 0, (E1)′

D0ψY ′′
2 + (hY1)′′ = 0. (E1)′′

By multiplying (E1)′′ by J and thanks to (E0)′ and (E−1)′ we get:

(D0ψ)2Y ′
1 − J(hY1)′′ + D0ψ[(hY ′

0)
′ − D0ψD1ψY ′

0 ] = 0 (27)
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Using (25), we have:

J(hY1)′′ = JhY1 = JhY ′
1 + JhY ′′

1 = BY ′
1 + D0JY ′′

1 + JbY ′′
1

= BY ′
1 − D0(D0ψY ′

0) − JbJ∗(D0ψY ′
0)

= BY ′
1 − D0ψD0Y

′
0 − [D2

0ψI + D0ψJbJ∗]Y ′
0 .

On the other side:

(hY ′
0)

′ = D0Y
′
0 + (bY ′

0)
′ = D0Y

′
0 + JJ∗bY ′

0 ,

hence (27) gives:[
(D0ψ)2 − B

]
Y ′

1 + 2D0ψD0Y
′
0 + Jc0(x)Y ′

0 = 0, (28)

where

c0(x) :=
(
D2

0ψ − (D0ψ)2D1ψ
)
J∗ + D0ψ(bJ∗ + J∗b).

Combining (26) and (28), we can see that Y ′
0 satisfies the conditions:

Y ′
0 ∈ Ker

[
(D0ψ)2I − B

]
, (29)

2D0ψD0Y
′
0 + Jc0(x)Y ′

0 ∈ Im
[
(D0ψ)2I − B

]
. (30)

Reducing ω, we can assume that the dimension of Ker
[
(D0ψ)2I − B

]
is constant and equal to r0, with 1 ≤ r0 ≤ r, and we choose a base
U1(x), . . . , Ur0(x) of Ker

[
(D0ψ)2I − B

]
with Uj ∈ C∞(ω). We choose

Y ′
0 :=

r0∑
`=1

y0,`(x)U`(x)

where the y0,` ∈ C∞(ω) are determined by integration of (30). Note that
(30) is a system of r0 ordinary differential equations, whose principal part
is the matrix whose columns are the Uj , and hence its rank is r0. We can
determine completely Y ′

0 .
We determine then Y ′′

1 thanks to (E−1)′.
Now we consider (E2):

JY ′′
4 + D0ψY ′

3 + D1ψJY ′′
3 + (hY2)′ = 0, (E2)′

D0ψY ′′
3 + (hY2)′′ = 0. (E2)′′

By multiplying (E2)′′ by J and thanks to (E1)′ and (E0)′ we get:
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(D0ψ)2Y ′
2 − J(hY2)′′ − (D0ψ)2D1ψY ′

1

+ D0ψ(hY1)′ + JP1(ψ, D0)Y ′
0 = 0, (31)

where, here and in the following, P1(ψ, D0), P2(ψ, D0), . . ., are differential
operators in D0, whose coefficients depend on ψ and its derivatives, which
is useless to specify.

Now:

J(hY2)′′ = JhY2 = JhY ′
2 + JhY ′′

2 = BY ′
2 + JhJ∗JY ′′

2

=BY ′
2 − JhJ∗(D0ψY ′

1 + JP2(ψ, D0)Y ′
0

)
=BY ′

2 − D0(D0ψY ′
1)

− D0ψJbJ∗Y ′
1 − JhJ∗JP2(ψ, D0)Y ′

0

=BY ′
2 − D0ψD0Y

′
1 − D2

0ψY ′
1

− D0ψJbJ∗Y ′
1 − JhJ∗JP2(ψ, D0)Y ′

0

D0ψ(hY1)′ = D0ψ(D0Y1)′ + D0ψ(JD1Y1)′ + D0ψ(bY1)′

= D0ψD0Y
′
1 + D0ψJD1Y

′′
1

+ D0ψJJ∗bY ′
1 + D0ψJJ∗bY ′′

1

= D0ψD0Y
′
1 + D0ψJJ∗bY ′

1

+ D0ψD0D1Y
′
0 + D0ψJJ∗bJ∗D0ψY ′

0 .

Equation (31) is then:[
(D0ψ)2I − B

]
Y ′

2 + 2D0ψD0Y
′
1 + Jc0(x)Y ′

1 + JP3(ψ, D0)Y ′
0 = 0,

Let Y̊ ′
1 be a solution of (28) (which exists thanks to (30)), we choose:

Y ′
1 := Y̊ ′

1 +
r0∑

`=1

y1,`(x)U`(x),

we determine the y1,`(x) so that:

2D0ψD0Y
′
1 + Jc0(x)Y ′

1 + JP3(ψ, D0)Y ′
0 ∈ Im

[
(D0ψ)2I − B

]
,

and we show as before that we can determine Y ′
1 , and hence Y ′′

2 thanks
to (E0)′.

The components Y ′′
j can be determined by Y0, . . . , Yj−1, using (Ej−2)′′,

hence we need only to determine the components Y ′
j .
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We consider (Ej):

JY ′′
j+2 + D0ψY ′

j+1 + D1ψJY ′′
j+1 + (hYj)′ = 0, (Ej)′

D0ψY ′′
j+1 + (hYj)′′ = 0. (Ej)′′

By multiplying (Ej)′′ by J and thanks to (Ej−1)′′ and (Ej−2)′′ we get:

(D0ψ)2Y ′
j − J(hYj)′′ − (D0ψ)2D1ψY ′

j−1

+ D0ψ(hYj−1)′ + JPj,1(ψ, D0)Y ′
j−2 = 0.

Now:

J(hYj)′′ = JhYj = JhY ′
j + JhY ′′

j = BY ′
j + JhJ∗JY ′′

j

=BY ′
j − JhJ∗(D0ψY ′

j−1 + JPj,2(ψ, D0)Y ′
j−2

)
=BY ′

j − D0(D0ψY ′
j−1)

− D0ψJbJ∗Y ′
j−1 − JhJ∗JPj,2(ψ, D0)Y ′

j−2

=BY ′
j − D0ψD0Y

′
j−1 − D2

0ψY ′
j−1

− D0ψJbJ∗Y ′
j−1 − JhJ∗JPj,2(ψ, D0)Y ′

j−2

D0ψ(hYj−1)′ = D0ψ(D0Yj−1)′ + D0ψ(JD1Yj−1)′ + D0ψ(bYj−1)′

= D0ψD0Y
′
j−1 + D0ψJD1Y

′′
j−1

+ D0ψJJ∗bY ′
j−1 + D0ψJJ∗bY ′′

j−1

= D0ψD0Y
′
j−1 + D0ψJJ∗bY ′

j−1 + Pj,3(ψ, D0)Y ′
j−2.

Hence equation (Ej)′′ is equivalent to:[
(D0ψ)2I − B

]
Y ′

j + 2D0ψD0Y
′
j−1

+ Jc0(x)Y ′
j−1 + JPj,4(ψ, D0)Y ′

j−2 = 0. (32)

Assume by induction that

2D0ψD0Y
′
j−1 + Jc0(x)Y ′

j−1

+ JPj,4(ψ, D0)Y ′
j−2 ∈ Im

[
(D0ψ)2I − B

]
,

and let Y̊ ′
j be a solution of (32), we choose:

Y ′
j := Y̊ ′

j +
r0∑

`=1

yj,`(x)U`(x),
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and we determine the yj,`(x) so that:

2D0ψD0Y
′
j + Jc0(x)Y ′

j + JPj+1,4(ψ, D0)Y ′
j−1 ∈ Im

[
(D0ψ)2I − B

]
,

which is obtained by (Ej+1)′′.
Using the same argument we can determine all the Yj .
If r < m/2, we have

J =



0 1
0 0 0

. . .
0 1
0 0

0 0
. . .

0


,

instead of (22).
In this case the asymptotic solution can be constructed in the same way,

but we choose at each step the last m−2r components of Yj identically equal
to zero.

Now we show, by standard argument, that the existence of the formal
asymptotic solution contradicts the well-posedness in C∞ of the Cauchy
problem. Indeed, if the Cauchy Problem is well-posed in x = (x0, x1), a
consequence of the Closed Graph Theorem is that for any neighborhood ω

of x, there exist ε, δ > 0 and k ∈ N such that, if we set K1 = [x1−ε, x1 +ε]
and K = [x0, x0 + δ]×K1, we have K ⊂ ω and the following estimate holds
true:

‖u‖0,K ≤ C
[
‖hu‖k,K +

∥∥u(x0, · )
∥∥

k,K1

]
, (33)

for any u = (u1, . . . , uN ) ∈ [C∞(U)]N , where

‖u‖k,K = max
j=1, ..., N

max
|α|≤k

max
x∈K

∣∣Dα
xuj(x)

∣∣
is a semi-norm of C∞(ω).

Let η = iη̃, with η̃ ∈ R, we choose the sign of ψ and η1/2 so that

Re
(
D0ψ(x)η1/2

)
> 0, for all x ∈ K. (34)
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For κ ∈ N, let uκ be:

uκ(x) = exp
[
x1η + ψ(x)η1/2

] κ∑
j=0

Yj(x)η−j/2;

we have:

‖uκ‖0,K =
[
U + o(η̃)

]
· exp

[
sup

x1∈K1

(
Re ψ(x0 + δ, x1)η1/2

)]
,

if |η| → +∞,

for some U 6= 0, thanks to the choice of Y0 6≡ 0, and∥∥u0(x0, · )
∥∥

k,K1
= O(η̃k)

[
U + o(η̃)

]
· exp

[
sup

x1∈K1

(
Reψ(x0, x1)η1/2

)]
,

if |η| → +∞,

‖huκ‖k,K = O(η̃k−Nκ) · exp
[

sup
x1∈K1

(
Reψ(x0 + δ, x1)η1/2

)]
,

if |η| → +∞,

for some Nκ > 0.
It is clear that thanks to the choice of ψ and η, the sequence of the uκ

does not verify uniformly the inequality (33).
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plicité constante. J. Math. Pures Appl. IX. Sér. 56 (1977), 393–422.

[ 5 ] De Paris J.C., Problème de Cauchy oscillatoire pour un opérateur différentiel à car-
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tielles. Bull. Sc. Math. 2e série, 114 (1990), 243–328.
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