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1. Introduction and Summary

The generalized variance (the determinant of the sample variance and
covariance matrix) was defined by Wilks [8] as a measure of the spread of
observations. In this paper we study asymptotic expansion of the distribu-
tion of the generalized variance in the non-central case. In general, if the
rows of a n x p matrix X are independently normally distributed with com-
mon covariance matrix ¥ and mean E[ X ]=M, then the generalized variance
is defined as the determinant of a matrix S=(1/#)X’X. Asymptotic expan-
sion of the distribution of |S| depends on the order of the non-centrality

matrix ¥ I M'MZ " =2 with respect to n. It is in general true that 2=0(1)
or 2=0(n), which means that all elements of £ are 0(1) or 0(n) as n — oo.

In section 2 we derive the limiting distribution of |S| under the assump-
tion that 2=n6,=0(n) and limy ,(8,—6)=0. If £ may be regarded as a
constant matrix, asymptotic expansion of the distribution of |S| is obtained

3
up to the order n~* by inverting the characteristic function expressed in
terms of hypergeometric function with matrix argument (see section 3).

2. Limiting distribution of |S| when £=0(n)

In this section we assume that 2=n6,=0(»n) and lim+y , (8,—60)=0. At

first we shall consider limiting distribution of a function of the non-central
Wishart matrix X’X. Let Cx.x(T) be the characteristic function of X'X,
where T is the p x p symmetric matrix having {(1+0;;)/2}¢;; as its (i, j) ele-
ment with Kronecker delta ¢;;. From the result of Anderson [ 1] Cx.x(T) can
be expressed by our notation as

1) Cox(T)=|I—2:ZiTZ |- etr{ —%JH— % 2faq—23'Ty %)-1.9%}.

Put S*=y, {2 “tey Tt —(I+80)}. Then we can express the characteristic
function of S* as
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(2.2) Cs(T)= ‘I— %T o

n 27

etr{— 5 0t %(I—ﬁTyl&n—«/?iT(H-ﬂ)}.

Cs:(T) can be expanded by using the well known asymptotic formulas

9 |- n 2
(2.3) !I—ﬁT —exp{—flog I—\/;T’}
—etr {Vn iT— T {1+0(n )}
2\ 2 2 2
2.4) (1— 7 T> =T+ T+ (ﬁ T> +o(nH,

which hold for large »n such that the maximum of the absolute values of the
characteristic roots of (2i/y 7 )T is less than unity. Applying the formulas
(2.3) and (2.4) to the expression of Cs:(T) in (2.2), we get

(2.5) Cs(T)=etr {Nn iT(8,—0)} etr {—TXI+260,)} {1+ O(n_%)}.
Therefore we have

(2.6) lim Cs(T) = etr {— T*T+26)}.

n—oo

(2.6) shows that the limiting distribution of $*=(s};) is the multivariate nor-
mal distribution with mean zero and covariances E[s};sf, J=gqiju, Where g
is difined by

(2.7) thTz(I—l- 20) = Z Z QijkilijLrie
<j k<l

i<y

Now we will generalize the well known result for obtaining limiting distribu-
tions of statistics (for example, Theorem 4.2.5 in Anderson [2] and Siotani
and Hayakawa [ 6]) to the non-central case.

LeMMA. Let nS have the non-central Wishart distribution with n degrees
of freedom and the non-centrality matrix £ such that 2=n6,=0(n) and
limy 7 (6,—6)=0. Suppose f(W) is a real valued function of a pxp sym-

metric matric W with first and second derivatives existing in a meighborhood
of W=I+6. Then the statistic \ n {f(¥ "ty _%)—f(I—i— )} has asymptoti-
cally the normal distribution with mean zero and variance 2trF*(I -+ 20), where
F=({1+ 5ij)/2}fif) and fi;=0f(W )/0w;;| w -1.6.

Proor. From (2.6) and Theorem 4.2.5 in Anderson [2] we can see that

the asymptotic distribution of v 7n {f(Z -4 SY _%)— fI+6)} is normal with
mean zero. By using (2.7) its asymptotic variance can be expressed as
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onmy
w-1:0 OWr |w_1.6 Y

= 2trF*(I+280).

of (W)

ij k=1 Owj;

Putting f(W)=|W]| in the above lemma and noting that the equality
({+0:)/2y0| W|/6w;;)=|W| W' holds for any symmetric matrix W, we
have the following theorem.

Tueorem 1. Let nS have the non-central Wishart distribution with n de-
grees of freedom and the non-centrality matrix 2 such that 2=n6,=0(n) and
limy 7 (8,—8)=0. Then the distribution of V n {(|S|/|Z|)— |I+ 6]} is asym-

ptotically normal with mean zero and variance 2|I+ 6 |*tr(I+26)(I+6)2.

8. Asymptotic expansion of the distribution of |S| when 2=0(1)

In this section we shall obtain asymptotic expansion of the distribution
of |S| under the assumption that the non-centrality matrix £ is a constant
matrix. Constantine [ 3] showed that the Ath moment of |S| in the non-
central case could be expressed by the hypergeometric function of matrix
argument. His result can be expressed by our notation as

GBY E[lsm:lzlh(z)phfp<%+i>lFl<—h;»g;—l9>,

n

where /'4(a) and the hypergeometric function ;F; are defined by

@)= w74 F(a—(a—1)/2)

o iles b5 2) :kgo (x)%gi Q}E'ZZ

@), =74 (a—(@—1)/2)(@+1—(@—1)/2).. (a-+ ko —1—(a—1)/2).

The function C.(Z) is a zonal polynomial of the p X p symmetric matrix Z cor-
responding to the partition £=(ki, ko, ---, kp), with ki+ ... +k,=k, ki>.. >k,

>0. The symbol g means the sum of all such partitions.

Put 1=y 1log(|S|/|Z|). We can express the characteristic function of
A as

(3.3) C(t)=E[e"™]
=E[(|S|/|Z])""]
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ri i)

=(2) —f<—>—

2

1F1<—it\/;§ %3 —%Q>.

Applying the Kummer transformation formula F(a; b; Z)=(etrZ2)-
1Fi(b—a; b; —27) (see Herz [ 4]) to this last expression, we can write C(¢) as

no, .o —
= C1(2)Co(2).
In the case that the non-centrality matrix £ is equal to zero, etr(—%!))
.1F1<%+it\/7 ; % ; %Q) which we shall denote by C.(¢) is equal to unity.

So (2/n)m ;(% +it\/;>/]“ p<—g—> gives us the characteristic function of 1

in the central case, which we shall denote by C;(z). We shall use the follow-
ing asymptotic formula for the gamma function as in Anderson ([2]], p. 204).

(35)  log (s +h)=log 2 +(x+h—y Jlogx—s— 5 (=S Bl

+0() x|

which holds for large |x| and fixed » with the Bernoulli polynomial B,(h) of
degree r, By(h)=h*—h+(1/6), Bs(h)=h*—(3/2)h*+(1/2)h, ete.. Applying the
formula (3.5) to each gamma function in C,(z), we get

36)  logCi(t)= — ptz——:/}—{{qit—l— z Pt} +%{g(iz)2+ g P}

1 (1 . 4 4 .
— T 1P 3= DGO+ § g+ § pGe} 0,
where ¢g=p(p+1)/2. This formula implies the asymptotic expansion of Cy(¢).

B7 G0 = e_’”z[l— %{qit%— %p(it)g} + %{% 4(q+2)(ir)?

n
+ % plg+DGEn) + % p2<it)6} — ;1717 {é p(2p*+3p—1)(ir)

1 . 1 .
% q(g+2)(g+4) )’ + Bp(5qz—|—20q+ 12)(ie)®
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2 , - \7 4 37+.\9 -2
+gP (g+2)(@r) +giP @it +0(n~?) |.

Now we shall consider the second term Cu(¢) of (3.4). From definition (3.2)
we have

(3.8) o =etr(—52) T %

)., °©

The coefficient of each term can be arranged according to the descending
order of powers of n as

@9 (5 +inn) =(5) [14 2 itk | £ Ralbama)+2PhG— D)
+ n% i~ l)aZi,'lka(ka — @)+ 5 (k1) (k- 2} +00n7 |

(3.10) (%) - (%)k{u % ﬁl ka(ka—a)+0(n—2)} .

Hence we can write Cy(¢) as

1
C/c -_“AQ>
2 2.2,
[1+ { itk 2 (i0Pk(k—1)

(%)

(3.11) Cz(t)—etr< 7 )i R
2

i k@)= 3G D (-2} +0( |.

Now we shall evaluate each term of the above infinite series. Since the
identity (¢r2)* = ZC (Z) (see James [5]) holds for any symmetric matrix 7,

We have

(3.12) ;jo(Z)k(k D..(b—r+1)

rZ)* ,
er k- =@rZ) etrZ,

which holds for any non-negative integer r. Sugiura [7] proved the follow-
ing formula.
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(3.13) é 2 {Zka(k —a)}—zrzzezrz

Applying the formula (3.12) and (38.13) to the expression of Cx(z) in (3.11), we
can simplify the expression (3.11) for the function Cy(z) as

814) Cy)=1+ % trf2+ (;—lgz(trﬂ)z— 6n{/; {8 t)er2* — (it)*(tr2)*} + 0(n=2).

Combining this result with the expression for Ci(¢) in (3.7), we obtain the
following asymptotic expansion of the characteristic function C(z).

ot . -1 -3 -
(3.15) c(@—)):e 2 {1—n Ayt n As— " Ayt 0(n 2)} ,
where the coefficients A;, 4, and A3 are given by

A= 575 {8it(g—tr)+ (it)*}

3J2
A, = —3767 {96 La(a+2)—2qtrR+ (tr2)* ]+ 6(it)' g+ 1—tr27]+ (it)®}

18w2 {15it] pi(2p*+8p— 1)+ 6prr@° ]+ 15(it [q(g + 2) (g +4)

—3q(g+2)trR+3q(1r2)* — (¢r2)° 14 3(it)°[ 5g® +20g + 12
—10(g+ 1D)tr2+5(¢r)* ]+ 5(it) [ q+2— ]+ (5/9)(it)°}.

By inverting this characteristic function, we can finally obtain the following
theorem.

Tuaeorem 2. Let nS have the non-central Wishart distribution with n de-

grees of freedom and the non-centrality matrix =25 T MME Y. Asswme
that the non-centrality matrix 2 may be regarded as a constant matrix with
respect to n. Then the asymptotic expansion of the distribution of |S| can be

obtained up to the order n~* in the following way. Let A= n /V2p)log(S|/|X).
Then we have

(3.16) P(A<x)=0(x)+ @2%7—1 {80/ (x)(q— tr2)+ 0D(x)}

+ 3617 - {90®(x) Lqlg+2)—2qir2+ (trf)* ]+ 60™(x) [g+1—r2]+ 0®(x)}

1
180V 5O P @+ 3p = 1)+ Bpir @]+ 1509 gl +2) (g +4)

— 3q(q +2)tr@-+ 3q(tr 2 — (tr @)1+ 30 (x)[5¢> +20g+12—10(q + Lyer2
+5(r)* ]+ 507 (%) g +2—tr27]+(5/9)0 ()} + 0(n~2),
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where g=p(p+1)/2 and 0 (x) denotes the rth derivative of the standard normal
distribution function O(x).

CorOLLARY 1. If the non-centrality matrix 2 is the null matrixz, 2 can
be expanded asymptotically as

B17) PA<x)=0(x)+ g/%p:n {8¢0'(x)+ 0®(x)} + %%7{ {903 (x)g(g+2)

1
(4) (6) . S ¢ / 2 2 o
+60Y(x)(g+1)+0°(x)} + 180v2p 7 1 {160'(x)p*(2p°+3p—1)

+ 150 (x)g(g+2)(g+4)+ 80 (x) (5¢% + 20¢ + 12) +507(x) (¢ +2)
+(5/90(x)} +0(n2).

This corollary will be obtained at once by putting £=0 in (3.16). The asymp-
totic expansion (3.16) may be useful not only in the case of £=0(1), but also
in the case of 2=0(n). However, we could not succeed in deriving it.
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