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The Lanczos algorithm transforming a given matrix into a tri-diagonal form is well known in numerical analysis and is discussed in many literatures. The possibility of this algorithm is shown in Rutishauser's excellent paper [8]. However it seems to the author that no further theoretical consideration has been made since then.

The process starts from a pair of trial vectors $x_{1}$ and $y_{1}$. A pair of the $i$-th iterated vectors $x_{i}$ and $y_{i}$ can be constructed successively if $y_{j}^{*} x_{j} \neq 0$ $(1 \leqq j \leqq i-1)$. Hence, if $y_{p+1}{ }^{*} x_{p+1}=0$ for some $p \leqq n-1$, we must modify the algorithm so as to continue. This is possible in case where $x_{p+1}=0$ or $y_{p+1}=0$, while any method of modification is not known in case where $x_{p+1} \neq 0$ and $y_{p+1} \neq 0$. We shall call the former case "lucky" and the latter "unlucky". The only thing for us to do in "unlucky" case is to choose new starting vectors $x_{1}, y_{1}$ and begin again in the hope that this case will not happen later. Rutishauser's result ([8] Satz 1) guarantees this possibility.

In practical computation, however, "unlucky" case may occur after repeated modifications in "lucky" cases. Once we encountered with "unlucky" case, we have to abandon all the efforts made before and start again with new trial vectors (if we stick to the old knowledge). Then a question arises naturally: Is it actually necessary to go back to the first step? In this paper we shall treat this problem. Roughly speaking, the answer is as follows: It is sufficient to go back to the latest modification. As a special case of this result, we can show that one of the initial vectors can be chosen arbitrarily to avoid "unlucky" case. Further it will be shown that there exists a vector $x$ such that the algorithm starting from $x_{1}=y_{1}=x$ can be continued so that "unlucky" case may not occur. These results will be stated in Theorems 3-6 of $\S 2$ and a new procedure will be proposed at p. 279. Finally, in connection with the Lanczos algorithm, we shall give, in Appendix, some properties concerning the location of the eigenvalues of tri-diagonal matrices.

## §1. Preliminaries

1.1. Let $A$ be a given (complex or real) matrix of order $n$. Starting from a pair of initial vectors $x_{1}$ and $y_{1}$, construct a sequence of iterated vectors $x_{i}, y_{i}$ as follows:

[^0]\[

$$
\begin{array}{ll}
A x_{1}=\tau_{11} x_{1}+x_{2}, & A^{*} y_{1}=\sigma_{11} y_{1}+y_{2}  \tag{1}\\
A x_{i}=\sum_{j=1}^{i} \tau_{j i} x_{j}+x_{i+1}, & A^{*} y_{i}=\sum_{j=1}^{i} \sigma_{j i} y_{j}+y_{i+1} \quad(i \geqq 2)
\end{array}
$$
\]

where $*$ denotes a conjugate transpose and scalers $\tau_{j i}, \sigma_{j i}$ are determined for each $i(\geqq 1)$ so as to satisfy the conditions $y_{j}{ }^{*} x_{i+1}=x_{j} * y_{i+1}=0(1 \leqq j \leqq i)$. Clearly this is possible if $y_{j}{ }^{*} x_{j} \neq 0(1 \leqq j \leqq i)$. Then, as is easily seen, we have

$$
\begin{aligned}
& \tau_{j i}=\sigma_{j i}=0 \quad \text { for } \quad 1 \leqq j \leqq i-2 \quad(i \geqq 3), \\
& \tau_{i-1 i}=\bar{\sigma}_{i-1 i}=\frac{y_{i-1} * A x_{i}}{y_{i-1}^{*} x_{i-1}}=\frac{y_{i}^{*} x_{i}}{y_{i-1}^{*} x_{i-1}}
\end{aligned}
$$

and

$$
\tau_{i i}=\bar{\sigma}_{i i}=\frac{y_{i}^{*} A x_{i}}{y_{i}^{*} x_{i}} .
$$

Hence the iteration (1) may be written as

$$
\begin{align*}
& x_{2}=A x_{1}-\alpha_{1} x_{1}, \quad y_{2}=A^{*} y_{1}-\bar{\alpha}_{1} y_{1}, \\
& x_{i+1}=A x_{i}-\alpha_{i} x_{i}-\beta_{i-1} x_{i-1}, \quad y_{i+1}=A^{*} y_{i}-\bar{\alpha}_{i} y_{i}-\bar{\beta}_{i-1} y_{i-1},  \tag{2}\\
& \alpha_{i}=\frac{y_{i}^{*} A x_{i}}{y_{i}^{*} x_{i}} \quad(i \geqq 1), \quad \beta_{i-1}=\frac{y_{i}^{*} x_{i}}{y_{i-1}^{*} x_{i-1}} \quad(i \geqq 2) .
\end{align*}
$$

This is so-called Lanczos' algorithm and first considered in his paper [7].
1.2. Rutishauser [8] showed that, if the degree of the minimal polynomial of $A$ is $m$, there exists a pair of initial vectors $x_{1}$ and $y_{1}$ such that $y_{i}{ }^{*} x_{i} \neq 0(1 \leqq i \leqq m)$. In this case we have $x_{m+1}=y_{m+1}=0$ and

$$
A\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \cdot\left(\begin{array}{lllll}
\alpha_{1} & \beta_{1} & & & \\
1 & \alpha_{2} & \beta_{2} & \\
& 1 & \ddots & \ddots & \\
& & \ddots & \ddots & \beta_{m-1} \\
& & \ddots & \ddots & \beta_{m-1}
\end{array}\right)
$$

However, no practical criterion for the choice of such vectors is known. Therefore, if it happens that the selection is unsuitable, breakdown of the algorithm will occur; namely we have $y_{p+1} * x_{p+1}=0$ for some positive integer $p \leqq n-1$, and the iteration can not be continued any more. This situation can be divided into four cases:

Case 1. $x_{p+1}=y_{p+1}=0$,
Case 2. $\quad x_{p+1}=0, \quad y_{p+1} \neq 0$,

Case 3. $\quad x_{p+1} \neq 0, \quad y_{p+1}=0$,
Case 4. $\quad x_{p+1} \neq 0, \quad y_{p+1} \neq 0$.
For the first three cases, we can continue the process by the following modification:

Case 1. In this case, take a non-zero vector $w_{p+1}$ which is orthogonal to the vectors $x_{1}, x_{2}, \cdots, x_{p}$. Then there exists a vector $z_{p+1}$ orthogonal to the vectors $y_{1}, y_{2}, \ldots, y_{p}$ such that $w_{p+1}{ }^{*} z_{p+1} \neq 0$. In fact the whole space ( $n-$ dimensional Euclidean or unitary space) is a direct sum of the space spanned by $x_{1}, x_{2}, \ldots, x_{p}$ and the orthogonal complement of the space spanned by $y_{1}$, $y_{2}, \cdots, y_{p}$. Thus, if we replace $x_{p+1}$ by $z_{p+1}$ and $y_{p+1}$ by $w_{p+1}$, then we can continue the process by the formulas ${ }^{1)}$

$$
\begin{aligned}
& x_{p+2}=A z_{p+1}-\alpha_{p+1}^{\prime} z_{p+1} \\
& y_{p+2}=A^{*} w_{p+1}-\bar{\alpha}_{p+1}^{\prime} w_{p+1}, \quad \alpha_{p+1}^{\prime}=\frac{w_{p+1} * A z_{p+1}}{w_{p+1} z_{p+1}} \\
& x_{p+3}=A x_{p+2}-\alpha_{p+2} x_{p+2}-\beta_{p+1}^{\prime} z_{p+1}, \\
& y_{p+3}=A^{*} y_{p+2}-\bar{\alpha}_{p+2} y_{p+2}-\bar{\beta}_{p+1}^{\prime} w_{p+1}, \quad \beta_{p+1}^{\prime}=\frac{y_{p+2} *_{p+2}}{w_{p+1} z_{p+1}}, \\
& x_{p+i}=A x_{p+i-1}-\alpha_{p+i-1} x_{p+i-1}-\beta_{p+i-2} x_{p+i-2}, \\
& y_{p+i}=A^{*} y_{p+i-1}-\bar{\alpha}_{p+i-1} y_{p+i-1}-\bar{\beta}_{p+i-2} y_{p+i-2} \quad(i \geqq 4) .
\end{aligned}
$$

Case 2. In this case, by similar argument, we can prove the existence of a vector $z_{p+1}$ such that $y_{j}{ }^{*} z_{p+1}=0(1 \leqq j \leqq p)$ and $y_{p+1}{ }^{*} z_{p+1} \neq 0$. Therefore the modified formulas in this case are

$$
\begin{aligned}
& x_{p+2}=A z_{p+1}-\alpha_{p+1}^{\prime} z_{p+1}-\beta_{p}^{\prime} x_{p}, \\
& \quad \alpha_{p+1}^{\prime}=\frac{y_{p+1} * A z_{p+1}}{y_{p+1}^{*} z_{p+1}}, \quad \beta_{p}^{\prime}=\frac{y_{p+1} * z_{p+1}}{y_{p}^{*} x_{p}}, \\
& y_{p+2}=A^{*} y_{p+1}-\bar{\alpha}_{p+1}^{\prime} y_{p+1}, \\
& x_{p+3}=A x_{p+2}-\alpha_{p+2} x_{p+2}-\beta_{p+1}^{\prime} z_{p+1}, \\
& y_{p+3}=A^{*} y_{p+2}-\bar{\alpha}_{p+2} y_{p+2}-\bar{\beta}_{p+1}^{\prime} y_{p+1}, \quad \beta_{p+1}^{\prime}=\frac{y_{p+2} * x_{p+2}}{y_{p+1} *_{p+1}}, \\
& x_{p+i}=A x_{p+i-1}-\alpha_{p+i-1} x_{p+i-1}-\beta_{p+i-2} x_{p+i-2}, \\
& y_{p+i}=A^{*} y_{p+i-1}-\bar{\alpha}_{p+i-1} y_{p+i-1}-\bar{\beta}_{p+i-2} y_{p+i-2} \quad(i \geqq 4) .
\end{aligned}
$$

[^1]Case 3. This case is similar to Case 2.
For Case 4, however, any method of such modification is not known. The only thing to do in this case is to choose new starting vectors $x_{1}$ and $y_{1}$ and begin again in the hope that this case will not happen later.
1.3. We note that, even if we modify the procedure for Cases $1-3$ so as to continue, Case 4 may occur at the later step. For example, let

$$
A=\left(\begin{array}{rrrr}
5 / 9 & -2 / 9 & 4 / 9 & 0 \\
4 / 9 & 2 / 9 & 5 / 9 & 0 \\
-2 / 9 & 8 / 9 & 2 / 9 & 0 \\
1 / 3 & 2 / 3 & 2 / 3 & 1
\end{array}\right)
$$

and choose a pair of initial vectors $x_{1}={ }^{t}(2 / 3,1 / 3,-2 / 3,0)$ and $y_{1}=$ ${ }^{t}(1 / 3,1 / 6,-1 / 3,1)$. Then, by simple computation we have $x_{2}=0$ and $y_{2}=^{t}(2 / 3,1 / 3,5 / 6,1)$; namely Case 2 occurs. Hence, according to Causey and Gregory's proposal [3], take a new vector

$$
z_{2}=y_{2}-\frac{y_{1}^{*} y_{2}}{y_{1}^{*} x_{1}} x_{1}={ }^{t}(-2 / 3,-1 / 3,13 / 6,1)
$$

which satisfies $y_{2} * z_{2} \neq 0$ and $y_{1} * z_{2}=0$. Then Case 4 will occur and the algorithm fails there. In fact we have

$$
\begin{aligned}
& x_{3}={ }^{t}(-13 / 9,-2 / 9,4 / 9,2 / 3), \\
& y_{3}={ }^{t}(-2 / 9,8 / 9,2 / 9,-1 / 3),
\end{aligned}
$$

and

$$
y_{3}{ }^{*} x_{3}=0 .
$$

Therefore, if we obey the old principle, we shall have to go back to the first step and start again from new vectors $x_{1}$ and $y_{1}$. However, this is not only inefficient, but also unnecessary. For, as is easily seen, if we take another vector $z_{2}^{\prime}={ }^{t}(-1 / 3,-2 / 3,7 / 3,1)$ and start again from there with a pair of vectors $z_{2}^{\prime}$ and $y_{2}$, the algorithm ${ }^{2)}$ can be well continued to completion. ${ }^{3)}$ The above fact is true in general. The purpose of this paper is to show this and give an improved procedure for the Lanczos algorithm.
1.4. Notations and definitions. Throughout this paper, we consider

[^2]complex (or real) matrices and certain notational convensions will be observed. For a matrix $A, A^{*}\left({ }^{t} A\right)$ stands for a conjugate transposed (transposed) matrix of $A$. $\quad A\left(\begin{array}{c}\left.i_{1} i_{1} i_{2} \cdots i_{r}, j_{r}\right)\end{array}\right)$ denotes an $r$-square submatrix obtained from the $i_{1}, i_{2}, \ldots, i_{r}$ th rows and $j_{1}, j_{2}, \ldots, j_{r}$ th columns. A square matrix $A$ is called non-derogatory if its minimal polynomial is the same as its characteristic polynomial, and otherwise called derogatory. A square matrix $A=\left(a_{i j}\right)$ is of an upper Hessenberg type if $a_{i j}=0$ for $i-j \geqq 2$. For an $n$-square matrix $A$ and an $n$-dimensional vector $x$, there exists a number $p(\leqq n)$ such that a set of vectors $x, A x, \cdots, A^{p-1} x$ is linearly independent and a set of vectors $x, A x, \cdots, A^{p-1} x$, $A^{p} x$ is linearly dependent. The number $p$ is called the grade of $x$ with respect to $A .^{4)}$ Clearly $x$ is a vector of grade $p$ with respect to $A$ if and only if $\varphi(A) x=0$ for a unique monic polynomial $\varphi(\lambda)$ of degree $p$ and $\psi(A) x \neq 0$ for any polynomial $\psi(\lambda)$ of degree less than $p$. Let $x_{1}, x_{2}, \ldots, x_{m}$ be a set of $m$ vectors. Then we denote by $\left[x_{1}, x_{2}, \ldots, x_{m}\right]$ and $\left[x_{1}, x_{2}, \ldots, x_{m}\right]^{\perp}$ the vector subspace spanned by $x_{1}, x_{2}, \ldots, x_{m}$ and the orthogonal complement of the subspace $\left[x_{1}, x_{2}, \ldots, x_{m}\right]$ respectively. Finally, for vectors $a_{1}=^{t}\left(a_{11}, a_{12}, \ldots, a_{1 p}\right)$, $a_{2}={ }^{t}\left(a_{21}, a_{22}, \cdots, a_{2 q}\right), \cdots, a_{s}=^{t}\left(a_{s 1}, a_{s 2}, \cdots, a_{s r}\right)$, the notation $a_{1} \oplus a_{2} \oplus \cdots \oplus a_{s}$ or $\sum_{i=1}^{s} \oplus a_{i}$ means a vector ${ }^{t}\left(a_{11}, a_{12}, \ldots, a_{1 p}, a_{21}, a_{22}, \ldots, a_{2 q}, \ldots, a_{s 1}, a_{s 2}, \ldots, a_{s r}\right)$. Similarly, for submatrices $A_{1}, A_{2}, \ldots, A_{s}$, we shall use the notation $A_{1} \oplus A_{2} \oplus$ $\ldots \oplus A_{s}$ or $\sum_{i=1}^{s} \oplus A_{i}$ in place of a matrix

$$
\left(\begin{array}{cccc}
A_{1} & & & \\
& & & \\
& & & \\
& & \ddots & \\
& & & A_{s}
\end{array}\right)
$$

## §2. The possibility of Lanczos' algorithm

### 2.1. We begin with

Theorem 1. Let $A$ be a given matrix of order $n$. Then, by the Lanczos algorithm starting from appropriate vectors $x_{1}$ and $y_{1}$, we can always get a Jordan normal form.

Proof. Take a non-singular matrix $T$ such that $T^{-1} A T$ is a Jordan normal form; i.e., $T^{-1} A T=\sum_{i=1}^{s} \oplus J_{i}$ where $J_{i}$ are of order $n_{i}$ and

$$
J_{i}=\left(\begin{array}{llll}
\lambda_{i} & & & \\
1 & \lambda_{i} & & \\
& \ddots & \ddots & \\
& 1 & \lambda_{i}
\end{array}\right)
$$

[^3]Let $t_{i}$ and $u_{i}$ be the $i$-th columns of $T$ and $T^{*^{-1}}$ respectively. Then, by the Lanczos algorithm starting from $x_{1}=t_{1}$ and $y_{1}=u_{1}$, we get $x_{2}=t_{2}$ and $y_{2}=0$. Thus, according to the modification mentioned in $\S 1$, we can choose $u_{2}$ as the vector $w_{2}$. Repeating the similar modification, the algorithm can be continued to completion as follows:

$$
\begin{aligned}
& x_{i}=t_{i} \quad\left(i \neq n_{1}+1, n_{1}+n_{2}+1, \cdots, n_{1}+\cdots+n_{s-1}+1\right), \\
& x_{n_{1}+\cdots+n_{i}+1}=0, \quad z_{n_{1}+\cdots+n_{i}+1}=t_{n_{1}+\cdots+n_{i}+1} \quad(1 \leqq i \leqq s-1), \\
& y_{i}=0, \quad w_{i}=u_{i} \quad(2 \leqq i \leqq n),
\end{aligned}
$$

and

$$
\beta_{i}=0 \quad(1 \leqq i \leqq n-1)
$$

Hence the result is

$$
\begin{aligned}
& A\left(x_{1}, \cdots, x_{n_{1}}, z_{n_{1}+1}, x_{n_{1}+2}, \cdots, x_{n_{1}+n_{2}}, z_{n_{1}+n_{2}+1}, \cdots, x_{n}\right) \\
& \quad=\left(x_{1}, \cdots, x_{n_{1}}, z_{n_{1}+1}, x_{n_{1}+2}, \cdots, x_{n}\right) \cdot\left(J_{1} \oplus J_{2} \oplus \cdots \oplus J_{s}\right) .
\end{aligned}
$$

This proves Theorem 1.
The above proof shows that theoretically a Jordan normal form can be obtained by executing the Lanczos algorithm, using only the modification for Case 1. If $A$ is a real matrix and all the eigenvalues of A are real, then $T$, or $t_{i}$ and $u_{i}$, may be taken to be real. Therefore, in such a case we can obtain a Jordan normal form by using the algorithm in the realm of real numbers. In practical computation, however, it is difficult to find the initial vectors $t_{1}, u_{1}$, etc. Hence we are to seek for other properties which assure the possibility of the algorithm.
2.2. The following lemma plays a fundamental role throughout this paper.

Lemma 1. Let $\tilde{A}$ and $A$ be matrices such that $\tilde{A}=T^{-1} A T$ with a nonsingular matrix T. If we denote by $\tilde{x}_{i}, \tilde{y}_{i}\left(x_{i}, y_{i}\right)$ the iterated vectors obtained by Lanczos' algorithm for $\tilde{A}(A)$ with initial vectors $\tilde{x}_{1}, \tilde{y}_{1}\left(x_{1}=T \tilde{x}_{1}, y_{1}=T^{*-1} \tilde{y}_{1}\right)$, then we have $x_{i}=T \tilde{x}_{i}, y_{i}=T^{*^{-1}} \tilde{y}_{i}$. Hence $x_{p+1}=0\left(y_{p+1}=0\right)$ for some $p$ if and only if $\tilde{x}_{p+1}=0\left(\tilde{y}_{p+1}=0\right)$. Further, if we take a modified vector $\tilde{z}_{p+1}{ }^{5)}\left(\tilde{w}_{p+1}\right)$ for $\tilde{A}$, then $z_{p+1}=T \tilde{z}_{p+1}\left(w_{p+1}=T^{*^{-1}} \tilde{w}_{p+1}\right)$ is a modified vector for $A$.

Proof. The following relations hold:

$$
\tilde{x}_{i+1}=\left(T^{-1} A T\right) \tilde{x}_{i}-\frac{\tilde{y}_{i}^{*} T^{-1} A T \tilde{x}_{i}}{\tilde{y}_{i}^{*} \tilde{x}_{i}}-\frac{\tilde{y}_{i}^{*} \tilde{x}_{i}}{\tilde{y}_{i-1}^{*} \tilde{x}_{i-1}} \tilde{x}_{i-1},
$$

and
5) Namely, $\tilde{z}_{p+1} \in\left[\tilde{y}_{1}, \cdots, \tilde{y}_{p}\right]^{\perp}$ and $\tilde{y}_{p+1} * \tilde{z}_{p+1} \neq 0$ (if $\tilde{y}_{p+1} \neq 0$ ), etc.

$$
\tilde{y}_{i+1}=T^{*} A^{*} T^{*^{-1}} \tilde{y}_{i}-\frac{\tilde{x}_{i}^{*} T^{*} A^{*} T^{*-1} \tilde{y}_{i}}{\tilde{x}_{i} \tilde{y}_{i}} \tilde{y}_{i}-\frac{\tilde{x}_{i}^{*} \tilde{y}_{i}}{\tilde{x}_{i-1}^{*} \tilde{y}_{i-1}} \tilde{y}_{i-1},
$$

which may be written as

$$
T \tilde{x}_{i+1}=A\left(T \tilde{x}_{i}\right)-\frac{\left(T^{*^{-1}} \tilde{y}_{i}\right)^{*} A\left(T \tilde{x}_{i}\right)}{\left(T^{*^{-1}} \tilde{y}_{i}\right)^{*}\left(T \tilde{x}_{i}\right)} T \tilde{x}_{i}-\frac{\left(T^{*^{-1}} \tilde{y}_{i}\right)^{*}\left(T \tilde{x}_{i}\right)}{\left(T^{*^{-1}} \tilde{y}_{i-1}\right)^{*}\left(T \tilde{x}_{i-1}\right)} T \tilde{x}_{i-1}
$$

and

$$
\begin{aligned}
& T^{*^{-1}} \tilde{y}_{i+1}=A^{*}\left(T^{*^{-1}} \tilde{y}_{i}\right)-\frac{\left(T \tilde{x}_{i}\right)^{*} A^{*}\left(T^{*^{-1}} \tilde{y}_{i}\right)}{\left(T \tilde{x}_{i}\right)^{*}\left(T^{*^{-1}} \tilde{y}_{i}\right)} T^{*^{-1}} \tilde{y}_{i} \\
& \quad-\frac{\left(T \tilde{x}_{i}\right)^{*}\left(T^{*-1} \tilde{y}_{i}\right)}{\left(T \tilde{x}_{i-1}\right)^{*}\left(T^{*^{-1}} \tilde{y}_{i-1}\right)} T^{*^{-1} \tilde{y}_{i-1}}
\end{aligned}
$$

This implies that $T \tilde{x}_{i}$ and $T^{*^{-1}} \tilde{y}_{i}$ is the $i$-th iterated vectors for $A$ starting from initial vectors $T \tilde{x}_{1}$ and $T^{*^{-1}} \tilde{y}_{1}$. Similarly the remaining part can be verified easily. Q.E.D.
2.3. The following Lemmas 2, 3 and Theorem 2 are due to Rutishauser [8]. But we give here purely algebraic proofs of Lemma 2 and Theorem 2 for the sake of completeness.

Lemma 2. Let $A$ be a matrix of order $n$ and $m$ be the degree of the minimal polynomial for $A$. If we put

$$
f_{i}(x, y, A)=\left|\begin{array}{cccc}
y^{*} x & y^{*} A x & y^{*} A^{i-1} x \\
y^{*} A x & y^{*} A^{2} x & \ldots & y^{*} A^{i} x \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
y^{*} A^{i-1} x & y^{*} A^{i} x & \ldots & y^{*} A^{2 i-2} x
\end{array}\right|
$$

with $n$-dimensional vectors $x$ and $y$, then there exist two vectors $x_{1}$ and $y_{1}$ such that $f_{i}\left(x_{1}, y_{1}, A\right) \neq 0(1 \leqq i \leqq m)$.

Proof. Let $T$ be a non-singular matrix such that $T^{-1} A T=A_{1} \oplus A_{2}$, where $A_{1}$ is of order $m, A_{2}$ of order $n-m$, and
(Note that $A_{1}$ is non-derogatory, and that $A_{2}$ does not appear if and only if $A$ is non-derogatory.) For any fixed $i$ with $1 \leqq i \leqq m$, consider an $i$-square matrix $\tilde{A}=A_{1}\left(\frac{1}{12 \ldots i}\right)$. Then $\tilde{A}$ is non-derogatory. Therefore we can find an $i$-dimensional vectors $\tilde{x}(\tilde{y})$ such that a set of vectors $\tilde{x}, \tilde{A} \tilde{x}, \ldots, \tilde{A}^{i-1} \tilde{x}\left(\tilde{y}, \tilde{A}^{*} \tilde{y}\right.$, $\ldots, \tilde{A}^{*-1} \tilde{y}$ ) is linearly independent. For such vectors we have

$$
f_{i}(\tilde{x}, \tilde{y}, \tilde{A})=\left|\begin{array}{l}
\tilde{\tilde{y}}^{*} \\
\cdots \\
\tilde{y}^{*} \tilde{A} \\
\tilde{A}^{i-1}
\end{array}\right| \cdot\left|\tilde{x}, \tilde{A} \tilde{x}, \ldots, \tilde{A}^{i-1} \tilde{x}\right| \neq 0 .
$$

Let $x=T \cdot{ }^{t}(t \tilde{x}, \overparen{0, \ldots, 0})$ and $y=T^{*-1} \cdot \cdot^{t(t} \widetilde{y}, \overbrace{0, \ldots, 0}^{n-i})$, then we have $y^{*} A^{k} x=$ $\tilde{y}^{*} \tilde{A}^{k} \tilde{x}$ for any $k$. In fact, because of a special form of $A_{1}$, we have

$$
y^{*} A^{k} x=\tilde{y}^{*}\left(A_{1}^{k}\right)\left(\frac{12 \ldots i}{12 \ldots i}\right) \tilde{x}=y^{*}\left\{A_{1}\left(\frac{12 \ldots i}{} \frac{12}{}\right)\right\}^{k} \tilde{x}=\tilde{y}^{*} \tilde{A}^{k} \tilde{x} .
$$

Hence we obtain

$$
f_{i}(x, y, A)=f_{i}(\tilde{x}, \tilde{y}, \tilde{A}) \neq 0
$$

which implies that $f_{i}(x, y, A) \not \equiv 0$ considering as a function of the components of vectors $x$ and $y$. Obviously a union of the roots of the non-trivial equations $f_{i}(x, y, A)=0$ does not spann the whole space since they are equal to a set of all the roots of a non-trivial single equation $\prod_{i=1}^{m} f_{i}(x, y, A)=0$. Thus we can find two vectors $x_{1}, y_{1}$ such that $f_{i}\left(x_{1}, y_{1}, A\right) \neq 0(1 \leqq i \leqq m)$. Q.E.D.

Lemma 3. Let $A$ be a matrix of order $n$, and $m$ be the degree of its minimal polynomial. Then there exist two trial vectors $x_{1}, y_{1}$ such that $x_{i}, y_{i}$ $(1 \leqq i \leqq m)$ are well defined, i.e., $y_{i}{ }^{*} x_{i} \neq 0(1 \leqq i \leqq m)$ and $y_{i}{ }^{*} x_{j}=0(i \neq j)$. In this case we have always $x_{m+1}=y_{m+1}=0$.

Proof. This follows from Lemma 2 by noting that

$$
f_{i}\left(x_{1}, y_{1}, A\right)=\prod_{j=1}^{i}\left(y_{j}^{*} x_{j}\right) \quad(1 \leqq i \leqq m)
$$

(see [6] or [8]). Q.E.D.
Theorem 2 (Rutishauser). Let A be a matrix given as in Lemma 3. Then there exists a pair of initial vectors $x_{1}$ and $y_{1}$ such that the algorithm can be continued to final step using only the modifications in Case 1 and

$$
A\left(x_{1}, \cdots, x_{n}\right)=\left(x_{1}, \cdots, x_{n}\right) \cdot\left(L_{1} \oplus L_{2} \oplus \cdots \oplus L_{s}\right)
$$

for some s, where

$$
L_{i}=\left(\begin{array}{ccccc}
\alpha_{i 1} & \beta_{i 1} & & &  \tag{3}\\
1 & \alpha_{i 2} & \beta_{i 2} & & \\
& 1 & \ddots & \ddots & \\
& & \ddots & \ddots & \beta_{i n_{i}-1} \\
& & \ddots & \ddots & \ddots
\end{array}\right) \quad\left(\beta_{i j} \neq 0 \text { for any } i, j\right)
$$

and $m=n_{1} \geqq n_{2} \geqq \ldots \geqq n_{s}{ }^{6}{ }^{6}$
Proof. Considering a Jordan normal form, there exists a non-singular matrix $T$ such that $T^{-1} A T=\sum_{i=1}^{s} \oplus A_{i}$, where $A_{i}$ are non-derogatory of order $n_{i}$ ( $m=n_{1} \geqq n_{2} \geqq \cdots \geqq n_{s}, \sum_{i=1}^{s} n_{i}=n$ ) and the characteristic polynomial for $A_{i}$ coincides with the minimal polynomial of $\sum_{j=i}^{s} \oplus A_{j}(1 \leqq i \leqq s)$. Then, by Lemma 3 , we can find two $n_{i}$-dimensional vectors $x_{i 1}, y_{i 1}$ such that $y_{i 1}{ }^{*} x_{i 1} \neq 0$ and the $j$-th iterated vectors $x_{i j}, y_{i j}$ for $A_{i}$ starting from $x_{i 1}, y_{i 1}$ satisfy

$$
y_{i k}^{*} x_{i j}\left\{\begin{array}{l}
=0(j \neq k) \\
\neq 0(j=k)
\end{array} \quad\left(1 \leqq j, k \leqq n_{i}\right),\right.
$$

and

$$
x_{i n_{i}+1}=y_{i n_{i}+1}=0
$$

for each $i(1 \leqq i \leqq s)$. Therefore, by Lemma 1 , if we apply the algorithm to $A$ with initial vectors

$$
x_{1}=T \cdot \cdot^{t}(x_{11}, \overbrace{0, \ldots, 0}^{n-n_{1}}), \quad y_{1}=T^{*^{-1} \cdot t}({ }^{t} y_{11}, \overbrace{0, \ldots, 0}^{n-n_{1}}),
$$

the iterated vectors $x_{j}, y_{j}$ must have the form

$$
x_{j}=T \cdot{ }^{t}\left({ }^{t} x_{1 j}, 0, \ldots, 0\right), \quad y_{j}=T^{\left.*^{-1} \cdot{ }^{t}\left({ }^{t} y_{1 j}, 0, \ldots, 0\right) \quad\left(1 \leqq j \leqq n_{1}\right), ~\right)}
$$

and

$$
x_{n_{1}+1}=y_{n_{1}+1}=0 .
$$

Next we set

$$
\begin{aligned}
& z_{n_{1}+1}=T \cdot t \cdot \overbrace{0, \ldots, 0}^{n_{1}}, t x_{21}, \overbrace{0, \ldots, 0}^{n-n_{1}-n_{2}}) \\
& w_{n_{1}+1}=T^{*^{-1} \cdot t}\left(0, \ldots, 0,^{t} y_{21}, 0, \ldots, 0\right)
\end{aligned}
$$

and begin again with them, since

$$
z_{n_{1}+1} \in\left[y_{1}, \ldots, y_{n_{1}}\right]^{\perp}, \quad w_{n_{1}+1} \in\left[x_{1}, \ldots, x_{n_{1}}\right]^{\perp},
$$

[^4]and
$$
w_{n_{1}+1} * z_{n_{1}+1} \neq 0
$$

Then the iterated vectors $x_{j}, y_{j}$ satisfy

$$
y_{j}^{*} x_{j} \neq 0\left(n_{1}+1 \leqq j \leqq n_{1}+n_{2}\right)
$$

and

$$
x_{n_{1}+n_{2}+1}=y_{n_{1}+n_{2}+1}=0 .
$$

Continuing this process, the algorithm is complete after $s-1$ modifications in Case 1 and the result is

$$
A X=X\left(L_{1} \oplus L_{2} \oplus \cdots \oplus L_{s}\right)
$$

where

$$
\begin{aligned}
& X=\left(x_{1}, \cdots, x_{n_{1}}, z_{n_{1}+1}, x_{n_{1}+2}, \cdots, x_{n_{1}+\cdots+n_{s-1}}, z_{n_{1}+\cdots+n_{s-1}+1}, \cdots, x_{n}\right), \\
& z_{n_{1}+\cdots+n_{i}+1}=T \cdot \cdot^{t}(\underbrace{, \ldots, 0}_{n_{1}+\cdots+n_{i}},^{t} x_{i+11}, \underbrace{0, \ldots}_{n-\cdots, 0}) \\
& x_{n_{1}+\ldots+n_{i}+j}=T \cdot{ }^{t}\left(0, \ldots, 0,{ }^{t} x_{i+1 j}, 0, \ldots, 0\right) \quad\left(2 \leqq j \leqq n_{i+1}\right),
\end{aligned}
$$

and $L_{i}$ is a non-derogatory tri-diagonal matrix shown in (3) with

$$
\alpha_{i j}=\frac{y_{i j}^{*} A_{i} x_{i j}}{y_{i j}^{*} x_{i j}}, \quad \beta_{i j}=\frac{y_{i j+1} * x_{i j+1}}{y_{i j}^{*} x_{i j}} \neq 0
$$

The proof is complete. ${ }^{7}$ )
2.4. We now turn to the problems raised in §1. The following theorem assures the possibility of the algorithm in Case 1.

Theorem 3. Let us apply the Lanczos algorithm to A with initial vectors $x_{1}$ and $y_{1}$, and assume that Case 1 occurs after several modifications due to Cases 1-3. Namely let

$$
\begin{aligned}
& x_{1}, \cdots, x_{p_{1}}, z_{p_{1}+1}, x_{p_{1}+2}, \cdots, x_{p_{2}}, z_{p_{2}+1}, \ldots, x_{p_{r}}, x_{p_{r}+1}=0, \\
& y_{1}, \cdots, y_{q_{1}}, w_{q_{1}+1}, y_{q_{1}+2}, \cdots, y_{q_{2}}, w_{q_{2}+1}, \cdots, y_{q_{s}}, y_{q_{s}+1}=0, \\
& x_{i} \neq 0 \quad\left(1 \leqq i \leqq p_{r}, i \neq p_{1}+1, \cdots, p_{r-1}+1\right), \\
& y_{j} \neq 0 \quad\left(1 \leqq j \leqq q_{s}, j \neq q_{1}+1, \ldots, q_{s-1}+1\right), \\
& x_{p_{i}+1}=y_{q_{j}+1}=0 \quad(1 \leqq i \leqq r, 1 \leqq j \leqq s),
\end{aligned}
$$

[^5]and
$$
p_{r}=q_{s}=p(s a y)
$$

Then there exists a pair of vectors $z_{p+1}, w_{p+1}$ with a common grade such that
(i) $z_{p+1} \in\left[y_{1}, \ldots, y_{q_{1}}, w_{q_{1}+1}, y_{q_{1}+2}, \ldots, y_{q_{2}}, w_{q_{2}+1}, \ldots, y_{p}\right]^{\perp}$,
(ii) $w_{p+1} \in\left[x_{1}, \ldots, x_{p_{1}}, z_{p_{1}+1}, x_{p_{1}+2}, \cdots, x_{p_{2}}, z_{p_{2}+1}, \ldots, x_{p}\right]^{\perp}$,
(iii) $w_{p+1} * z_{p+1} \neq 0$,
and
(iv) the algorithm starting again from $z_{p+1}$ and $w_{p+1}$ can be well continued so that Case 1 occurs, i.e., so that, for some integer $p_{r+1}$, we have

$$
x_{p_{r+1}+1}=y_{p_{r+1}+1}=0, \quad \text { and } \quad y_{i}^{*} x_{i} \neq 0, \quad\left(p+2 \leqq i \leqq p_{r+1}\right) .
$$

Namely, under the above situation, the algorithm can be well continued to completion using only modifications due to Case 1.

Proof. Let

$$
\begin{aligned}
\mathcal{U} & =\left[x_{1}, \ldots, x_{p_{1}}, z_{p_{1}+1}, x_{p_{1}+2}, \ldots, x_{p_{2}}, z_{p_{2}+1}, \cdots, x_{p}\right], \\
\mathscr{V} & =\left[y_{1}, \ldots, y_{q_{1}}, w_{q_{1}+1}, y_{q_{1}+2}, \ldots, y_{q_{2}}, w_{q_{2}+1}, \cdots, y_{p}\right],
\end{aligned}
$$

and $u_{1}, \ldots, u_{n-p}\left(v_{1}, \ldots, v_{n-p}\right)$ be a basis of $U^{\perp}\left(Q^{\perp}\right)$. Then the subspace $Q^{\perp}$ is invariant under $A$. In fact we have

$$
y_{i}^{*}(A v)=\left(A^{*} y_{i}\right)^{*} v=0 \quad(1 \leqq i \leqq p)
$$

and

$$
w_{q_{j}+1} *(A v)=\left(A^{*} w_{q_{j}+1}\right) * v=0 \quad(1 \leqq j \leqq s-1)
$$

for any vector $v \in Q^{\perp}$ since

$$
A^{*} y_{i}, A^{*} w_{q_{j}+1} \in Q \quad(1 \leqq i \leqq p, 1 \leqq j \leqq s-1)
$$

Thus we may write

$$
A v_{i}=\sum_{j=1}^{n-p} b_{j i} v_{j} \quad(1 \leqq i \leqq n-p)
$$

for some scalar $b_{j i}$. Let $B$ be a matrix of order $n-p$ constructed from the coefficients $b_{j i}$;

$$
B=\left(\begin{array}{cccc}
b_{11} & b_{12} & \cdots & \cdots \\
b_{1 n-p} \\
b_{21} & b_{22} & \cdots & b_{2 n-p} \\
\cdots \cdots & \cdots & \cdots & \cdots
\end{array}\right] \cdots \cdots .
$$

Then, by virtue of Theorem 1 or 2 , we can find a pair of $n-p$ dimensional vectors $\tilde{z}_{p+1}$ and $\tilde{w}_{p+1}$ such that $B$ is well transformed into a block tri-diagonal matrix $L_{1} \oplus \cdots \oplus L_{s}$ by the Lanczos algorithm starting from the pair. Let the order of $L_{1}$ be $n_{1}$ and put $p_{r+1}=p+n_{1}$. If we denote the iterated vectors for $B$ by $\tilde{x}_{i}, \tilde{y}_{i}$, we have

$$
\begin{gathered}
\tilde{w}_{p+1} * \tilde{z}_{p+1} \neq 0, \quad \tilde{y}_{p+j} * \tilde{x}_{p+j} \neq 0 \quad\left(2 \leqq j \leqq n_{1}\right), \quad \tilde{x}_{p_{r+1}+1}=\tilde{y}_{p_{r+1}+1}=0, \\
\tilde{y}_{i} \in\left[\tilde{z}_{p+1}, \tilde{x}_{p+2}, \ldots, \tilde{x}_{i-1}\right]^{\perp},
\end{gathered}
$$

and

$$
\tilde{x}_{i} \in\left[\tilde{w}_{p+1}, \tilde{y}_{p+2}, \cdots, \tilde{y}_{i-1}\right]^{\perp} \quad\left(p+2 \leqq i \leqq p_{r+1}\right)
$$

Let

$$
\begin{aligned}
& X=\left(x_{1}, \cdots, x_{p_{1}}, z_{p_{1}+1}, x_{p_{1}+2}, \cdots, x_{p}, v_{1}, \cdots, v_{n-p}\right) \\
& Y=\left(y_{1}, \cdots, y_{q_{1}}, w_{q_{1}+1}, y_{q_{1}+2}, \cdots, y_{p}, u_{1}, \cdots, u_{n-p}\right)
\end{aligned}
$$

and

$$
C=\left(\begin{array}{cccc}
u_{1} * v_{1} & u_{1} * v_{2} & \cdots & u_{1} * v_{n-p} \\
u_{2} * v_{1} & u_{2} * v_{2} & \cdots & u_{2}^{*} v_{n-p} \\
\ldots \ldots \ldots & \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
u_{n-p}^{*} v_{1} & u_{n-p} * v_{2} & \cdots & u_{n-p}^{*} v_{n-p}
\end{array}\right) .
$$

Then the matrix $C$ is non-singular since $X$ and $Y$ are non-singular and

$$
Y^{*} X=\left(\begin{array}{ccc|c}
y_{1}{ }^{*} x_{1} & & & \\
& \ddots & & \\
& & y_{p}^{*} x_{p} & \\
\hline & & & C
\end{array}\right)
$$

Now we shall show that a pair of vectors $z_{p+1}=\left(v_{1}, \ldots, v_{n-p}\right) \tilde{z}_{p+1}$ and $w_{p+1}=$ ( $\left.u_{1}, \ldots, u_{n-p}\right) C^{*^{-1}} \tilde{w}_{p+1}$ is what we seek. It is clear that the conditions (i) and (ii) are satisfied since $z_{p+1}$ and $w_{p+1}$ are linear combinations of $v_{1}, \ldots, v_{n-p}$ and $u_{1}, \ldots, u_{n-p}$ respectively. Further we have

$$
w_{p+1} * z_{p+1}=\tilde{w}_{p+1} * \tilde{z}_{p+1} \neq 0
$$

Next, to prove the condition (iv), we denote by $x_{i}, y_{i}(i \geqq p+2)$ the iterated vectors which are obtained by applying the algorithm to $A$ with the modified vectors $z_{p+1}, w_{p+1}$. Then they satisfy the relations

$$
x_{i}=\left(v_{1}, \ldots, v_{n-p}\right) \tilde{x}_{i}, \quad y_{i}=\left(u_{1}, \ldots, u_{n-p}\right) C^{*^{-1}} \tilde{y}_{i} \quad\left(p+2 \leqq i \leqq p_{r+1}\right),
$$

and

$$
x_{p_{r+1}+1}=y_{p_{r+1}+1}=0
$$

as is easily verified using induction on $i \geqq p+2$. Let

$$
Z=\left(x_{1}, \cdots, x_{p_{1}}, z_{p_{1}+1}, x_{p_{1}+2}, \cdots, x_{p}, z_{p+1}, x_{p+2}, \cdots, x_{p_{r+1}}\right) .
$$

Then, by noting that $A\left(v_{1}, \cdots, v_{n-p}\right)=\left(v_{1}, . . v_{n-p}\right) B$, we obtain

$$
A Z=Z\left(L_{0} \oplus L_{1}\right)
$$

where $L_{0}$ is a (block) tri-diagonal matrix of order $p$ such that

$$
A\left(x_{1}, \cdots, x_{p_{1}}, z_{p_{1}+1}, x_{p_{1}+2}, \cdots, x_{p}\right)=\left(x_{1}, \cdots, x_{p_{1}}, z_{p_{1}+1}, x_{p_{1}+2}, \cdots, x_{p}\right) L_{0}
$$

and its concrete form will be shown below. This completes the proof.

Typical diagram of $L_{0}$ in case of $p_{1}<q_{1}<\cdots<q_{s-1}<p_{r}\left(=q_{s}=p\right)$

2.5. We shall now consider the possibility of the algorithm after the modification in Case 2 or 3. First we show the following:

Lemma 4. Let $A_{i}(1 \leqq i \leqq s)$ be $s$ Jordan block matrices of order $n_{i}$ $\left(\sum_{i=1}^{s} n_{i}=n\right)$ such that

$$
A_{i}=\left(\begin{array}{ccc}
\lambda_{i} & & \\
1 . \lambda_{i} & & \\
\ddots & \ddots & \\
& \ddots & \lambda_{i}
\end{array}\right), \quad \lambda_{i} \neq \lambda_{j}(i \neq j),
$$

and let $A=A_{1} \oplus \cdots \oplus A_{s}$. Corresponding to this matrix $A$, let $v=v_{1} \oplus \cdots \oplus v_{s}$ be an n-dimensional vector such that each subvector $v_{i}$ is $n_{i}$-dimensional. Then $v$ has the grade $n$ with respect to $A\left(A^{*}\right)$ if and only if the first (last) component of each $v_{i}$ is different from zero.

Proof. Let $v_{i}={ }^{t}\left(v_{i 1}, v_{i 2}, \ldots, v_{i n_{i}}\right)$. If, for instance, we assume that $v_{11}=0$, then the first row of a matrix ( $v, A v, \ldots, A^{n-1} v$ ) consists of only zero elements. Hence a set of $n$ vectors $v, A v, \cdots, A^{n-1} v$ is linearly dependent, and $v$ can not be of grade $n$ with respect to $A$; namely, if $v$ has the grade $n$ with respect to $A$, we must have $v_{i 1} \neq 0$ for every $i(1 \leqq i \leqq s)$. In this case a simple computation on determinant shows that

$$
0 \neq \operatorname{det}\left(v, A v, \ldots, A^{n-1} v\right)=\left(\prod_{i=1}^{s} v_{i 1}\right) \cdot\left|\begin{array}{cccc}
a_{1}(0) & a_{1}(1) & \ldots & a_{1}(n-1) \\
a_{2}(0) & a_{2}(1) & \ldots & a_{2}(n-1) \\
\ldots \ldots \ldots \ldots \ldots & \ldots & \ldots \ldots \ldots \\
a_{s}(0) & a_{s}(1) & \ldots & a_{s}(n-1)
\end{array}\right|
$$

where $a_{i}(j)$ stand for $n_{i}$-dimensional column vectors whose components consist of the first column of $A_{i}^{j}$. ( $A_{i}^{0}$ is an identity matrix of order $n_{i}$.) Hence the value of the determinant on the right, denoted by $\Delta$, is non-vanishing ${ }^{8)}$. From this it follows that $\operatorname{det}\left(v, A v, \ldots, A^{n-1} v\right) \neq 0$ if $v_{i 1} \neq 0(1 \leqq i \leqq s)$, since $\Delta$ is independent of the components of $v$. This proves the assertion.

Lemma 5. Let us assume that Case 2 occur at the $p+1$-th step (it may occur at the $p^{\prime}(<p)$ th step $)$, and modify the algorithm choosing a new vector $z_{p+1} \in\left[y_{1}, \cdots, y_{p}\right]^{\perp}$. If $f_{i}\left(z_{p+1}, y_{p+1}, A\right) \neq 0(1 \leqq i \leqq k)$, then a sequence of the iterated vectors $x_{i}, y_{i}(p+2 \leqq i \leqq p+k)$ is well defined by this modification, and we have

$$
f_{k}\left(z_{p+1}, y_{p+1}, A\right)=\left(y_{p+1} * z_{p+1}\right) \cdot \prod_{i=p+2}^{p+k}\left(y_{i} * x_{i}\right)
$$

where $f_{k}$ is defined as in Lemma 2.
Proof. Induction on $k$. Since the lemma is trivial for $k=1$, we suppose that it holds for $k-1$. Then $x_{i}, y_{i}(p+2 \leqq i \leqq p+k-1)$ are well defined and
8) If $n_{1} \geqq n_{2} \geqq \cdots \geqq n_{s}$, we can show that

$$
\Delta=\Pi_{i>j}\left(\lambda_{i}-\lambda_{j}\right)^{n_{i} n_{j}}
$$

by noting that

$$
\operatorname{det}\left(a_{s}\left(n-n_{s}\right), a_{s}\left(n-n_{s}+1\right), \cdots, a_{s}(n-1)\right)=\lambda_{s}^{n_{s}\left(n-n_{s}\right)}
$$

and

$$
\left.\frac{\partial^{\nu} \Delta}{\partial \lambda_{i}^{\nu}}\right|_{\lambda_{i}=\lambda_{j}}=0\left(1 \leqq \nu \leqq n_{i} n_{j}-1, i>j\right)
$$

considering as a function of $\lambda_{i}$. Hence Lemma 4 follows from this fact. But such calculations are not necessary for our purpose.

$$
f_{k-1}\left(z_{p+1}, y_{p+1}, A\right)=\left(y_{p+1} * z_{p+1}\right) \cdot \prod_{i=2}^{k-1}\left(y_{p+i} * x_{p+i}\right) \neq 0
$$

Hence $x_{p+k}, y_{p+k}$ can be constructed and we have

$$
\begin{aligned}
& x_{p+j}=\varphi_{j}(A) z_{p+1}-\psi_{j}(A) x_{p}, \\
& y_{p+j}=\varphi_{j}(A)^{*} y_{p+1} \quad(2 \leqq j \leqq k),
\end{aligned}
$$

where $\varphi_{j}(\lambda)$ is a monic polynomial of degree $j-1$ and $\psi_{j}(\lambda)$ is a polynomial of degree $j-2$. Since $x_{p+1}=0$ by assumption, we have $A^{q} x_{p} \in\left[x_{1}, \ldots, x_{p}\right]$ for any $q$ and $y_{p+j}{ }^{*} \psi_{i}(A) x_{p}=0$ for any $i$ and $j(2 \leqq j \leqq k)$. This implies that

$$
y_{p+j}{ }^{*} x_{p+i}=y_{p+j} * \varphi_{i}(A) z_{p+1} .
$$

Moreover, $y_{p+j}{ }^{*} \varphi_{i}(A) z_{p+1}$ is a linear combination of $y_{p+j} * z_{p+1}, y_{p+j} * A z_{p+1}, \ldots$, $y_{p+j} * A^{i-1} z_{p+1}$ with coefficient one over the last term. Thus, by elementary calculation on determinant, we have

$$
\begin{aligned}
& \left(y_{p+1} * z_{p+1}\right) \cdot \prod_{j=2}^{k}\left(y_{p+j} * x_{p+j}\right)=\left|\begin{array}{llll}
y_{p+1} * z_{p+1} & \cdots & y_{p+1} * x_{p+k} \\
y_{p+2} * z_{p+1} & \cdots & y_{p+2} * x_{p+k} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
y_{p+k} * z_{p+1} & \cdots & y_{p+k} * x_{p+k}
\end{array}\right| \\
& =\left|\begin{array}{llll}
y_{p+1} * z_{p+1} & y_{p+1} * A z_{p+1} & \cdots & y_{p+1} * A^{k-1} z_{p+1} \\
y_{p+1} * A z_{p+1} & y_{p+1} * A^{2} z_{p+1} & \cdots & y_{p+1} * A^{k} z_{p+1} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
y_{p+1} * A^{k-1} z_{p+1} & y_{p+1} * A^{k} z_{p+1} & \cdots & y_{p+1} * A^{2 k-2} z_{p+1}
\end{array}\right| \\
& =f_{k}\left(z_{p+1}, y_{p+1}, A\right) . \quad \text { Q.E.D. }
\end{aligned}
$$

Lemma 6. If $x(y)$ is a given vector of grade $p$ with respect to $A\left(A^{*}\right)$, then we have

$$
f_{k}(x, y, A) \not \equiv 0 \quad(1 \leqq k \leqq p)
$$

considering as a function of the components of a vector $y(x)$.
Proof. Obviously, we may assume that $A=\sum_{i=1}^{s} \oplus A_{i}$ with

$$
\left.A_{i}=\left(\begin{array}{llll}
\lambda_{i} & & & \\
1 & \ddots & & \\
& \ddots & \ddots & \\
& & 1 & \lambda_{i}
\end{array}\right)\right\} n_{1}(i)
$$

Then we put

$$
x=x(\mathbf{1}) \oplus \cdots \oplus x(s), \quad y=y(1) \oplus \cdots \oplus y(s)
$$

where $x(i), y(i)$ correspond to $A_{i}$, and

$$
\begin{aligned}
& x(i)={ }^{t}\left(\xi_{11}(i), \xi_{12}(i), \ldots, \xi_{1 n_{1}(i)}(i), \xi_{21}(i), \ldots, \xi_{2 n_{2}(i)}(i), \ldots\right), \\
& y(i)={ }^{t}\left(\eta_{11}(i), \eta_{12}(i), \ldots, \eta_{1 n_{1}(i)}(i), \eta_{21}(i), \ldots, \eta_{2 n_{2}(i)}(i), \ldots\right) .
\end{aligned}
$$

In order to prove the lemma, it is sufficient to show that, for any $k$ with $1 \leqq$ $k \leqq p$, we can construct a vector $y$ such that $f_{k}(x, y, A) \neq 0$. Now, given $i$, define an integer $h_{j}(i)$ for each $j$, as follows:

$$
h_{j}(i)=\left\{\begin{array}{lll}
q & \text { if } & \xi_{j q+1}(i) \neq 0 \\
0 & \text { if } & \xi_{j 1}(i) \neq 0
\end{array} \text { and } \quad \xi_{j t}(i)=0 \quad \text { for } \quad t \leqq q,\right.
$$

Next, let

$$
d_{i}=\max _{j}\left\{n_{j}(i)-h_{j}(i)\right\}
$$

and

$$
N_{i}=A_{i}-\lambda_{i} I_{i}
$$

where $I_{i}$ is an identity matrix of the same order as of $A_{i}$. Then, for any $k$ such that $1 \leqq k \leqq p$, we have

$$
\begin{aligned}
k \leqq p & =\operatorname{rank}\left(x, A x, \cdots, A^{p-1} x\right) \\
& \leqq \sum_{i=1}^{s} \operatorname{rank}\left(x(i), A_{i} x(i), \cdots, A_{i}^{p-1} x(i)\right) \\
& =\sum_{i=1}^{s} \operatorname{rank}\left(x(i), N_{i} x(i), \cdots, N_{i}^{p-1} x(i)\right) \\
& =\sum_{i=1}^{s} d_{i}
\end{aligned}
$$

Hence it is possible to select non-negative integer $k_{i}$ so that $k_{i} \leqq d_{i}$ and $\sum_{i=1}^{s} k_{i}=k$. Without loss of generality we may assume that

$$
d_{i}=n_{1}(i)-h_{1}(i) \quad(1 \leqq i \leqq s)
$$

Then, putting $h_{i}=h_{1}(i)$ in order to simplify the notation, we define $k_{i}$-dimensional vectors $\tilde{x}(i), \tilde{y}(i)$ and $k_{i}$-square matrices $\tilde{A}_{i}$ as follows:

$$
\begin{aligned}
& \tilde{x}(i)={ }^{t}\left(\xi_{1 h_{i}+1}(i), \xi_{1 h_{i}+2}(i), \ldots, \xi_{1 h_{i}+k_{i}}(i)\right), \\
& \tilde{y}(i)={ }^{t}\left(\eta_{1 h_{i}+1}(i), \eta_{1 h_{i}+2}(i), \ldots, \eta_{1 h_{i}+k_{i}}(i)\right), \\
& \tilde{A_{i}}=A_{i}\binom{h_{i}+1, h_{i}+2, h_{i}+2, \ldots, h_{i}+k_{i}}{h_{i}+\ldots, h_{i}+k_{i}} .
\end{aligned}
$$

Now, for the vector $x$ given above, consider a vector $y$ such that

$$
\eta_{j t}(i)=0 \quad\left(j \neq 1, \text { or } j=1 \text { and } t>h_{i}+k_{i}\right)
$$

and

$$
\eta_{1 k_{i}+k_{i}}(i) \neq 0
$$

Then this vector $y$ satisfies $f_{k}(x, y, A) \neq 0$. In fact, if we put

$$
\tilde{x}=\tilde{x}(1) \oplus \cdots \oplus \tilde{x}(s), \quad \tilde{y}=\tilde{y}(1) \oplus \cdots \oplus \tilde{y}(s)
$$

and

$$
\left.\tilde{A}=\tilde{A_{1}} \oplus \cdots \oplus \tilde{A}_{s}, 9\right)
$$

then, by Lemma 4, a set of $k$-dimensional vectors $\tilde{x}, \tilde{A} \tilde{x}, \ldots, \tilde{A}^{k-1} \tilde{x}\left(\tilde{y}, \tilde{A}^{*} \tilde{y}, \ldots\right.$, $\tilde{A}^{*^{k-1}} \tilde{y}$ ) is linearly independent since the first (last) component $\xi_{1 h_{i}+1}(i)$ ( $\eta_{1 h_{i}+k_{i}}(i)$ ) of the vector $\tilde{x}(i)(\tilde{y}(i))$ is different from zero for each $i$. Also it is clear that $y^{*} A^{i} x=\tilde{y}^{*} \tilde{A}^{i} x$ for any non-negative integer $i$. Thus we obtain

$$
\begin{aligned}
f_{k}(x, y, A)= & f_{k}(\tilde{x}, \tilde{y}, \tilde{A}) \\
& =\left|\begin{array}{l}
\tilde{y}^{*} \\
\tilde{y}^{*} \tilde{A} \\
\cdots \\
\tilde{y}^{*} \tilde{A}^{k-1}
\end{array}\right| \cdot\left|\tilde{x}, \tilde{A} \tilde{x}, \cdots, \tilde{A}^{k-1} \tilde{x}\right| \neq 0
\end{aligned}
$$

i.e., $f_{k}(x, y, A) \not \equiv 0 \quad(1 \leqq k \leqq p)$,
which establishes the assertion. Q.E.D.
We are now in a position to prove the following:
Theorem 4. Let us apply the Lanczos algorithm to an n-square matrix $A$ with initial vectors $x_{1}$ and $y_{1}$. And assume that Case 2 occurs after several modifications due to Cases 1-3. Namely, let the iterated vectors be obtained as follows:

$$
\begin{align*}
& x_{1}, \cdots, x_{p_{1}}, z_{p_{1}+1}, x_{p_{1}+2}, \cdots, x_{p_{2}}, z_{p_{2}+1}, \cdots, x_{p_{r}}, x_{p_{r}+1}=0 \\
& y_{1}, \ldots, y_{q_{1}}, w_{q_{1}+1}, y_{q_{1}+2}, \cdots, y_{q_{2}}, w_{q_{2}+1}, \cdots, y_{q_{s}}, y_{q_{s}+1} \neq 0  \tag{4}\\
& x_{p_{i}+1}=0(1 \leqq i \leqq r), \quad y_{q_{j}+1}=0(1 \leqq j \leqq s-1)
\end{align*}
$$

where $p_{r}=q_{s}$. Then there exists a vector $z_{p_{r}+1}$ such that
(i) $z_{p_{r}+1} \in\left[y_{1}, \ldots, y_{q_{1}}, w_{q_{1}+1}, y_{q_{1}+2}, \ldots, w_{q_{s-1}+1}, \ldots, y_{p_{r}}\right]^{\perp}$,
(ii) $y_{p_{r}+1} * z_{p_{r}+1} \neq 0$,
9) If $d_{i}=0$ for some $i$, then $k_{i}=0$ and $\tilde{x}(i), \tilde{y}(i)$ and $\widetilde{A_{i}}$ do not appear.
and
(iii) the algorithm starting again from $z_{p_{r}+1}$ and $y_{p_{p_{r}+1}}$ can be well continued to completion.

In particular, if $A$ and the vectors in (4) are all real, the vector $z_{p_{r+1}}$ can be taken as a real vector.

Proof. For convenience sake, let $p_{r}=q_{s}=p$ and let $U$, Q be defined as in the proof of Theorem 3. Then it is clear that there exists a vector $z_{p+1}$ such that $z_{p+1} \in Q^{\perp}$ and $y_{p+1} * z_{p+1} \neq 0$, since the union of a set of the vectors $x_{1}$, $\cdots, x_{p_{1}}, z_{p_{1}+1}, \cdots, x_{p}$ and a basis of $Q^{\perp}$ spanns the whole space. If either one of Cases 1-3 occurs after starting again from a pair of vectors $z_{p+1}$ and $y_{p+1}$, we can continue the process by the modification as is explained in $\$ 1$. Therefore, in order to prove the theorem, it is sufficient to show that a vector $z_{p+1}$ satisfying (i) and (ii) can be chosen so that Case 4 does not occur. On the contrary, suppose that Case 4 occurs for any choice of a vector $z_{p+1}$ satisfying the condition (i)-and (ii). Then there exists a positive integer $k=k\left(z_{p+1}\right)(\geqq \mathbf{2})$ depending on $z_{p+1}$ such that

$$
\begin{align*}
& y_{p+j} * x_{p+j} \neq 0(2 \leqq j \leqq k-1)  \tag{5}\\
& y_{p+k} * x_{p+k}=0, \quad x_{p+k} \neq 0 \quad \text { and } \quad y_{p+k} \neq 0
\end{align*}
$$

where $x_{p+j}, y_{p+j}(2 \leqq j \leqq k)$ denote the iterated vectors obtained by the algorithm starting again from the vectors $z_{p+1}$ and $y_{p+1}$. Since $k<n-p$,

$$
q=\max _{\substack{z_{p+1} \in \mathcal{Y}^{\perp} \\ y_{p+1}+z_{p+1} \neq 0}} k\left(z_{p+1}\right)
$$

exists and we can find a vector $z_{p+1}$ such that the situation (5) happens at $k=q$. Then the grade of $y_{p+1}$ with respect to $A^{*}$ is not less than $q$ since

$$
q=\operatorname{rank}\left(y_{p+1}, \cdots, y_{p+q}\right)=\operatorname{rank}\left(y_{p+1}, A^{*} y_{p+1}, \cdots, A^{*^{q-1}} y_{p+1}\right)
$$

Hence, by Lemma 6, we have

$$
f_{i}\left(x, y_{p+1}, A\right) \not \equiv 0 \quad(1 \leqq i \leqq q)
$$

considering as a function of the components of $x$. This implies the existence of a vector $z$ such that

$$
f_{i}\left(z, y_{p+1}, A\right) \neq 0 \quad(1 \leqq i \leqq q) .
$$

Since the whole space is the direct sum of the space $U$ and $Q^{\perp}$, the vector $z$ can be written uniquely in the form

$$
z=u+v\left(u \in U, v \in Q^{\perp}\right) .
$$

We put $z_{p+1}=v$. Since, as is easily seen, the space $U$ is invariant under $A$, we have for any positive integer $h$

$$
A^{h} u \in U, y_{p+1} * A^{h} u=0
$$

and

$$
y_{p+1} * A^{h} z_{p+1}=y_{p+1} * A^{h} z
$$

Therefore we have

$$
f_{i}\left(z_{p+1}, y_{p+1}, A\right)=f_{i}\left(z, y_{p+1}, A\right) \neq 0 \quad(1 \leqq i \leqq q)
$$

On the other hand, since the vector $z_{p+1}$ satisfies the conditions (i) and (ii), we can continue the process starting again from a pair of the vectors $z_{p+1}$ and $y_{p+1}$. Then, by Lemma 5, the following holds:

$$
f_{q}\left(z_{p+1}, y_{p+1}, A\right)=\left(y_{p+1} * z_{p+1}\right) \cdot \prod_{j=2}^{q}\left(y_{p+j} * x_{p+j}\right)
$$

where $x_{p+j}, y_{p+j}$ represent the iterated vectors constructed by this algorithm. Hence we must have $y_{p+q} * x_{p+q} \neq 0$, which contradicts to the maximality of $q$. Thus there exists a vector $z_{p+1}$ such that $z_{p+1} \in Q^{\perp}, y_{p+1} z_{p+1} \neq 0$ and Case 4 does not occur. Especially, if $A$ and the iterated vectors in (4) are all real, it is clear that the vector $z_{p+1}$ can be chosen as a real vector. The proof is complete.

As a special case of Theorem 4 we have
Theorem 5. For a given non-zero vector $x(y)$, there exists a vector $y(x)$ such that the Lanczos algorithm starting from $x_{1}=x$ and $y_{1}=y$ can be well continued to completion. Especially, in Theorem 2, one of the vectors $x_{1}, y_{1}$ can be chosen arbitrarily as long as it has the grade m.
2.6. As is well known, if $A$ is hermitian (or real symmetric), the algorithm is well continued to completion, starting from any common initial vector $x_{1}=y_{1}=x$. This is not true in general, even for normal matrices as the following simple example shows:

Consider a normal matrix

$$
A=\left(\begin{array}{ccc}
i & i & 0 \\
i & i & 0 \\
0 & 0 & \sqrt{3}+i
\end{array}\right)
$$

If we choose a vector $x=^{t}(\sqrt{2} / 3,0,1 / \sqrt{3})$ as a common initial vector, then we have

$$
x_{2}=A x-\frac{x^{*} A x}{x^{*} x} x={ }^{t}(-\sqrt{2} / 3, i \sqrt{2} / 3,2 / 3)
$$

$$
y_{2}=A^{*} x-\frac{x^{*} A^{*} x}{x^{*} x} x={ }^{t}(-\sqrt{2} / 3,-i \sqrt{2 / 3}, 2 / 3),
$$

and

$$
y_{2}{ }^{*} x_{2}=0 .
$$

This example raises a question whether, for a given matrix $A$, there always exists a vector $x$ such that the algorithm starting from $x_{1}=y_{1}=x$ can be well continued to completion. Fortunately the answer is affirmative. Namely, as another refinement of Theorem 2 (Rutishauser), we obtain

Theorem 6. In Theorem 2, $x_{1}$ and $y_{1}$ can be taken as the same vector. Namely we can find a vector $x$ of grade $m$ with respect to both $A$ and $A^{*}$ so that the algorithm starting from $x_{1}=y_{1}=x$ may be well continued to completion using only modifications due to Case 1. If $A$ is real, the vector $x$ may be taken as a real vector and the algorithm is possible in the realm of reals.

Proof. Let $T$ and $A_{1}$ be the matrices defined in the proof of Lemma 2. We denote by $J_{i}(1 \leqq i \leqq s)$ the $i$-th Jordan block matrices of order $n_{i}$ appeared in $A_{1}$; i.e., $A_{1}=\sum_{i=1}^{s} \oplus J_{i}$. Then it will be shown that

$$
\begin{equation*}
f_{k}\left(x, T^{*} T x, T^{-1} A T\right) \not \equiv 0 \quad(1 \leqq k \leqq m) \tag{6}
\end{equation*}
$$

considering as a function of the components of a vector $x$. To prove this, we take a positive integer $k$ with $1 \leqq k \leqq m$ and $r(\leqq s)$ positive integers $k_{i}$ such that $k_{i} \leqq n_{i}$ and $\sum_{i=1}^{r} k_{i}=k$. Further we put

$$
x=\left(\sum_{i=1}^{s} \oplus x(i)\right) \oplus^{t}(\overbrace{0, \ldots, 0}^{n-m}), T^{*} T x=\left(\sum_{i=1}^{s} \oplus y(i)\right) \oplus^{t}(\overbrace{*, \ldots, *}^{n-m}),
$$

where $x(i), y(i)$ are $n_{i}$-dimensional vectors and

$$
\begin{aligned}
& x(i) \begin{cases}{ }^{t}\left(0, \ldots, 0, \xi_{i 1}, \ldots, \xi_{i k_{i}}\right) & (1 \leqq i \leqq r) \\
=^{t}(0, \ldots, 0) & (r+1 \leqq i \leqq s)\end{cases} \\
& y(i)={ }^{t}\left(*, \ldots, *, \eta_{i 1}, \ldots, \eta_{i k_{i}}\right) \quad(1 \leqq i \leqq r) .
\end{aligned}
$$

Since $T^{*} T$ is positive definite, each component $\eta_{i j}$ is a non-trivial function of $\xi_{11}, \ldots, \xi_{1 k_{1}}, \ldots, \xi_{r 1}, \ldots, \xi_{r k_{r}}$. Hence we can find $k$ numbers $\xi_{h l}$ such that $\eta_{i j} \neq 0$ ( $1 \leqq i \leqq r, 1 \leqq j \leqq k_{i}$ ). By an ordinary argument of continuity, we may assume that $\xi_{h l} \neq 0\left(1 \leqq h \leqq r, 1 \leqq l \leqq k_{i}\right)$. Then, in the same way as in the proof of Lemma 6 , we obtain $f_{k}\left(x, T^{*} T x, T^{-1} A T\right)=f_{k}(\hat{x}, \hat{y}, \hat{A}) \neq 0$, where

$$
\begin{aligned}
& \hat{x}={ }^{t}\left(\xi_{11}, \cdots, \xi_{1 k_{1}}, \ldots, \xi_{r 1}, \cdots, \xi_{r k_{r}}\right), \\
& \hat{y}={ }^{t}\left(\eta_{11}, \cdots, \eta_{1 k_{1}}, \cdots, \eta_{r 1}, \cdots, \eta_{r k_{r}}\right),
\end{aligned}
$$

and

$$
\hat{A}=\sum_{i=1}^{r} \oplus J_{i}\binom{n_{i}-k_{i}+1, n_{i}-k_{i}+2, \ldots, n_{i}}{n_{i}-k_{i}+1, n_{i}-k_{i}+2, \ldots, n_{i}} .
$$

Since $k$ is an arbitrary integer such that $1 \leqq k \leqq m$, this establishes (6). Therefore we can find a vector $\tilde{x}$ such that $f_{k}\left(\tilde{x}, T^{*} T \tilde{x}, T^{-1} A T\right) \neq 0(1 \leqq k \leqq m)$. Then the grade of $\tilde{x}$ with respect to $T^{-1} A T$ is clearly $m$ and the algorithm for $T^{-1} A T$ starting from initial vectors $\tilde{x}_{1}=\tilde{x}$ and $\tilde{y}_{1}=T^{*} T \tilde{x}$ can be continued to the $m$-th step:

$$
\tilde{y}_{i} * \tilde{x}_{i} \neq 0(1 \leqq i \leqq m), \tilde{x}_{m+1}=\tilde{y}_{m+1}=0
$$

where $\tilde{x}_{i}$ and $\tilde{y}_{i}$ denote the $i$-th iterated vectors applied to $T^{-1} A T$. Therefore, by Theorem 3, the algorithm can be well continued to completion. By Lemma 1, this implies that the algorithm for $A$ starting from common initial vectors $x_{1}=y_{1}=T \tilde{x}_{1}$ can be well continued to completion using only modifications for Case 1. Evidently the vector $T \tilde{x}_{1}$ has the grade $m$ with respect to both $A$ and $A^{*}$. The remaining part is clear. Q.E.D.
2.7. Computational procedure. So far, we discussed the possibility of the Lanczos algorithm from theoretical point of view. Now, according to the results obtained there, a computational procedure of the algorithm can be formulated as follows:

Step 1. Let $x_{1}$ and $y_{1}$ be a pair of vectors which is chosen arbitrarily or according to any criterion, and start the algorithm.

Step 2. If Case 4 first occurs on the way, we choose a new vector $x_{1}^{\prime}$ and begin again with a pair of vectors $x_{1}^{\prime}$ and $y_{1}$.

Step 3. If either one of Cases 1-3 occurs on the way, we modify the procedure according to the rule stated in §1, and continue the iteration.

Step 4. Proceeding in this way, if Case 4 occurs after several modification due to Cases 1-3, we go back to the latest modification and begin again from there replacing the modified vector by a new one. Namely, if the latest modification is due to Case 1 at the $p+1$-th step, we may replace only one of the vectors $z_{p+1}$ and $w_{p+1}$ by a new vector; similarly, if it is due to Case 2 (3) at the $p+1$-th step, it is sufficient to replace the vector $z_{p+1}\left(w_{p+1}\right)$ by a new vector $z_{p+1}^{\prime}\left(w_{p+1}^{\prime}\right)$.

In the above procedure, if $A$ is a real matrix, the algorithm can be done in the realm of real, i.e., vectors $x_{1}, y_{1}, z_{p+1}, w_{p+1}$, etc. may be taken as real vectors. At any rate, theoretically, the algorithm is always possible by the above procedures as Theorems 3,4 and 5 guarantee. Further, by Theorem 6, we may replace "Step 1" by the following:

Step $1^{\prime}$. Choosing any non-zero vector $x$, start the algorithm from $x_{1}=y_{1}=x$.
2.8. Geometric interpretation. Let $A$ be a non-derogatory matrix of order $n$, and $S$ be an $n$-dimensional (complex or real according as $A$ is complex or real) affine space. For each positive integer $k$, let $\boldsymbol{V}_{k}$ be an algebraic variety defined by the equation $f_{k}(x, y, A)=0$. Considering an $n$-dimensional vector as a point of the space $S$, we shall call a pair of the initial vectors leading to one of Cases 1-4 as a breakdown point in a space $S \times S$. Then a set of all the breakdown points forms an algebraic variety $\boldsymbol{V}=\bigcup_{k=1}^{n} \boldsymbol{V}_{k}$ in $S \times S$ defined by $\prod_{k=1}^{n} f_{k}(x, y, A)=0$ since

$$
f_{k}(x, y, A)=\prod_{i=1}^{k}\left(y_{i}^{*} x_{i}\right)
$$

or

$$
f_{k}\left(z_{p+1}, y_{p+1}, A\right)=\left(z_{p+1} * y_{p+1}\right) \cdot \prod_{j=2}^{k}\left(y_{p+j} * x_{p+j}\right)
$$

etc. by Lemma 5. Thus the results (Theorems 2-6 and Lemma 6) suggest the following geometric interpretation for the possibility of the Lanczos algorithm.

Theorem. Let $A, S$, and $\boldsymbol{V}_{i}$ be defined as above.
(i) A set of all the breakdown points forms an algebraic variety $\boldsymbol{V}=\bigcup_{i=1}^{n} \boldsymbol{V}_{i}$ in $S \times S$. And there exists a point $P$ of $S \times S$ such that $P € \boldsymbol{V}$.
(ii) For any point $x(\neq(0)) \epsilon S$ having the grade $p$ with respect to $A$, we have $x \times S \nsubseteq \bigcup_{i=1}^{p} \boldsymbol{V}_{i}$ and certainly $x \times S \subseteq \boldsymbol{V}_{p+1}$. Analogously we have $S \times y \nsubseteq \bigcup_{i=1}^{p} \boldsymbol{V}_{i}$ and $S \times y \subseteq \boldsymbol{V}_{p+1}$ for any point $y(\neq(0)) \in S$ having the grade $p$ with respect to $A^{*}$.
(iii) The diagonal in $S \times S$ is not contained in $\boldsymbol{V}$.

## Appendix. The eigenvalues of tri-diagonal matrices

In this appendix, we investigate some properties concerning the eigenvalues of tri-diagonal matrices, in connection with the Lanczos algorithm. Let $A=\left(a_{i j}\right)$ be an upper Hessenberg matrix of order $n$. If $a_{i+1 i}=0$ for some $i$, the eigenvalue problem for $A$ is reduced to that of lower order. Hence there is no loss of generality even if we assume that $a_{i+1 i} \neq 0$ for any $i$. Then the following lemma is clear from the theory on elementary divisors since the elementary divisors $e_{i}$ satisfy $e_{i}=1(1 \leqq i \leqq n-1)$. But we give here another elementary proof for the sake of completeness.

Lemma. Let $A=\left(a_{i j}\right)$ be an upper Hessenberg matrix with $a_{i+1 i} \neq 0$
$(1 \leqq i \leqq n-1)$. Then the eigenvalues of $A$ are distinct if and only if $A$ is diagonalizable.

Proof. let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ be $k$ numbers and consider a matrix

$$
\tilde{A}=\left(A-\lambda_{1} I\right)\left(A-\lambda_{2} I\right) \cdots\left(A-\lambda_{k} I\right),
$$

where $I$ denotes the identity matrix of order $n$. If $k<n$, then $\tilde{A} \neq 0$ since, as is easily seen, the $(k+1,1)$ element of $\tilde{A}$ is $\prod_{i=1}^{k} a_{i+1 i} \neq 0$. Therefore the degree of the minimal polynomial for $A$ must be $n$. Hence the eigenvalues of $A$ are distinct if $A$ is diagonalizable. The converse is clear. Q.E.D.

Since a tri-diagonal matrix is a special case of the Hessenberg matrix, we obtain from the lemma

Theorem A.1. Let
(1)

$$
A=\left(\begin{array}{lllll}
b_{1} & c_{1} & & & \\
a_{1} & b_{2} & & & \\
a_{1} & \ddots & c_{2} & \\
& a_{n-2} & b_{n-1} & \ddots & c_{n-1} \\
& & a_{n-1} & b_{n}
\end{array}\right)
$$

where $a_{i}$ and $c_{i}$ are real and $a_{i} c_{i}>0(1 \leqq i \leqq n-1)$. Then we have the following:
(i) The imaginary part of any eigenvalue $\lambda$ of $A$ satisfies

$$
\min _{1 \leqq i \leqq n} \operatorname{Im}\left(b_{i}\right) \leqq \operatorname{Im}(\lambda) \leqq \max _{1 \leqq i \leqq n} \operatorname{Im}\left(b_{i}\right) .
$$

(ii) If $b_{i}$ are real, the eigenvalues of $A$ are real and simple.
(iii) If $b_{i}$ are all real, exactly one eigenvalue of $A\binom{12 \ldots n-1}{12 \ldots n-1}$ lies between any two eigenvalues of $A$.
(Remark. The properties (ii) and (iii) are well known in connection with Sturm sequence, but, as is shown below, we can give a unified treatment.)

Proof. As is well known, by diagonal matrix $D$, we can transform $A$ into

$$
D^{-1} A D=\left(\begin{array}{cccc}
b_{1} & \sqrt{a_{1} c_{1}} & & \\
\sqrt{a_{1} c_{1}} & b_{2} & \sqrt{a_{2} c_{2}} & \\
\ddots & \ddots & \ddots & \\
& \sqrt{a_{n-2} c_{n-2}} & b_{n-1} & \sqrt{a_{n-1} c_{n-1}} \\
& \sqrt{a_{n-1} c_{n-1}} & b_{n}
\end{array}\right)
$$

Hence, if $b_{i}$ are real, $D^{-1} A D$ is real symmetric and diagonalizable. There-
fore the eigenvalues of $D^{-1} A D$ (and $A$ ) are real and distinct by the lemma. This proves (ii). (iii) is a consequence of a direct application of the separation theorem for the real symmetric matrix $D^{-1} A D$. Now we shall show (i). Let $x=^{t}\left(\xi_{1}, \ldots, \xi_{n}\right)$ be a unit eigenvector for $D^{-1} A D$ corresponding to an eigenvalue $\lambda$. Then we have

$$
\lambda=x^{*} D^{-1} A D x=\sum_{i=1}^{n} b_{i}\left|\xi_{i}\right|^{2}+\sum_{i=1}^{n-1} \sqrt{a_{i} c_{i}}\left(\bar{\xi}_{i} \xi_{i+1}+\xi_{i} \bar{\xi}_{i+1}\right) .
$$

Hence we obtain

$$
\operatorname{Im}(\lambda)=\operatorname{Im}\left(\sum_{i=1}^{n} b_{i}\left|\xi_{i}\right|^{2}\right)=\sum_{i=1}^{n} \operatorname{Im}\left(b_{i}\right)\left|\xi_{i}\right|^{2}
$$

Thus the inequality (i) follows. Q.E.D.
As a dual for Theorem A.l, we obtain
Theorem A.2. In the tri-diagonal matrix (1), let $a_{i}, c_{i}$ be real and $a_{i} c_{i}<0$ $(1 \leqq i \leqq n-1)$. Then we have the following:
(i) The real part of eigenvalue $\lambda$ of $A$ satisfies

$$
\min _{1 \leqq i \leqq n} \operatorname{Re}\left(b_{i}\right) \leqq \operatorname{Re}(\lambda) \leqq \max _{1 \leqq i \leqq n} \operatorname{Re}\left(b_{i}\right)
$$

(ii) If $b_{i}=0(1 \leqq i \leqq n)$, the eigenvalues of $A$ are pure imaginary (admitting zero) and simple.

Proof. It is sufficient to consider a diagonal matrix $D=\operatorname{diag}\left(1, \sqrt{-a_{1} / c_{1}}\right.$, $\left.\cdots, \sqrt{\prod_{i=1}^{n-1}\left(-a_{i} / c_{i}\right)}\right)$ and $D^{-1} A D$. Q.E.D.

Corollary (Arscott [1]). If the matrix $A$ in (1) is real and $a_{i} c_{i}<0$ $(1 \leqq i \leqq n-1)$, then all the real eigenvalues of $A$ lie between the least and greatest of the $b_{i}$, these values included.

The similar results hold for a certain type of infinite tri-diagonal matrix. Let $X$ be a separable infinite dimensional complex Hilbert space. And let $A$ be a linear operator of $X$ into itself. If $A$ admits an infinite tridiagonal matrix representation

$$
\left(\begin{array}{ccccc}
b_{1} & c_{1} & & &  \tag{2}\\
a_{1} & b_{2} & & c_{2} & \\
\\
\ddots & \ddots & \ddots & & \\
& a_{n-1} & b_{n} & c_{n} & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

with respect to some orthonormal basis of $X$, and $a_{n}, b_{n}, c_{n} \rightarrow 0(n \rightarrow \infty)$, then $A$ is compact. Hence all the eigenvalues of $A$ are approximated by the eigen-
values of finite matrix

$$
A_{n}=\left(\begin{array}{cccc}
b_{1} & c_{1} & & \\
a_{1} & b_{2} & & \\
& \ddots & & \\
& \ddots & \ddots & \ddots \\
& & \ddots & \ddots
\end{array}\right)
$$

([4] Lemma XI. 9.5). On the other hand, let $\lambda_{i}(n)\left(\left|\lambda_{1}(n)\right| \geqq\left|\lambda_{2}(n)\right| \geqq \cdots\right)$ be the eigenvalues of $A_{n}$, each arranged according to a certain rule. Then, for every $i$, any limit point of $\left\{\lambda_{i}(n)\right\}_{n=1}^{\infty}$ is a point of the spectrum of $A$ (see [12]). Therefore Theorems A. 1 and A. 2 are transformed respectively as follows:

Theorem A.1'. Let $A$ be an operator of $X$ into itself and admit a matrix representation (2) with respect to some orthonormal basis of $X$. If $a_{i}$ and $c_{i}$ are real and $a_{i} c_{i}>0$ for every $i$, then we have the following:
(i) The imaginary part of any eigenvalue $\lambda$ of $A$ satisfies

$$
\inf _{i} \operatorname{Im}\left(b_{i}\right) \leqq \operatorname{Im}(\lambda) \leqq \sup _{i} \operatorname{Im}\left(b_{i}\right)
$$

(ii) If $b_{i}$ are real, the eigenvalues of $A$ are real.

Theorem A. $2^{\prime}$. Let $A$ be an operator defined as in Theorem A.1'. If $a_{i}$ and $c_{i}$ are real and $a_{i} c_{i}<0$ for every $i$, then we have the following:
(i) The real part of any eigenvalue $\lambda$ of $A$ satisfies

$$
\inf _{i} \operatorname{Re}\left(b_{i}\right) \leqq \operatorname{Re}(\lambda) \leqq \sup _{i} \operatorname{Re}\left(b_{i}\right)
$$

(ii) If $b_{i}=0$ for every $i$, the eigenvalues of $A$ are pure imaginary (admitting zero).
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[^1]:    1) For detailed discussion, see [3].
[^2]:    2) In the following, a term "the (Lanczos) algorithm" stands for the procedure according to the modification mentioned above when Cases 1-3 occurred.
    3) Namely, in the sense of footnote 2), the algorithm can be continued so that Case 4 may not occur. In the following we shall often use this expression.
[^3]:    4) By definition, it is clear that the grade of any vector with respect to $A$ does not exceed the degree of its minimal polynomial. Hence we note here that, if $A$ is derogatory, the breakdown of the algorithm (i.e., Cases 1-4) will certainly occur.
[^4]:    6) More precise results will be given later as Theorems 5 and 6 .
[^5]:    7) The similar proof for this theorem is found in [6], but there it is not clear whether there are vectors $z_{p+1}, w_{p+1}\left(w_{p+1} * z_{p+1} \neq 0\right)$ such that they have a common grade and $y_{j}{ }^{*} z_{p+1}=x_{j} * w_{p+1}=0$ $(1 \leqq j \leqq p)$, in case where $x_{p+1}=y_{p+1}=0$.
