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REAL ANALYTIC PARAMETER DEPENDENCE OF SOLUTIONS
OF DIFFERENTIAL EQUATIONS OVER ROUMIEU CLASSES

Paweł Domański

Dedicated to the memory of Susanne Dierolf

Abstract: We consider the problem of real analytic parameter dependence of solutions of the
linear partial differential equation P (D)u = f , i.e., the question if for every family (fλ) ⊆ E{ω}(Ω)
of ultradifferentiable functions of Roumieu type (in particular, of real analytic functions or of
functions from Gevrey classes) depending in a real analytic way on λ ∈ U , U a real analytic
manifold, there is a family of solutions (uλ) ⊆ E{ω}(Ω) also depending analytically on λ such
that

P (D)uλ = fλ for every λ ∈ U,

where Ω ⊆ Rd an open set. We solve the problem for many types of differential operators
following a similar method as in the earlier paper of the same author for operators acting on
spaces of distributions. We show for an operator P (D) on the space of real analytic functions
A (Ω), Ω ⊆ Rd open convex, that it has real analytic parameter dependence if and only if its
principal part Pp(D) has a continuous linear right inverse on the space C∞(Ω) (or, equivalently,
on D ′(Ω)). In particular, the property does not depend on the set of parameters U . Surprisingly,
in all solved non-quasianalytic cases, it follows that the solution is positive if and only if P (D)
has a linear continuous right inverse.
Keywords: analytic dependence on parameters, linear continuous right inverse, linear partial
differential operator, convolution operator, linear partial differential equation with constant co-
efficients, space of real analytic functions, ultradifferentiable functions of Roumieu type, Gevrey
classes, functor Proj1, PLS-space, locally convex space, vector valued equation, solvability

1. Introduction

This paper is a continuation of the author’s earlier paper [13] devoted to the
problem of real analytic parameter dependence of solutions of linear partial differ-
ential equations over the space of distributions and ultradistributions of Beurling
type. It is also related to our joint works [3] and [5] with Bonet. This time we
consider the same problem for operators acting on the space of real analytic func-
tions A (Ω) or, more generally, of Roumieu ultradifferentiable functions E{ω}(Ω).
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The best known spaces in the Roumieu scale are Gevrey classes Γ{p} (see [46]). For
the motivation and history of the problem see the introduction of the paper [13]
and, for instance, [11]. It is also explained there that in order to cover interesting
examples we have to define real analytically dependent families λ 7→ fλ ∈ X as
those that for every linear continuous functional ϕ on X the function λ 7→ ϕ(fλ) ∈
C is real analytic.

We characterize (Theorem 3.3) arbitrary linear operators T : E{ω}(Ω) →
E{ω}(Ω) such that there is an analytic parameter dependence of solutions u of
the equation Tu = f in terms of linear topological properties of the kernel of T .
As we will see our analytic parameter dependence problem is nothing else but the
problem of surjectivity of T ⊗ id A (U), so we can apply the theory developed in
[13]. Then using the Fundamental Principle and ideas of Meise, Taylor and Vogt,
we solve the problem completely for many linear partial differential operators with
constant coefficients. The most interesting result seems to be Theorem 6.1 without
analogue in [13] which shows that P (D) : A (Ω) → A (Ω), Ω ⊆ Rd open convex,
has an analytic parameter dependence if and only if the principal part Pp(D)
has a linear continuous right inverse as an operator Pp(D) : C∞(Ω) → C∞(Ω)
(or, equivalently, on all non-quasianalytic classes E{ω}(Ω)). The latter condition is
well evaluated and checked for plenty of concrete examples (see [32], [35], [36], [9],
see also a summary in [13, Theorem A]) which implies interesting consequences for
our problem, see Corollary 6.4 and 6.5. There is a surprising consequence that the
problem does not depend in that case on the set U of parameters (Theorem 6.1).
In general, the only important feature of U is if it has a non-compact connected
component or not (Corollary 5.3). Thus we can always test the problem for U = R
and U = T.

We show that for operators P (D) of two variables (Theorem 5.9), for homoge-
neous operators (Corollary 5.6) and for operators of order 6 2 with ω(t) = o(t1/2)
(Theorem 5.8), there is an analytic parameter dependence if and only if there is
a continuous linear right inverse for P (D) at least in the non-quasianalytic case.
Moreover, we show that for elliptic operators there is never an analytic parame-
ter dependence of solutions (Corollary 5.4). Summarizing, on non-quasianalytic
classes E{ω}(Rd) Laplace and heat operator never have an analytic parameter de-
pendence while wave equation has it always. The proofs are analogous but not
identical to [13], in order to avoid repetitions we often refer to that paper and
point out only the differences in proofs.

2. Preliminaries

We could refer to the paper [13] but for the convenience of the reader we repeat
the most important notions. Let us recall that Fréchet space means a complete
metrizable locally convex space. An operator denotes a linear continuous map and
by L(X, Y ) we denote the space of all such operators T : X → Y . By Ω we always
denote an open subset of Rd with a fixed but arbitrary compact exhaustion

K1 b K2 b · · · b KN b · · · b Ω, Ω =
⋃

N∈N
KN .
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If Ω is convex then KN will be chosen convex as well. Throughout the paper we
always assume that real analytic manifolds are Hausdorff, paracompact and have
countable bases of topology. H(V ) denotes the space of holomorphic functions
on V .

By B(x, r) we denote a ball of radius r and center x. If z = (z1, . . . , zd) ∈ Cd

then |z| :=
(∑d

j=1 |zj |2
)1/2

. By T we denote the unit circle {z ∈ C : |z| = 1}.
The symbols o(·) and O(·) are understood as symbols at infinity.

Let us recall the notion of PLS-spaces which is a very convenient framework
for our considerations. For a review on PLS-spaces see [12].

An LS-space (called also a DFS-space) is a locally convex inductive limit of a
sequence of Banach spaces with compact linking maps or, equivalently, a strong
dual of a Fréchet-Schwartz space. All LS-spaces are reflexive, Schwartz, separable
and every closed subspace and separated quotient of an LS-space is LS as well.
For instance, the space of distributions of compact support E ′(Ω) is an LS-space.

A projective limit of a sequence of LS-spaces is called a PLS-space. Every closed
subspace and complete separated quotient of a PLS-space is PLS as well. The class
of PLS-spaces is the smallest class of locally convex spaces containing Fréchet-
Schwartz spaces, their duals and closed with respect of taking countable products
and closed subspaces. PLS-spaces are separable, webbed and complete. They
are reflexive if and only if they are barrelled or, equivalently, (ultra)bornological.
Examples of PLS-spaces are spaces of holomorphic functions H(V ), smooth func-
tions C∞(Ω), distributions D ′(Ω), real analytic functions A (U), ultradistribu-
tions in the sense of Beurling D ′

(ω)(Ω), ultradifferentiable functions in the sense of
Roumieu E{ω}(Ω) and Köthe type PLS-spaces Λ(A) (see [12]).

If instead of LS-spaces we take LN-spaces (i.e., locally convex inductive limits
of sequences of Banach spaces with nuclear linking maps, called also DFN-spaces
since they are strong duals of nuclear Fréchet spaces), we get PLN-spaces. All the
above mentioned PLS-spaces except some Köthe spaces Λ(A) are PLN-spaces.

If X is a PLS-space we write it throughout the paper as X = projN∈N XN ,
where XN = indn∈N XN,n is an LS-space, (XN,n, ‖ · ‖N,n) are Banach spaces,
iN+1
N : XN+1 → XN , iN : X → XN are linking maps. We denote

‖f‖∗N,n := sup
‖x‖N,n61

|f(x)|

the dual norm. The same conventions will be used for other PLS-spaces Y , E, etc.
The spaces mentioned above are described, for instance, in [3, pp. 333–336].

For the sake of completeness we recall the definition of D ′
(ω)(Ω) and E{ω}(Ω) from

[8] since these spaces are extensively used in the paper.
We will use the classical multiindex notation for α = (α1, . . . , αd),

|α| = α1 + · · · + αd, f (α)(x) = ∂|α|
∂α1x1·····∂αd xd

. We introduce a weight ω : [0,∞[→
[0,∞[ to be a continuous increasing function satisfying the following conditions:

(α) ω(2t) = O(ω(t));
(β) ω(t) = O(t);
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(γ) log t = o(ω(t));
(δ) ϕ is a convex function, ϕ(t) := ω(et).

We extend ω to Cd by ω(z) := ω(|z|). Now, we define the Roumieu class of
ultradifferentiable functions E{ω}(Ω) [8] as

E{ω}(Ω) := {f ∈ C∞(Ω) : ∀N ∈ N ∃m ∈ N : ‖f‖N,m < ∞},

where

‖f‖N,m := sup
x∈KN

sup
α∈Nd

|f (α)(x)| exp
(
− 1

m
ϕ∗ (|α|m)

)
,

ϕ∗(t) := sup
x>0

(xt− ϕ(t)) the Young conjugate of ϕ,

For ω(t) = t we get the space of real analytic functions A (Ω). Its topology is
given as

A (Ω) = projN∈N H(KN ),

where H(KN ) is the space of germs of holomorphic functions over KN ,

H(KN ) := indn∈N H∞(UN,n),

where (UN,n)n∈N is a basis of complex neighbourhoods of KN (see [30], [14], [12],
[16]). Analogously, we define topology on A (Ω) where Ω is a real analytic manifold.
Both A (Ω) and E{ω}(Ω) are PLN-spaces (see [12] and [3, p. 335]). The space A (Ω)
is neither metrizable nor dual metrizable and it has a complicated structure: for
instance, it has no Schauder basis [16].

If ∫ ∞

0

ω(t)
1 + t2

dt = ∞

then the class (and the weight) is quasianalytic (i.e., there are no elements with
compact support in E{ω}(Ω)). Otherwise the class is non-quasianalytic.

For D ′
(ω)(Ω) we consider only non-quasianalytic weights , ω(t) = o(t), or ω(t) :=

log(2 + |t|) which we also call weight in this context although it does not satisfy
the condition (γ). If Ω ⊆ Rd open then the class of Beurling ultradistributions
D ′

(ω)(Ω) is defined to be the strong dual of

D(ω)(Ω) :=
{

f ∈ D(Ω) : ∀ k ∈ N sup
x∈Ω

sup
α∈Nd

|f (α)(x)| exp
(
−kϕ∗

( |α|
k

))
< ∞

}

equipped with the inductive limit topology (steps are Fréchet spaces):

D(ω)(Ω) = indN∈N D(ω)(KN ), D(ω)(KN ) := {f ∈ D(ω)(Ω) : supp f ⊆ KN}.

Thus D ′
(ω)(Ω) is a PLN-space. We consider the weight ω(t) = log(2 + |t|) since it

gives D ′
(ω)(Ω) to be the classical space of distributions D ′(Ω).
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The family of classes D ′
(ω) and E{ω} is well adapted to Fourier transform but

it contains also most of the Denjoy-Carleman style classes defined via growth
conditions of Taylor coefficients controlled by sequences (Mp), see [6] and [24]. The
best known among them are Gevrey classes (see, for instance, [46]): Γ{p} = E{ω}
or γ(p) = E(ω) for ω(t) = t1/p for p > 1.

We will use only PLS-type Köthe sequence spaces with `∞-norms (and call
them Köthe type PLS-spaces of infinite order Λ∞(A)) as defined, for instance, in
[3], where the definition of PLS-type power series spaces Λr,s(α, β) is also given.

Let us recall the definition of the ε-product of Schwartz for complete X, E:

XεE := Le(X ′
co, E)

the space of linear continuous operators from the dual X ′ equipped with the
compact-open topology. The subscript e means that we equip L(X ′

co, E) with
the topology of uniform convergence on equicontinuous sets. It is important that
ε-product is commutative. Clearly X⊗E ⊆ XεE and if one of the spaces is nuclear
and both are complete then X ⊗ E is dense in XεE and the latter is the unique
natural completion of X ⊗E! If X, E are PLS-spaces then XεE = L′b(X

′, E) and
if X is ultrabornological then by [15, Prop. 4.3] the space XεE is a PLS-space.

It is well known that for complete X spaces of vector valued functions have the
following tensor representations (for A see [1, Th. 16]):

C∞(U,X) = C∞(U)εX, H(U,X) = H(U)εX, A (U,X) = A (U)εX.

For vector valued distributions ε-product is just the definition:

D ′(U,X) := D ′(U)εX, D ′
(ω)(U,X) := D ′

(ω)(U)εX, E{ω}(U,X) := E{ω}(U)εX.

If T : X → Y and S : E → F then T ⊗ S : XεE → Y εF is uniquely defined on
X⊗E as the tensor of T and S and generally on XεE as (T ⊗S)(V ) := S ◦V ◦T ′.

We will use so-called dual interpolation estimates and P-properties which are
important linear topological invariant for PLS-spaces, generalizations of (Ω)-type
and dual (DN)-type properties introduced by Vogt and Zahariuta and were defined
for the first time in [3], [4], [5]. A lot of information below is taken from [4] and
[13].

A PLS-space X has a dual interpolation estimate if

∀N ∃M > N ∀K > M ∃n ∀m > n ∀ θ ∈ ]0, 1[ ∃ k > m, C ∀x ∈ X ′
N

‖x ◦ iMN ‖∗M,m 6 C
(‖x ◦ iKN‖∗K,k

)1−θ (‖x‖∗N,n

)θ
.

(1)

If we replace the quantifier ∀ θ ∈ ]0, 1[ by ∃ θ0 ∈ ]0, 1[ ∀ θ ∈ ]0, θ0[ (or ∃ θ0 ∈
]0, 1[ ∀ θ ∈ ]θ0, 1[) we get the definition of the dual interpolation estimate for small
(big) theta.

Using the proof of [3, Lemma 5.1] we get the following reformulation of the
dual interpolation estimate:

∀N ∃M > N ∀K > M ∃n ∀m > n ∀ θ ∈ ]0, 1[ ∃ k > m,C ∀ r > 0 ∀x ∈ X ′
N :

‖x ◦ iMN ‖∗M,m 6 C

(
rθ‖x ◦ iKN‖∗K,k +

1
r1−θ

‖x‖∗N,n

)
.
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Clearly taking θ close to 0 or 1 we get the dual interpolation estimate for
small or big θ. If we consider only r > 1 then we get the condition (PΩ) (for
all θ or, equivalently, θ close to 0) or (PΩ) (for θ close to 1 or, equivalently, for
some θ ∈ ]0, 1[). Analogously, if we consider only 0 < r 6 1 then we get the
condition (PA) (for all θ or, equivalently, θ close to 1) or (PA) (for θ close to 0
or, equivalently, for some θ ∈ ]0, 1[).

The dual interpolation estimate for small θ is equivalent to the combination
of (PΩ) and (PA), for big θ is equivalent to (PΩ) and (PA). Moreover, (PΩ)
implies (PΩ) and (PA) implies (PA). Thus the dual interpolation estimate for all
θ is equivalent to the combination of (PΩ) and (PA).

There are also reformulations of these P-conditions in the similar spirit as in
the definition of the dual interpolation estimate. For instance, (PΩ) is equivalent
to

∀N ∃M > N ∀K > M ∃n ∀m > n ∃ θ ∈ ]0, 1[ ∃ k > m,C ∀x ∈ X ′
N :

‖x ◦ iMN ‖∗M,m 6 C
(‖x ◦ iKN‖∗K,k

)1−θ ·max
(‖x‖∗N,n, ‖x ◦ iKN‖∗K,k

)θ
.

If we take ∀ θ ∈ ]0, 1[ then we get (PΩ). Analogously, (PA) is equivalent to

∀N ∃M > N ∀K > M ∃n ∀m > n ∃ θ ∈ ]0, 1[ ∃ k > m,C ∀x ∈ X ′
N :

‖x ◦ iMN ‖∗M,m 6 C max
(‖x ◦ iKN‖∗K,k, ‖x‖∗N,n

)1−θ (‖x‖∗N,n

)θ

and if we take ∀ θ ∈ ]0, 1[ we get (PA). All these conditions are inherited by
countable products and complete quotients. In the papers [3], [5] and [4] many
examples of spaces with P-properties are collected — we summarize them for the
sake of convenience repeating [13, Cor. 2.3].

Corollary 2.1.

(a) A Fréchet space has a dual interpolation estimate for big θ iff it has (Ω). It
has a dual interpolation estimate for small (all) θ iff it has (Ω).

(b) An LS-space has a dual interpolation estimate for small θ iff its dual has
(DN). It has a dual interpolation estimate for big (all) θ iff its dual has
(DN).

(c) The space of distributions D ′(Ω), Ω ⊆ Rd arbitrary open, or the space of
Beurling ultradistributions D ′

(ω)(Ω) has the dual interpolation estimate for
all θ.

(d) The space of real analytic functions A (Ω), Ω a real analytic manifold, or
the space of Roumieu ultradifferentiable functions E{ω}(Ω) (ω non-quasi-
analytic, Ω ⊆ Rd arbitrary, or ω quasianalytic with property (α1) and convex
Ω ⊆ Rd) has the dual interpolation estimate for small θ.

(e) The PLS-type power series space Λr,s(α, β) has the dual interpolation esti-
mate for big θ iff s = ∞ or it is a Fréchet space. It has the dual interpolation
estimate for small θ (or (PΩ)) iff it is an LS-space.
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Remark. The condition (α1) means that

sup
λ>1

lim sup
t→∞

ω(λt)
λω(t)

< ∞.

For non-explained notions from functional analysis see [40] or/and [22]. For
the theory of tensor products see [22]. For applications of homological algebra and
derived functors to partial differential equations and functional analysis see [53].
For the theory of plurisubharmonic functions (pluripotential theory) see [23]. For
linear partial differential equations see [21], [42].

3. Parameter dependence of solutions and surjectivity of tensorized
maps

Let us assume that
T : E{ω}(Ω) → E{ω}(Ω)

is a surjective operator and U is a real analytic manifold. We say that the equation

Tu = f,

where u is an unknown function has the real analytic parameter dependence
(of solutions) if for every vector valued real analytic function

U 3 λ 7→ fλ ∈ E{ω}(Ω)

there is a vector valued real analytic function

U 3 λ 7→ uλ ∈ E{ω}(Ω)

such that
Tuλ = fλ for every λ ∈ U.

If λ 7→ fλ, uλ are ultradifferentiable E{ω} then we can speak about Roumieu ultra-
differentiable parameter dependence. Let us recall that a vector valued function
F : U → X is analytic (E{ω} ultradifferentiable etc.) if and only if for any ϕ ∈ X ′,
ϕ ◦ F is analytic (E{ω} ultradifferentiable etc.).

Recall that for complete locally convex space X:

A (U,X) := {f : U → X : ∀ g ∈ X ′ g ◦ f ∈ A (U)}
is naturally isomorphic to A (U)εX.

As shown in [25], A (U,X) contains functions for which vector valued Taylor
series is not convergent. In [1], [2] a characterization is given for which Fréchet
spaces X every function F ∈ A (U,X) has a Taylor series local representation.

Let T : E{ω}(Ω) → E{ω}(Ω) be an arbitrary operator. From the considerations
above (see [13, Sec. 3]) it follows that the equation Tu = f has the real analytic
parameter dependence of solutions if and only if

T ⊗ id : E{ω}(Ω)εA (U) → E{ω}(Ω)εA (U)
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is surjective. An analogous conclusion holds for smooth, holomorphic, ultradiffer-
entiable, (ultra)distributional dependence for operators on spaces of real analytic,
smooth, ultradifferentiable, holomorphic functions or (ultra)distributions.

It is explained in [13, Sec. 4] that surjectivity of tensorized maps can be
handled by the homological approach. For reader’s convenience we shortly recall
this approach.

Let V = projN∈N VN be a projective limit of linear spaces. We construct the
following exact sequence

0 −−−−→ V
i−−−−→ ∏

N∈NVN
σ−−−−→ ∏

N∈NVN ,

where i is the canonical embedding and σ((xn)N∈N) := (iN+1
N xN+1−xN )N∈N and

iN+1
N : VN+1 → VN as usual denote linking maps. We define

Proj1
(
(VN , iN+1

N )N∈N
)

:=
∏

N∈N
VN/ im σ.

That functor was introduced to functional analysis by Palamodov [43], [44], and
analyzed in depth by Vogt [49], [50], Frerick [18], Frerick and Wengenroth [19] and
others, see a detailed exposition in [53].

If we assume that (VN ) are complete and the spectrum is strongly reduced (i.e.,
canonical images of V in VN are dense) then all such spectra are equivalent and
we can write Proj1 V since it does not depend on such a spectrum representing
V . If V is a PLS-space then it is a strongly reduced projective limit of LS-spaces.

Theorem 3.1 ([13, Cor. 4.6]). Let S : X → Y , T : E → E be continuous
open surjective operators between PLS-spaces. Assume that either E or ker T and
ker S are PLN-spaces or nuclear Fréchet spaces. Then

S ⊗ T : XεE → Y εE

is surjective whenever

Proj1 (ker SεE) = Proj1 (Y ε ker T ) = 0.

If, additionally, Proj1 (XεE) = Proj1 (Y εE) = 0 then this is also a necessary
condition.

Since by [45, Prop. 4], every PLS-space with the dual interpolation estimate
is so-called deeply reduced then, by [13, Cor. 5.6], [5, Th. 4.1, Th. 3.4] we get the
following conclusion:

Theorem 3.2. Let X, E be PLS-spaces and let one of them be either a PLN-
space or a nuclear Fréchet space or a Köthe type PLS-space of infinite order
Λ∞(A). If both E and X have the dual interpolation estimate for small (big)
θ then Lb(E′

b, X) = XεE is an ultrabornological space and Proj1 (XεE) = 0.

The results above imply the following characterization of surjectivity of ten-
sorized maps.
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Theorem 3.3. Let T : E{ω}(Ω) → E{ω}(Ω), Ω ⊆ Rd open, be a surjective operator
and let ω be either non-quasianalytic or ω have the property (α1) and Ω be convex.
Then:

(a) The operator

T ⊗ id A (U) : E{ω}(Ω)εA (U) → E{ω}(Ω)εA (U)

is surjective if and only if ker T has the dual interpolation estimate for small
θ (for U having a non-compact connected component) or if and only if ker T

has (PΩ) (for U having only compact connected components).
(b) The operator

T ⊗ id E{ω1}(Ω1) : E{ω}(Ω)εE{ω1}(Ω1) → E{ω}(Ω)εE{ω1}(Ω1)

is surjective for ω1 non-quasianalytic, Ω1 ⊆ Rn open, if and only if ker T

has (PΩ).
(c) The operator

T ⊗ id D′(ω1)(Ω1) : E{ω}(Ω)εD ′
(ω1)

(Ω1) → E{ω}(Ω)εD ′
(ω1)

(Ω1)

is surjective for ω1 non-quasianalytic, Ω1 ⊆ Rn open, if and only if ker T
has (PΩ).

Proof. (a): By Theorem 3.2 and Corollary 2.1,

Proj1 (E{ω}(Ω)εA (U)) = 0.

The conclusion follows from Theorem 3.1 and [13, Cor. 6.1].
(b) and (c): By Theorem 3.2 and Corollary 2.1,

Proj1 (E{ω}(Ω)εE{ω1}(Ω1)) = Proj1 (E{ω}(Ω)εD ′
(ω1)

(Ω1)) = 0.

The conclusion follows by Theorem 3.1 and [13, Cor. 6.2]. ¥

Remarks.

(a) Since for an arbitrary real analytic manifold Ω the space A (Ω) has the dual
interpolation estimate for small θ the whole result applies also to A (Ω)
instead of E{ω}(Ω).

(b) Langenbruch has pointed out to the author that in [27, Cor. 6.8] a charac-
terization of surjectivity of

P (D) : E{ω}(Ω)εE{ω}(R) → E{ω}(Ω)εE{ω}(R)

was given for some linear partial differential operators with constant coeffi-
cients

P (D) : E{ω}(Ω) → E{ω}(Ω).
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Using known descriptions of kernels of convolution operators we can prove the
following characterizations parallel to [13, Cor. 6.7]:

Corollary 3.4 (comp. [13, Cor. 6.7]). Let ω be a non-quasianalytic weight
and µ ∈ D ′

{ω}(R) be an ultradistribution with compact support. The convolution
operator

Tµ : E{ω}(R, A (U)) → E{ω}(R, A (U)) (2)

is surjective if and only if

Tµ : E{ω}(R) → E{ω}(R) (3)

has a linear continuous right inverse.
The same result holds for a convolution operators

Tµ : A (I) → A (I)

and µ ∈ A (I)′, where I = R or I is an open interval and supp µ = {0}.
Remark. A characterization of existence of right inverse for Tµ in terms of µ̂ is
given in [39, Th. 3.9, 2.1, 4.4, Prop. 4.6] and [26].

Proof. Sufficiency is obvious.
Necessity for ultradifferentiable functions. A characterization of surjectivity

of (3) is given in [10]. If (2) is surjective then (3) must be surjective. Then, by
[31, Th. 3.6], ker Tµ ⊆ E{ω}(R), dimker Tµ = ∞, is isomorphic to Λ∞,0(α, β),
where αj = | Im aj |, βj = ω(aj) and (aj) is a sequence with multiplicities of zeros
of the Fourier transform µ̂ of µ. By Theorem 3.3 and Corollary 2.1, ker Tµ is an
LS-space. This completes the proof by [39, Th. 4.4, Prop. 4.6].

Necessity for the real analytic case. By [41, 2.11], ker Tµ ' Λ∞,0(α, β) for
I = R, where α, β as above. By Theorem 3.3 and Cor. 2.1, ker Tµ is an LS-
space. By surjectivity of Tµ, µ̂ is “slowly decreasing” see [41, Theorem]. The two
conditions together imply the existence of a continuous linear right inverse by [26].
The case of I instead of R can be proved similarly (here ker Tµ ' Λ0,0(α, β)). ¥

Unfortunately, we cannot check interpolation estimates for general operators or
even differential operators with variable coefficients. In case of constant coefficients
differential operators we may apply the Fundamental Principle of Ehrenpreis and
Palamodov in a way similar to [13]. This is the content of the next section.

4. Evaluation of the dual interpolation estimates via Phragmén-Lindelöf
type conditions

First we fix some notation as in [13]. Assume from now on that V is an algebraic
variety, Ω ⊆ Rd is a convex open set and ω is a weight (in the sense of definition
of the space E{ω}(Ω)). We fix a convex compact exhaustion (KN ) of Ω. We define
PSH(V ) to be the set of plurisubharmonic functions u : V → [−∞,∞[, i.e., locally
bounded from above and plurisubharmonic at regular points of V . We assume that
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the values in singular points of V are defined by u(z) := lim supξ∈Vreg,ξ→z u(ξ) for
z ∈ Vsing. For a convex compact set ∅ 6= K ⊆ Rd we define its support function

hK : Rd → R, hK(ξ) := sup{〈ξ, x〉 : x ∈ K},

moreover, for any N ∈ N we define hN := hKN
.

Now, we introduce a family of Phragmén-Lindelöf type conditions modifying
the conditions in [13] by adding one more parameter. Let R ∈ R ∪ {∞}, then

PSH(V,N,R) := {u ∈ PSH(V ) : ∀s < R ∃C0 ∀z ∈ V u(z) 6 hN (Im z)−sω(z)+C0}.

We say that the variety V satisfies IPL(Ω, ω, R) if and only if

∀N ∃M > N ∀K > M ∃n < R ∀m < R

∀ θ ∈ ]0, 1[ ∃ k < R, C ∀ t ∈ R ∀u ∈ PSH(V, N, R) (a) + (b) ⇒ (c),

where

(a) ∀ z ∈ V u(z) 6 hN (Im z)− nω(z) + t;
(b) ∀ z ∈ V u(z) 6 hK(Im z)− kω(z);
(c) ∀ z ∈ V u(z) 6 hM (Im z)−mω(z) + θt + C.

If all the conditions are considered only for t > 0 (or t 6 0) we write IPL+(Ω, ω, R)
(or IPL−(Ω, ω, R)) and say that V satisfies the IPL condition for positive (nega-
tive) t. Similarly, if we replace the quantifier ∀ θ ∈ ]0, 1[ by ∃ θ0 ∈ ]0, 1[ ∀ θ ∈
]0, θ0[ we say that IPL is satisfied for small θ and denote it by IPL0(Ω, ω, R). Anal-
ogously, if we put ∃ θ0 ∈ ]0, 1[ ∀ θ ∈ ]θ0, 1[ then we call the condition for big θ and
denote it by IPL1(Ω, ω, R). Of course, all the possible combinations of subscripts
and superscripts are possible so we have defined nine versions of IPL.

It is easy to observe that IPL+(Ω, ω,R) is equivalent to IPL0
+(Ω, ω, R). Sim-

ilarly, IPL−(Ω, ω, R) is equivalent to IPL1
−(Ω, ω, R), hence IPL(Ω, ω, R) is equiv-

alent to the combination of IPL0
+(Ω, ω,R) and IPL1

−(Ω, ω, R). Clearly we are
interested only in R = 0 or ∞. For R = 0 we consider all weights ω such that
log(2 + |z|) = o(ω(z)), ω(z) = O(z) (so including ω(z) = |z|). For R = ∞
we consider all non-quasianalytic weights ω such that log(2 + |z|) = o(ω(z)) or
ω(z) = log(2 + |z|) corresponding to the space of classical distributions D ′(Ω). In
all cases we may assume ω(0) > 1. The versions with R = ∞ were studied in [13],
where they were denoted by IPLα

β(Ω, ω). Now, we concentrate on R = 0.
The inspiration of these conditions is explained in [13, Sec. 7], similarly as

there we apply many ideas from [38]. We will show that in many cases everything
true for the right inverse is true for the real analytic parameter dependence (comp.
Problem 7.1).

Now, we formulate the main result of this section which is an analogue of [13,
Th. 7.1] for the Roumieu classes. Let us recall that for ω(z) = |z| the space E{ω}
is just the space of real analytic functions A , so the results cover also the case
E{ω}(Ω) = A (Ω).
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Theorem 4.1. Let Ω ⊆ Rd be open convex and let V = {z : P (−z) = 0} be
the zero variety of the polynomial P . Let P (D) : E{ω}(Ω) → E{ω}(Ω) be a linear
partial differential operator with constant coefficients.

(i) ker P (D) has the dual interpolation estimate if and only if V satisfies
IPL(Ω, ω, 0).

(ii) ker P (D) has the dual interpolation estimate for small θ (big θ) if and only
if V has IPL0(Ω, ω, 0) ( IPL1(Ω, ω, 0) ).

(iii) ker P (D) has (PΩ) if and only if V has IPL+(Ω, ω, 0) or, equivalently,
IPL0

+(Ω, ω, 0).
(iv) ker P (D) has (PΩ) if and only if V has IPL1

+(Ω, ω, 0).
(v) ker P (D) has (PA) if and only if V has IPL−(Ω, ω, 0) or, equivalently,

IPL1
−(Ω, ω, 0).

(vi) if ker P (D) has (PA) then V has IPL0
−(Ω, ω, 0).

First, exactly as in [13, Lemma 7.2], we reduce the result to irreducible varieties
(we omit the proof).

Lemma 4.2. An algebraic variety has one of the IPL properties if and only if
each of its irreducible component has the same property.

Again exactly as [13, Lemma 7.4] we prove:

Lemma 4.3. Let P be a polynomial, P = Q1 · · · · · Qn its decomposition into
irreducible factors. The space ker P (D) ⊆ E{ω}(Ω) has one of the conditions (PΩ),
(PΩ), (PA), the dual interpolation estimate for all (big, small) θ if and only if
every space ker Qj(D) ⊆ E{ω}(Ω) has the same property for j = 1, . . . , n.

Please observe that as in [13] necessity holds also for (PA).
Finally, we need the following approximation result of Meise, Taylor and Vogt

[33, Th. 5.1] and Franken [17, Th. 8]. In fact, their formulation is much more
complicated and based on the stronger assumption |u(z)| 6 L|z| — the result in
the form below was given and proved in [13, Th. 7.5].

Theorem 4.4. For any algebraic variety V ⊆ Cd there is a constant CV such that
for any u ∈ PSH(V ) such that

|u(z)| 6 L|z|+ L for z ∈ V (4)

there exists for every point z ∈ V an entire function fz : Cd → C such that

(a) u(z) 6 log |fz(ζ)|+ L2 + CV log(2 + |z|) for some ζ ∈ V , |ζ − z| 6 2;
(b) ∀ζ ∈ V ∃ ζ ′ ∈ V log |fz(ζ)| 6 u(ζ ′) + CV log(2 + |ζ|) and |ζ − ζ ′| 6 1.

Proof of Theorem 4.1. The proof is similar to that of [13, Th. 7.1]. We just
prove the part (i) — the other parts are completely analogous. By Lemmas 4.2
and 4.3 we may restrict our attention to irreducible polynomials P . Without loss
of generality we may assume that 0 ∈ K1 ⊂ Ω.
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By the Fundamental Principle for P (D) : E{ω}(Ω) → E{ω}(Ω) (see [47, Satz
2.19]) we have

(ker P (D))′ = {f ∈ H(V ) : ∃N ∈ N ∀n ∈ N : ‖f‖N,− 1
n

< ∞},

where

‖f‖N,− 1
n

:= sup
z∈V

|f(z)| exp
(
−hN (Im z)− ω(z)

n

)
.

Moreover, ker P (D) = projN∈N XN where XN are LN-spaces and

X ′
N = {f ∈ H(V ) : ∀n ∈ N ‖f‖N,− 1

n
< ∞}.

The dual interpolation estimate for ker P (D) ⊆ E{ω}(Ω) means that

∀N ′ ∃M ′ ∀K ′ ∃n′ ∀m′, θ ∈ ]0, 1[ ∃ k′, C ′ ∀ r > 0 ∀ f ∈ X ′
N

1
rθ
‖f‖M ′,− 1

m′
6 C ′

(
‖f‖K′,− 1

k′
+

1
r
‖f‖N ′,− 1

n′

)
.

(5)

Taking logarithms on both sides and t = log r we get IPL(Ω, ω, 0) with the
above preamble of quantifiers but only for u of the form u(z) = log |f(z)| ∈
PSH(V,N, 0), f ∈ H(V ). So it suffices to show that if IPL(Ω, ω, 0) holds for
such holomorphic functions then we have the same condition for u ∈ PSH(V ).

Let us recall that there are constants A and D such that

ω(x + 1) 6 Aω(x) + A for all x ∈ R+,

ω(z) 6 D|z|+ D for suitable D > 0.
(6)

and we may assume that log(2 + |z|) 6 o(ω(z)) for any z, thus

CV log(2 + |ζ|) 6 B(ε) + εω(|ζ|).

We take arbitrary N , N ′ := N , find M ′ from (5), M := M ′, K = K ′ arbitrary.
We find n′ from (5) and take n = 2n′A, choose m arbitrary, m′ := 2mA2. Finally
we fix θ and find k′, C ′ by (5), k := 2k′A.

For t > 0 we take u ∈ PSH(V,N, 0) such that for z ∈ V we have:

u(z) 6 hN (Im z) +
ω(z)

n
+ t, (7)

u(z) 6 hK(Im z) +
ω(z)

k
. (8)

If
|hN (Im z)| 6 |hK(Im z)|+ ω(z) 6 L|z|+ L

we define
ũ(z) := max(0, u(z)).
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Therefore, by (6),

0 6 ũ(z) 6 hK(Im z) + ω(z) 6 L|z|+ L

for suitable L > 0.
Clearly, ũ ∈ PSH(V, N, 0) since u ∈ PSH(V, N, 0). For z ∈ V and t > 0 we get

by (7), (8):

ũ(z) 6 hN (Im z) +
ω(z)

n
+ t (9)

and

ũ(z) 6 hK(Im z) +
ω(z)

k
. (10)

We apply to the function ũ Theorem 4.4, then we find entire functions fz. Let
us take ζ ∈ V , then, by (9) and (6) for CN := max|x|61 hN (x) and for suitable
small ε:

log |fz(ζ)| 6 max{ũ(ζ ′) : |ζ ′ − ζ| 6 1}+ CV log(2 + |ζ|)
6 hN (Im ζ) + max

|x|61
hN (x) +

1
n

ω(|ζ|+ 1) + t + CV log(2 + |ζ|)

6 hN (Im ζ) + CN +
1
n

(Aω(ζ) + A) + t + εω(ζ) + B(ε)

6 hN (Im ζ) +
1
n′

ω(ζ) + t + CN + B(ε) +
A

n
.

On the other hand, (10) implies:

log |fz(ζ)| 6 hK(Im ζ) +
1
k′

ω(ζ) + CK + B(ε) +
A

k
.

Analogously, since ũ ∈ PSH(V, N, 0) we get also log |fz| ∈ PSH(V, N, 0). We apply
IPL for logarithms of holomorphic functions to get

log |fz(ζ)| 6 hM (Im ζ) +
1
m′ω(ζ) + θt

+ max
(

CN + B(ε) +
A

n
,CK + B(ε) +

A

k

)
+ C ′.

Let us take z ∈ V , then by (a) in Theorem 4.4, for

C ′′ := max
(

CN + B(ε) +
A

n
, CK + B(ε) +

A

k

)
+ C ′ + L2
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and some ζ ∈ V , |ζ − z| 6 2 we get

u(z) 6 log |fz(ζ)|+ L2 + CV log(2 + |z|)
6 hM (Im z) + max

|x|62
hM (x) +

1
m′ω(|z|+ 2) + θt + C ′′ + CV log(2 + |z|)

6 hM (Im z) + 2CM +
1
m′

(
A2ω(z) + 2A

)
+ θt + εω(z) + B(ε) + C ′′

6 hM (Im z) +
ω(z)
m

+ θt + 2CM + C ′′ + B(ε) +
2A

m′ .

We have finished the proof for t > 0 with constant C = 2CM + C ′′ + B(ε) + 2A
m′ .

For the case t 6 0 we use

u(z) 6 hN (Im z) +
ω(z)

n
,

u(z) 6 hK(Im z) +
ω(z)

k
− t.

The proof is similar getting

u(z) 6 hM (Im z) +
ω(z)
m

+ (θ − 1)t + const . ¥

We will need the following auxiliary lemma (see [13, Lemma 7.6] where it was
proved for IPL(V, N,∞)-type conditions, comp. [38, Lemma 2.10]).

Lemma 4.5. Let V be an algebraic variety, A > 1. Assume that for some fixed
convex compact sets N b M b Rd the following condition holds:

∃n ∀m ∃ θ0(m) ∀ θ ∈ ]θ0(m), 1[ ∃ k(m, θ), C ∀ t > 0 ∀u ∈ PSH(V,N, 0)
(a) + (b) ⇒ (c),

where

(a) ∀z ∈ V u(z) 6 hN (Im z) + ω(z)
n + t;

(b) ∀z ∈ V u(z) 6 AhM (Im z) + ω(z)
k(m,θ) ;

(c) ∀z ∈ V u(z) 6 hM (Im z) + ω(z)
m + θt + C.

Then

∀ p > 2 ∀m ∃ θ0(m, p) ∀ θ ∈ ]θ0(m, p), 1[
∃ k(m, θ, p), C ∀ t > 0 ∀u ∈ PSH(V,N, 0) (ap) + (bp) ⇒ (cp),

where

(ap) ∀z ∈ V u(z) 6 hN (Im z) + ω(z)
n + t;

(bp) ∀z ∈ V u(z) 6 AphM (Im z) + ω(z)
k(m,θ,p) ;

(cp) ∀z ∈ V u(z) 6 hM (Im z) + ω(z)
m + θt + C.
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An analogous result holds for other IPL-type conditions, i.e., for t 6 0 or θ ∈]0, θ0[
with suitable modifications of conditions.

Proof. We go by induction with respect to p. Choose θ1 > θ0(m), inductively
θp := θp−1(1− θ1) + θ1 and we take

k(m, θp, p) > k(Ak(m, θ1), θp−1, p− 1).

Assume that u ∈ PSH(V,N, 0) satisfies for z ∈ V both (ap) and (bp). We define
v(z) := u(z)/A. Clearly v ∈ PSH(V, N, 0) and for z ∈ V

v(z) 6 hN (Im z) +
ω(z)
An

+
t

A
,

v(z) 6 Ap−1hM (Im z) +
ω(z)

k(Ak(m, θ1), θp−1, p− 1)
.

We may apply the inductive hypothesis:

v(z) 6 hM (Im z) +
ω(z)

Ak(m, θ1)
+

θp−1t

A
+ C.

Then, by the assumption applied to u(z)− θp−1t− CA (since t > θp−1t), we get

u(z)− CA− θp−1t 6 hM (Im z) +
ω(z)
m

+ θ1t− θ1θp−1t

and
u(z) 6 hM (Im z) +

ω(z)
m

+ θpt + C + CA.

The proof in the case t 6 0 is exactly the same since t 6 θp−1t. In case θ is close
to 0 we just take θ1 so close to 0 that θp is suitable small. Other cases also have
similar proofs – we omit details. ¥

We show that we can manipulate the set Ω (similar as in [13, Prop. 7.7
and 7.8]):

Proposition 4.6. Let Ω ⊆ Rd be an open convex set, V an arbitrary algebraic
variety satisfying one of the IPL(Ω, ω,R) conditions. Then for every s > 0 and
a ∈ Rd the variety V satisfies the same IPL condition with the sets

sΩ = {sx : x ∈ Ω}, Ω + a = {x + a : x ∈ Ω}, −Ω = {−x : x ∈ Ω}.

Proof. Let us observe that for any compact set K

hsK(x) = shK(x), hK+a(x) = hK(x) + 〈x, a〉, h−K(x) = hK(−x).

Observe also that if u(z) is plurisubharmonic then u(z)/s, u(z) + 〈Im z, a〉, u(−z)
are also plurisubharmonic functions with respect to z. The conclusion follows
easily. ¥
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Proposition 4.7. Let Ω1 ⊂ Ω2 ⊂ · · · ⊂ Rd be an increasing sequence of open
convex sets such that an algebraic variety V satisfies IPL(Ωj , ω, 0) for any j ∈ N.
Then V satisfies IPL(Ω, ω, 0) for Ω =

⋃
j Ωj. The same result holds for other

IPL-conditions.

Proof. By Proposition 4.6, without loss of generality we may assume that 0 ∈ Ω1.
Let KN b Ω arbitrary, then KN b Ωj for some j. By IPL(Ωj , ω, 0) there is
KM b Ωj and for every KK = AKM , A > 1, KM b KK b Ωj such that
0 ∈ IntKM and

∃n ∀m ∃ θ0(m) ∀ θ ∈ ]θ0(m), 1[ ∃ k(m, θ), C ∀ t ∀u ∈ PSH(V, N, 0)
(a) + (b) ⇒ (c),

where

(a) ∀z ∈ V u(z) 6 hN (Im z) + ω(z)
n + t,

(b) ∀z ∈ V u(z) 6 hK(Im z) + ω(z)
k ,

(c) ∀z ∈ V u(z) 6 hM (Im z) + ω(z)
m + θt + C.

Since hK = AhM , the assumptions of Lemma 4.5 are satisfied. Let us take any
L b Ω, clearly for some p ∈ N we have ApKM c L. The conclusion follows from
Lemma 4.5 for IPL(Ω, ω, 0). ¥

Now, we give a reformulation of IPL conditions.

Corollary 4.8.

(i) The condition IPL(Ω, ω, 0) is equivalent to

∀N ∃M ∀ ρ > 0 ∃n ∀m ∀ θ ∈]0, 1[
∃ k, C ∀ t ∈ R ∀u ∈ PSH(V, N, 0) (a) + (b) ⇒ (c),

where

(a) ∀z ∈ V u(z) 6 hN (Im z) + ω(z)
n + t;

(b) ∀z ∈ V u(z) 6 ρ| Im z|+ ω(z)
k ;

(c) ∀z ∈ V u(z) 6 hM (Im z) + ω(z)
m + θt + C.

(ii) The condition IPL(Rd, ω, 0) is equivalent to

∃A > 1 ∀ ρ > 0 ∃n ∀m ∀ θ ∈ ]0, 1[
∃ k, C ∀ t ∈ R ∀u ∈ PSH(V, N, 0) (a) + (b) ⇒ (c),

where KN = B(0, 1)

(a) ∀z ∈ V u(z) 6 | Im z|+ ω(z)
n + t;

(b) ∀z ∈ V u(z) 6 ρ| Im z|+ ω(z)
k ;
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(c) ∀z ∈ V u(z) 6 A| Im z|+ ω(z)
m + θt + C.

On the other hand IPL(B(0, 1), ω, 0) is equivalent to

∀A > 1 ∀ ρ > 0 ∃n ∀m ∀ θ ∈ ]0, 1[
∃ k, C ∀ t ∈ R ∀u ∈ PSH(V, N, 0) (a) + (b) ⇒ (c),

where (a), (b) and (c) are the same as above.
(iii) The same results hold for other IPL-conditions.

Proof. (i): The condition implies the original IPL0(Ω, ω, 0) since hK(Im z) 6
ρ| Im z| for some ρ. For the other direction, by Proposition 4.6 and its proof, we
may assume without loss of generality that 0 ∈ KN b KM b Ω. The result follows
from Lemma 4.5. The proof of other cases is similar. ¥

5. Evaluation of Phragmén-Lindelöf type conditions

We consider now the differential operators

P (D) : E{ω}(Ω) → E{ω}(Ω),

Ω open convex, ω a weight such that log(2 + |z|) = o(ω(z)) and ω(z) = O(|z|).
Here the situation is more complicated than in the distributional case although
we solve partially [3, Problem 9.4] for non-quasianalytic weights (see Corollary
5.6, Theorem 5.8 and 5.9). We cannot prove that ker P (D) always have some
P -property (i.e., an analogue of [13, Cor. 8.2] is not known) — see Problem 7.6.
Since every P -property implies Proj1 = 0, by [53, 3.4.6] or [47, 3.26], it follows that
any P -property of ker P (D) implies surjectivity of P (D). Even under surjectivity
assumption we have examples that ker P (D) 6∈(PA) since E{ω}(Ω) itself does not
have (PA).

Proposition 5.1. If P is an elliptic polynomial then ker P (D) ⊆ E{ω}(Ω) has
(PA) and (PΩ) (i.e., it has the dual interpolation estimate for big θ) but for
arbitrary open subset Ω ⊆ Rd it has never (PΩ) for d > 1.

Proof. In that case, ker P (D) is topologically the same as the corresponding
kernel in C∞(Ω) or D ′(Ω) which implies the conclusion by [13, Cor. 8.2, 8.3],
[51, Th. 14, Th. 3]. ¥

Our previous study gives the following result.

Corollary 5.2. Let P (D) : E{ω}(Ω) → E{ω}(Ω) be a linear partial differential op-
erator with constant coefficients, Ω ⊆ Rd open convex, let ω be a non-quasianalytic
weight or let ω have (α1), let V be the zero variety of P .

(i) The following assertions are equivalent:

(a) V has IPL0
+(Ω, ω, 0);



Parameter dependence of solutions of differential equations 97

(b) ker P (D) ⊆ E{ω}(Ω) has (PΩ);
(c) P (D) : E{ω}(Ω,Λ′0(α)) → E{ω}(Ω,Λ′0(α)) is surjective for some (all)

stable α;
(d) P (D) : E{ω}(Ω,E{ω1}(Ω1)) → E{ω}(Ω, E{ω1}(Ω1)) is surjective for

some (all) non-quasianalytic weights ω1, Ω1 ⊆ Rn.
(e) P (D) : E{ω}(Ω,A (U)) → E{ω}(Ω, A (U)), U a real analytic mani-

fold with only compact connected components, is surjective.
(ii) The following assertions are equivalent:

(a) V has IPL0(Ω, ω, 0);
(b) ker P (D) ⊆ E{ω}(Ω) has the dual interpolation estimate for small θ;
(c) P (D) : E{ω}(Ω,A (U)) → E{ω}(Ω, A (U)), U a real analytic mani-

fold with at least one non-compact connected component, is surjec-
tive.

(iii) The following assertions are equivalent:
(a) V has IPL1

+(Ω, ω, 0);
(b) ker P (D) ⊆ E{ω}(Ω) has (PΩ);
(c) P (D) : E{ω}(Ω, Λ′∞(α)) → E{ω}(Ω, Λ′∞(α)) is surjective for some

(all) stable α;
(d) P (D) : E{ω}(Ω, D ′

(ω1)
(U)) → E{ω}(Ω, D ′

(ω1)
(U)) is surjective for a

non-quasianalytic weight ω1 and arbitrary open set U .

Proof. (i): (a)⇔(b) Theorem 4.1. (b)⇔(c) Theorem 3.1 and [3, Cor. 3.8, Th. 6.2,
Cor. 7.2]. (b)⇔(d) Theorem 3.3. (b)⇔(e) Theorem 3.3. (ii): (a)⇔(b) Theorem
4.1. (b)⇔(c) Theorem 3.3. (iii) (a)⇔(b) Theorem 4.1. (b)⇔(c) Theorem 3.1
and [3, Cor. 3.8, Th. 6.2, Cor. 7.2]. (b)⇔(d) Use (b)⇔(c) and the fact that
D ′

(ω1)
(U) ' ∏

Λ′∞(α) for some stable α (see [48]). ¥

Corollary 5.3. For a fixed linear partial differential operator with constant co-
efficients P (D) : E{ω}(Ω) → E{ω}(Ω) where Ω ⊆ Rd is fixed open convex subset
and ω is a fixed non-quasianalytic weight or a weight having (α1), the real ana-
lytic parameter dependence of solutions of the equation P (D)u = f depends only
if manifold U of parameters has a non-compact connected component or not.

By Proposition 5.1 and Theorem 3.3, we have:

Corollary 5.4. Let d > 1, Ω ⊆ Rd arbitrary open, P elliptic. The operator

P (D) : E{ω}(Ω, A (U)) → E{ω}(Ω, A (U))

is never surjective.

An analogous result as [13, Cor. 8.4] holds with the same proof for ∂̄ on E
(0,0)
{ω} ,

ω arbitrary.
The next result corresponds to [13, Th. 8.6].
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Theorem 5.5. Let P ∈ C[z1, . . . , zd] be an arbitrary polynomial and Pp its prin-
cipal part, Ω ⊆ Rd an open convex set, let ω be a non-quasinanalytic weight or let
ω satisfy (α1). If

P (D) : E{ω}(Ω, A (U)) → E{ω}(Ω, A (U)) (11)

is surjective then the principal parts

Pp(D) : E{ω1}(Ω) → E{ω1}(Ω) and Pp(D) : C∞(Ω) → C∞(Ω)

have continuous linear right inverses for any non-quasianalytic weight ω1.

For homogeneous polynomials we get immediately:

Corollary 5.6. Let P ∈ C[z1, . . . , zd] be a homogeneous polynomial, Ω ⊆ Rd an
open convex set, ω a non-quasianalytic weight. The operator

P (D) : E{ω}(Ω, A (U)) → E{ω}(Ω, A (U))

is surjective if and only if

P (D) : E{ω}(Ω) → E{ω}(Ω) (or, equivalently, P (D) : C∞(Ω) → C∞(Ω))

has a continuous linear right inverse.

Remarks.

(1) Note that the existence of a continuous linear right inverse for P (D) :
E{ω}(Ω) → E{ω}(Ω) for non-quasianalytic weights ω is characterized in [35].

(2) Braun [7, 5.5.3] showed that for homogenenous P , non-quasianalytic ω,

P (D) : E{ω}(Rd) → E{ω}(Rd)

has a continuous linear right inverse if and only if

P (D) : E{ω}(Rd, E{ω}(R)) → E{ω}(Rd,E{ω}(R))

is surjective.

In the proof of the Theorem 5.5 we will need the following definition. A ho-
mogeneous algebraic variety V in Cd satisfies HPL(Ω, loc) at ξ ∈ V ∩ Rd for an
open convex set Ω ⊆ Rd if there are open sets U1 ⊂ U2 ⊂ U3 b Cd with ξ ∈ U1

such that for each compact convex set K b Ω there exists a compact convex set
L b Ω and δ > 0 such that each plurisubharmonic function u on U3 ∩ V satisfies
(a) + (b) ⇒ (c), where

(a) u(z) 6 hK(Im z) + δ for z ∈ U3 ∩ V ,
(b) u(z) 6 0 for z ∈ U2 ∩ Rd ∩ V ,
(c) u(z) 6 hL(Im z) for z ∈ U1 ∩ V .
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Proof of Theorem 5.5. First, we observe that by [35, Th. 5.6], for homoge-
neous P the existence of a right linear continuous inverse on E{ω1}(Ω), ω1 non-
quasianalytic, does not depend on ω1 and it is equivalent to the existence of a
right inverse on C∞(Ω).

The remaining proof is quite analogous to the proof of [13, Th. 8.6] but since it
plays a fundamental role in the next section we give its details. In fact, following
closely [38, Th. 4.1] we prove that if V has IPL0

+(Ω, ω, 0) then Vp has HPL(Ω, loc)
at zero (comp. [38]). This proves the result by Corollary 5.2 and [35, Th. 5.5],
[38, Th. 3.3].

Let us take

UE(z) := UE(z;h, V, D)
:= sup{u(z) : u ∈ PSH(V ∩D), u 6 h on D ∩ V, u(z) 6 0 for z ∈ E ∩ V },

where D is a domain in Cd, h is a function on D, E ⊆ D. For 0 < ε < 1 we define

Kε := {z ∈ Cd : |z| 6 2 and | Im z| 6 ε|z| or |z| 6 ε}.

For j ∈ N we define

Vj := {z/j : z ∈ V }, D = {z ∈ Cd : |z| < 3}, E = {z ∈ Rd : |z| 6 2}.

Let us take any N , without loss of generality we may assume that KN ⊃ B(0, 1).
We find N1 such that

hN1(Im z) > hN (Im z) + 2η| Im z| > | Im z|

for suitable η, 0 < η < 1, small enough. Using Corollary 4.8 we find M such
that for each ρ > 0 if a plurisubharmonic function ϕ satisfies ϕ(z) = hN1(Im z) +
o(ω(|z|)) and

ϕ(z) 6 hN1(Im z) +
ω(z)

n
+ t, ϕ(z) 6 ρ| Im z|

then
ϕ(z) 6 hM (Im z) +

ω(z)
m

+ θt + Cθ,m,ρ.

Choose δ > 0 so small that δ < η
2 and 0 < ε < 1, ρ1 > 0 so large that

hN1(Im z) 6 ρ1| Im z|.

Let
ρ := ρ(ε) := 1 + ρ1 + δε−2.

Take a plurisubharmonic function u on Vj ∩D such that

u(z) 6 hN (Im z) + δ, z ∈ Vj ∩D,

u(z) 6 0 z ∈ Kε ∩ Vj .
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Define a plurisubharmonic function

H(z) :=
1
2

(| Im z|2 − |Re z|2) ,

see its properties in [34, Lemma 2.9].
Take z0 ∈ Vj with |z0| < 1. Define

ψ : V ∩ {z ∈ Cd : |z − Re (jz0)| < j} → [−1,∞[

by

ψ(z) := max
{

ju

(
z

j

)
+ ηjH

(
z − Re (jz0)

j

)
; hN1(Im z)

}
.

Observe that for |z − Re (jz0)| = j we have

ju

(
z

j

)
+ ηjH

(
z − Re (jz0)

j

)
6 jhN

(
Im z

j

)
+ jδ + ηj

(
j−1| Im z| − 1

2

)

6 hN (Im z) + η| Im z|+
(

δ − 1
2
η

)
j

6 hN1(Im z).

Therefore we can extend ψ to a global plurisubharmonic function on V in
PSH(V, N1, 0) taking ψ(z) = hN1(Im z) for |z − Re (jz0)| > j.

Clearly, for |z − Re (jz0)| 6 j we have

ψ(z) 6 hN1(Im z) + jδ + ηj

∣∣∣∣
Im z

j

∣∣∣∣ 6 hN1(Im z) + jδ + ηj.

Therefore for all z we have

ψ(z) 6 hN1(Im z) + j(δ + η).

Moreover, we observe that:

(1) for |z − Re (jz0)| > j we have:

ψ(z) 6 hN1(Im z) 6 ρ1| Im z| 6 ρ| Im z|;

(2) for |z − Re (jz0)| 6 j, z
j ∈ Kε we have

ψ(z) 6 max
(

ηjH

(
z − Re (jz0)

j

)
, hN1(Im z)

)

6 max (η| Im z|, hN1(Im z)) 6 ρ| Im z|,

since in this case u
(

z
j

)
6 0;
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(3) for |z − Re (jz0)| 6 j, z
j 6= Kε we have:

ψ(z) 6 hN (Im z) + jδ + η| Im z|

6 hN1(Im z) +
|z|δ
ε

6 hN1(Im z) +
δ

ε2
| Im z|

6 ρ| Im z|,

since in this case j 6 |z|
ε , |z| 6 | Im z|

ε .

Thus we have

ψ(z) 6 hM (Im z) +
ω(z)
m

+ θj(δ + η) + Cρ,m,θ.

Clearly at z = jz0 ∈ V using H(iy) > 0 for y ∈ [−1, 1] we obtain

ju(z0) 6 ψ(jz0) 6 hM (j Im z0) +
ω(jz0)

m
+ θj(δ + η) + Cρ,m,θ

and
u(z0) 6 hM (Im z0) +

ω(jz0)
jm

+ θ(δ + η) +
Cρ,m,θ

j
.

This is true for all z0 ∈ Vj , |z0| < 1.
We have proved that

UKε(z0, hN ◦ Im+δ, Vj , B(0, 3)) 6 hM (Im z0) +
ω(jz0)

mj
+ θ(δ + η) +

Cθ,m,ρ

j

for every m and j, z0 ∈ Vj , |z0| < 1. If we let j → ∞ and use the facts that
ω(z) 6 Q|z|+ Q for some constant Q and that Vj converge to Vp the zero variety
of the principal part of P in the sense of [34, 4.4] we get:

UKε(z; hN ◦ Im+δ, V, D) 6 hM (Im z) + θ(δ + η) +
Q|z|
m

.

Since this is true for every m and θ ∈]0, θ0[ we have:

UKε(z;hN ◦ Im+δ, V,D) 6 hM (Im z).

Now, E =
⋂

ε→0 Kε thus, by [34, Prop. 4.2], for |z| < 1,

UE(z;hN ◦ Im+δ, V,D) 6 hM (Im z).

This implies HPL(Ω, loc) at zero. ¥

Theorem 5.7. Let P ∈ C[z1, . . . , zd] be an arbitrary polynomial, Ω ⊆ Rd an open
convex set, let ω be a non-quasianalytic weight or let ω satisfy (α1).

If
P (D) : E{ω}(Ω, A (U)) → E{ω}(Ω, A (U))
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is surjective then

P (D) : E{ω}(Rd, A (U)) → E{ω}(Rd,A (U))

is surjective as well.
The same holds for A (U) substituted by Λ′0(α), Λ′∞(α). In fact, if ker P (D) ⊆

E{ω}(Ω) has (PΩ), (PΩ), (PA) or the dual interpolation estimate (for all θ, for
small θ, for big θ) then ker P (D) ⊆ E{ω}(Rd) has the same property.

Proof. To prove the last statement by Prop. 4.6 we can shift Ω so that 0 ∈ Ω
and then apply Prop. 4.6 and 4.7 for Rd =

⋃∞
n=1 nΩ. The rest follows from

Cor. 5.2. ¥

Theorem 5.8. If the weight ω satisfies ω(t) = o(t1/2) then for a polynomial P of
order 6 2 the following conditions are equivalent:

(a) The operator P (D) : E{ω}(Rd,A (U)) → E{ω}(Rd, A (U)) is surjective.
(b) The operator P (D) : E{ω}(Rd) → E{ω}(Rd) has a continuous linear right

inverse.
(c) The operator P (D) : C∞(Rd) → C∞(Rd) has a continuous linear right

inverse.

In particular, the above result holds for Gevrey classes Γ{p} for p > 2.

Remark. The description of polynomials which satisfy the above conditions is
given in [36], comp. [13, Theorem A].

Proof. (c)⇒(b): [35, Cor. 3.12]. (b)⇒(a): Obvious.
(a)⇒(c): By Theorem 5.5, the operator

Pp(D) : C∞(Rd) → C∞(Rd)

has a continuous linear right inverse. Using in the proof of [13, Lemma 8.9]
the function u instead of v we get the same conclusion under the assumption
IPL0

+(Rd, ω, 0). This allows to prove [13, Prop. 8.10] again under the assumption
IPL0

+(Rd+2, ω, 0) instead of IPL0
+(Rd+2, ω,∞). Then we apply the proof of [13,

Theorem 8.11] for ω with ω(t) = o(t1/2) instead of ω(t) = log(2 + |t|). ¥

For polynomials of two variables we can repeat the method of [13, Thm. 8.14].
A polynomial P is {ω}-hyperbolic with respect to a non-characteristic vector v if
P (D) admits a fundamental solution E ∈ D ′

{ω}(R
d) with supp E ⊆ H+(v). It is

{ω}-hyperbolic if it is {ω}-hyperbolic with respect to at least one non-characteristic
vector. By [37, Lemma 2.14], P is {ω}-hyperbolic with respect to v if and only if
it is (σ)-hyperbolic with respect to v for some weight σ = o(ω).

Theorem 5.9. Let P ∈ C[z1, z2] be an arbitrary polynomial. The following asser-
tions are equivalent for any non-quasianalytic weight ω:

(a) P (D) : E{ω}(Ω,A (U)) → E{ω}(Ω,A (U)) is surjective for some open convex
Ω ⊆ R2;



Parameter dependence of solutions of differential equations 103

(b) P (D) : E{ω}(Ω) → E{ω}(Ω) has a continuous linear right inverse for all
open convex sets Ω ⊆ R2;

(c) P (D) is {ω}-hyperbolic or, equivalently, {ω}-hyperbolic with respect to all
non-characteristic directions.

Proof. (b)⇒(a) obvious. (c)⇒(b) follows from [35, Th. 5.14]. (a)⇒(c): We
repeat the proof of [13, Thm. 8.13] (a)⇒(c) taking, v = ũ (so σ is superfluous).
Thus we get for every m:

ERα 6 2α+1θDRα + ω(a)/m + C.

Therefore taking θ = E/(2α+2D) we get Rα 6 2C/E +(C2/m)ω(R) for any m, C
depending on m. Then tα = o(ω(t)). Clearly then

| Im z1| 6 A + B|z2|α

which means that V (P ) is (tα)-hyperbolic and thus {ω}-hyperbolic. ¥

6. The real analytic case

Now, we consider
P (D) : A (Ω) → A (Ω),

where Ω ⊆ Rd is convex open. Clearly A (Ω, A (U)) ' A (Ω×U) thus surjectivity
of P (D) on A (Ω, A (U)) can be checked by the criteria of surjectivity of differential
operators on spaces of scalar valued real analytic functions. For open convex
sets Ω surjectivity of P (D) on A (Ω) was characterized by Hörmander [20]. For
non convex open sets Ω this was done Langenbruch [28], [29].

Since in general U is a manifold so the above criteria are useless. Using our
method we can prove the following main theorem.

Theorem 6.1. Let Ω ⊆ Rd be open convex, let U be an arbitrary real analytic
manifold and let P (D) : A (Ω) → A (Ω) be an arbitrary linear partial differential
operator with constant coefficients. The following conditions are equivalent:

(a) The equation P (D)u = f has a real analytic parameter dependence of solu-
tions.

(b) P (D) : A (Ω, A (U)) → A (Ω,A (U)) is surjective.
(c) P (D) : A (Ω, A (R)) → A (Ω, A (R)) is surjective.
(d) P (D) : A (Ω, A (T)) → A (Ω, A (T)) is surjective.
(e) The principal part operator Pp(D) : A (Ω, A (U)) → A (Ω,A (U)) is surjec-

tive.
(f) The principal part operator Pp(D) : A (Ω, A (R)) → A (Ω, A (R)) is surjec-

tive.
(g) The principal part operator Pp(D) : A (Ω,A (T)) → A (Ω, A (T)) is surjec-

tive.
(h) Pp(D) : C∞(Ω) → C∞(Ω) or, equivalently, Pp(D) : D ′(Ω) → D ′(Ω) has a

linear continuous right inverse.
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For more characterizations of condition (h) in Theorem 6.1 see [9] and refer-
ences therein, comp. also [13, Th. A].

We first collect consequences of the result above. By Corollary 5.2, we get
immediately:

Corollary 6.2. Under the assumptions of the theorem above the following asser-
tions are equivalent.

(a) kerP (D) ⊆ A (Ω) has (PΩ).
(b) kerP (D) ⊆ A (Ω) has the dual interpolation estimate for small θ.
(c) kerPp(D) ⊆ A (Ω) has (PΩ).
(d) kerPp(D) ⊆ A (Ω) has the dual interpolation estimate for small θ.

By Cor. 5.2, Cor. 5.6, [38, Th. 3.3] and [13, Th. 8.8, Cor. 8.2], we also get
(for more equivalent conditions see [38, Th. 3.3]):

Corollary 6.3. For every homogeneous algebraic manifold V the following con-
ditions are equivalent:

(a) V has HPL(Ω, loc) at zero.
(b) V has IPL0

+(Ω, |z|, 0) or, equivalently, IPL0(Ω, |z|, 0).
(c) V has IPL(Ω, ω,∞) for some/every non-quasianalytic weight ω.
(d) V has IPL0

+(Ω, ω, 0) or, equivalently, IPL0(Ω, ω, 0) for some/every non-
quasianalytic ω.

Using [36] we get:

Corollary 6.4. An operator of order two on A (Rd) satisfies the real analytic
parameter dependence of solutions if and only if after some linear invertible change
of variables its principal part is of the form

µ∂2
1 or µ




r∑

j=1

∂2
j −

s∑

j=r+1

∂2
j




for µ ∈ C, 1 6 r < s.

Using [32] or [13, Th. 8.13] we get:

Corollary 6.5. An operator of two variables on A (Ω), Ω ⊆ Rd convex open, sat-
isfies the real analytic parameter dependence of solutions if and only if its principal
part is hyperbolic.

Proof of Theorem 6.1. Theorem 5.5 shows that (b), (c), (d), (e), (f) or (g) all
imply (h) (for equivalence of C∞ and D ′ cases see [32]).

By [52, Prop. 3.2], (h)⇒(f) which means that

Pp(D) : A (Ω× R) → A (Ω× R)

is surjective. Since Ω× R is convex, by [20] this implies surjectivity of

P (D) : A (Ω× R) → A (Ω× R),

i.e., the condition (c). By Cor. 5.2, (c)⇒(b), (d), (f)⇒(g), (e). We have proved
that (b) does not depend on the choice of U and (a) is just (b) for all U . ¥
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Using quite different methods Vogt [52] proved for Ω ⊆ Rd, d > 1, that if

P (D) : A (Ω, A (R))) → A (Ω,A (R))

is surjective then

P (D) : A (Rd,A (R)) → A (Rd, A (R)) (12)

is surjective [52, Prop. 3.1, Th. 3.4] and [29, Th. 4.4] (surjectivity of Pp(D) on
A (Ω) implies surjectivity on A (Rd)). Then surjectivity of (12) is equivalent to
surjectivity of

Pp(D) : A (Rd,A (R)) → A (Rd, A (R))

[52, Th. 3.4] and also to the existence of a continuous linear right inverse for

Pp(D) : C∞(Rd) → C∞(Rd)

[52, Th. 3.4, Prop. 3.3]. Vogt [52, Th. 3.7] also characterized polynomials of order
two on bounded convex sets Ω ⊆ Rd with C1-boundary for which

P (D) : A (Ω, A (U)) → A (Ω, A (U))

is surjective (those for which its principal part is proportional to a product of two
real linear forms).

We get an immediate consequence of Theorem 5.7:

Corollary 6.6. If Ω ⊆ Rd is an open convex set and P (D) : A (Ω) → A (Ω)
satisfies the real analytic parameter dependence of solutions then the same holds
for P (D) : A (Rd) → A (Rd).

7. Open problems

We collect some open problems suggested by the theory described in this paper
(comp. Section 9 in [13]).

Problem 7.1. Is it true that for arbitrary polynomial P the positive solution of
the real analytic parameter dependence problem for P (D) : E{ω}(Ω) → E{ω}(Ω) is
equivalent to the existence of continuous linear right inverse for the same operator?

This problem is exactly equivalent to the following question (comp. [3, Prob-
lem 9.5]):

Problem 7.2. Can we characterize existence of a continuous linear right inverse
for P (D) : E{ω}(Ω) → E{ω}(Ω) by the dual interpolation estimate for the kernel of
P (D)?

There are two tempting particular cases of Problem 7.1: Ω = H+ a half space
and Ω an open bounded set with C1-boundary. Especially interesting is the fol-
lowing problem.
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Problem 7.3. Is it true that the following conditions are equivalent:
(a) P (D) : A (Ω) → A (Ω) has a continuous linear right inverse;
(b) P (D) has the real analytic parameter dependence of solutions.

Clearly, (a)⇒(b). So far Vogt proved [52, Th. 3.6] that for homogeneous
operators of order two (b) implies that P is proportional to the product of two
linear forms. That means P is a composition of two directional derivatives. Such
an operator has a linear continuous right inverse for many sets Ω.

Of course our approach only gives a chance to solve Problems 7.1, 7.2 and 7.3
for convex Ω. For non-convex Ω we know anything only for elliptic operators.

Problem 7.4. Prove an analogue of Theorem 6.1 for quasianalytic classes E{ω}(Ω).

As Rudnicki (Katowice) pointed out to the author the following problem is
very natural.

Problem 7.5. Characterize the analytic parameter dependence of solutions for
P (D) in terms of the existence of special fundamental solutions of P (D).

The same problem for existence of a linear continuous right inverse is solved in
[32] — so the problem is related to Problem 7.1.

As we have shown in [13, Prop. 8.1], ker P (D) ⊆ D ′(Ω) always has some dual
interpolation estimate. Moreover, by Cor. 6.2, if kerP (D) ⊆ A (Ω) has (PΩ) then
it has (PA).

Problem 7.6. Is it true that ker P (D) ⊆ E{ω}(Ω) for surjective P (D) : E{ω}(Ω) →
E{ω}(Ω) has always (PA) or (PΩ)? The same question for P (D) : A (Ω) → A (Ω).

This is true in the elliptic case. Might be this the only case?
In order to improve Th. 4.1 (vi) one should solve the following problem:

Problem 7.7. Find a nuclear Fréchet space X such that for every PLS-space Y
the condition Proj1 (XεY ) = 0 is equivalent to Y ∈(PA).

Clearly such a space X should have the property (Ω). Moreover, it would allow
to prove that (PA) is the three space property.

It seems that the most interesting would be the problem to characterize in
terms of the symbol kernels of linear partial differential operators with variable
coefficients on A (Ω) which have the dual interpolation estimate for small θ since
this would solve the real analytic parameter dependence problem for partial dif-
ferential operators with variable coefficients via Theorem 3.3. Creating a suitable
theory would require a nice description of the kernel and this requires a substitute
of the fundamental principle.
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