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ESTIMATES OF THE APPROXIMATION ERROR FOR
ABSTRACT SAMPLING TYPE OPERATORS IN ORLICZ SPACES

Carlo Bardaro & Ilaria Mantellini

Abstract: We get some inequalities concerning the modular distance Iϕ
G[Tf − f ] for bounded

functions f : G → R. Here G is a locally compact Hausdorff topological space provided with
a regular and σ -finite measure µG, Iϕ

G is the modular functional generating the Orlicz spaces
Lϕ(G) and T is a nonlinear integral operator of the form

(Tf)(s) =

∫

H
K(s, t, f(t))dµH(t),

where H is a closed subset of G endowed with another regular and σ -finite measure µH . As
a consequence we obtain a convergence theorem for a net of such operators. Some applications
to discrete operators are given.
Keywords: Sampling operators, discrete operators, Orlicz spaces, moduli of continuity.

1. Introduction

In [7] we consider a net of nonlinear integral operators of type

(Twf)(s) =
∫

Hw

Kw(s, t, f(t))dµw(t), w > 0, s ∈ G,

where G is a Hausdorff locally compact topological space provided with a regular
and σ -finite measure µG and (Hw)w>0 is a family of nonempty closed subspaces
of G such that

⋃
w>0Hw = G and µw is a regular and σ -finite measure on Hw.

The main result of [7] states a global modular convergence theorem in an
Orlicz space Lϕ(G) for the family of operators (Tw)w>0 and various applications
to sampling type series and other kinds of discrete operators are discussed.

The method used in [7] is based on a modular density theorem which states
that Cc(G) = Lϕ(G), being Cc(G) the subspace of all the continuous functions
with compact support (see [3]). This approach did not give explicitely an estimate
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of the error of modular approximation IϕG[Twf − f ], because we did not involve a
modulus of continuity. Here IϕG is the modular functional generating the Orlicz
space Lϕ(G) defined by

IϕG[f ] =
∫

G

ϕ(|f(s)|)dµG(s),

for f∈L0(G), being L0(G) the space of all µG -measurable function defined on G.
Here we consider some kinds of moduli of continuity in Orlicz spaces and we

get some inequalities which give bounds for the error IϕG[Twf − f ] in terms of
these moduli. The complexity of these estimates has the advantage to be applied
to convergence theorems with a direct approach without using density results and
without boundedness assumptions on the family (µw)w>0 as used in [7].

We furnish various applications to a wide range of integral operators, from
Urysohn type operators to discrete operators, both in linear and nonlinear case.

In particular, in nonlinear frame we give explicit results for Mellin type
operators ([11], [9]) and in linear case we give detailed applications for generalized
sampling operators ([19], [13], [14]) and Szász-Mirak’jan operator ([1]).

2. Preliminaries

Let G be a locally compact Hausdorff topological space provided with its family of
Borel sets B. Let µG be a regular and σ -finite measure defined on B. Moreover let
H ⊂ G be a nonempty closed (measurable) subset of G, and let µH be another
regular and σ -finite measure on the Borel σ -algebra generated by the family
{A ∩ H : A open subset of G} . We will assume that the topology of G is
uniformizable, i.e. there is a uniform structure U ⊂ G × G which generates the
topology of G (see [20]). For every U ∈ U, we put Us = {t ∈ G : (s, t) ∈ U}.
By local compactness, we assume that for every s ∈ G, the base {Us : U ∈ U}
contains compact sets.

By L0(G) we denote the vector space of all real-valued µG -measurable func-
tions f : G → R provided with equality a.e., by C(G) the subspace of all
uniformly continuous and bounded functions and by Cc(G) the subspace of all
continuous functions with compact support.

Let Ψ be the class of all functions ψ : R+
0 → R+

0 such that the function
ψ is continuous and non decreasing, with ψ(0) = 0, ψ(u) > 0 for u > 0.

For a given ψ ∈ Ψ, let Kψ be the class of all functions K : G×H ×R→ R,
such that
K.1) K(·, ·, u) is globally measurable on G×H for every u ∈ R and K(s, t, 0) = 0,

for every (s, t) ∈ G×H.
K.2) K is (L,ψ)-Lipschitz i.e. there is a function L : G × H → R+

0 , globally
measurable on G×H, such that

|K(s, t, u)−K(s, t, v)| 6 L(s, t)ψ(|u− v|)
for every s ∈ G, t ∈ H, u, v ∈ R.
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Now for K ∈ Kψ we take into consideration the following nonlinear integral
operator T of the form

(Tf)(s) =
∫

H

K(s, t, f(t))dµH(t),

s ∈ G, f ∈ DomT, where DomT is the subset of L0(G) on which Tf is well
defined as a µG -measurable function of s ∈ G. In [6], it is proved that L∞(G) is
contained in DomT.

Let Φ be the class of all functions ϕ : R+
0 → R+

0 such that
i) ϕ is continuous, non decreasing,

ii) ϕ(0) = 0, ϕ(u) > 0 for u > 0 and limu→+∞ ϕ(u) = +∞.
Moreover we denote by Φ̃ the subspace of Φ whose elements are convex

functions.
Now, for ϕ ∈ Φ, we define the functional

IϕG[f ] =
∫

G

ϕ(|f(s)|)dµG(s)

for every f ∈ L0(G).
As it is well known, IϕG is a modular on L0(G) and the subspace

Lϕ(G) = {f ∈ L0(G) : IϕG[λf ] < +∞ for some λ > 0}
is the Orlicz space generated by ϕ, (see [17]).

We point out that if ϕ ∈ Φ̃, then IϕG is a convex modular.
Given ϕ, η ∈ Φ and ψ ∈ Ψ we will say that the triple (ϕ,ψ, η) is properly

directed if for every λ > 0 there exists Cλ ∈]0, 1[ satisfying

ϕ(Cλψ(u)) 6 η(λu), (1)

for every u ∈ R+
0 , (see [9]).

Moreover, given η ∈ Φ, we will denote by IηH the modular

IηH [f ] =
∫

H

η(|f(t)|)dµH(t)

for any f ∈ X(H), the space of all real valued µH -measurable functions on H.
Here with Lη(H), for η ∈ Φ, we denote the space of all functions f ∈

L0(G) such that the restriction f|H is an element of the Orlicz space generated
by the modular IηH .

If H is a discrete set, for example H = N or H = ZZZ , we will denote by
`ϕ(H) the corresponding Orlicz space, called the sequence Orlicz space.

By using the modular IϕG, with ϕ ∈ Φ̃, we define the Luxemburg norm in
Lϕ(G) in the following way (see [17])

‖f‖ϕ,G = inf{u > 0 : IϕG[
f

u
] 6 1}.

Analogously we define the norm ‖f‖ϕ,H when the base space is H.
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The following inequality was proved in [8]

Theorem 1. Let ψ ∈ Ψ, ϕ ∈ Φ̃ and η ∈ Φ be functions satisfying property (1)
and K ∈ Kψ. Let us assume, furtherly, that there exists a constant D > 0 such
that ∫

H

L(s, t)dµH(t) 6 D and
∫

G

L(s, t)dµG(s) 6 D

for every s ∈ G and t ∈ H respectively. Then for every f ∈ DomT and for
every λ > 0 there exists α > 0 such that

IϕG[αTf ] 6 IηH [λf ].

In particular, Tf ∈ Lϕ(G) whenever f ∈ Lη(H).

3. Estimates for the modular error of approximation in L∞(G)L∞(G)L∞(G)

3.1. Estimates in terms of pointwise modulus of continuity. Let K ∈ Kψ

for a fixed ψ ∈ Ψ. We shall apply the following notations for every s ∈ G and
f ∈ L0(G)

R(f, s) :=
∣∣∣∣
∫

H

K(s, t, f(s))dµH(t)− f(s)
∣∣∣∣ ,

Rn(s) := sup
1
n6|u|6n

∣∣∣∣
∫

H

K(s, t, u)dµH(t)− u
∣∣∣∣ ,

for every n ∈ N+ and
R(s) = sup

n∈N
Rn(s).

For every s ∈ G and U ∈ U, let Us be a neighbourhood of s ∈ G. We put

ωη(f, Us) := sup
t∈Us

η(|f(t)− f(s)|),

and for any compact subset B ⊂ G

ωη(f,B,U) := sup
s∈B

ωη(f, Us)

for f ∈ L0(G).
We need the following definition: we will say that the family (L(·, t))t∈H sa-

tisfies property (∗) if for every compact C ⊂ G and for every ε > 0 there exists
a compact subset B ⊂ G such that

∫

G\B
L(s, t)dµG(s) < ε

for every t ∈ H ∩ C.
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We prove the following theorem

Theorem 2. Let us suppose that the assumptions of Theorem 1 hold and the
family (L(·, t))t∈H satisfies property (∗). Let f ∈ L∞(G)∩Lϕ+η(G)∩Lη(H) be
fixed. Let C ⊂ G be an arbitrary nonempty compact subset. Then for every
ε, λ > 0 and U ∈ U, there exist α > 0 and a compact subset B ⊂ G, depending
only on C and ε, such that

IϕG[α(Tf − f)] 6 1
4
ωη(λf,B, U)µG(B)

+
η(2λ‖f‖∞)

4D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s)

+
ε

2D
IηH [2λf ] +

1
2
IηH [2λfχH\C ] +

3
4
IηG[2λfχG\B ] +

1
4
IϕG[4αfχG\B ]

+
1
2

∫

B

ϕ(2αR(f, s))dµG(s).

Proof. Let λ > 0 be fixed and let α > 0 be such that 4αD 6 Cλ. We have

|(Tf)(s)− f(s)|

6
∫

H

L(s, t)ψ(|f(t)− f(s)|)dµH(t) +
∣∣∣∣
∫

H

K(s, t, f(s))dµH(t)− f(s)
∣∣∣∣ .

Thus by convexity of ϕ,

IϕG[α(Tf − f)] 6 1
2

∫

G

ϕ

(
2α
∫

H

L(s, t)ψ(|f(t)− f(s)|)dµH(t)
)
dµG(s)

+
1
2

∫

G

ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s))dµH(t)− f(s)
∣∣∣∣
)
dµG(s) = J1 + J2.

Now we consider J1. We fix, arbitrarily, a compact subset C ⊂ G and ε > 0.
Let B be the compact subset in the assumption (∗). Then we have

J1 =
1
2

(∫

B

+
∫

G\B

)
ϕ

(
2α
∫

H

L(s, t)ψ(|f(t)− f(s)|)dµH(t)
)
dµG(s)

= J1
1 + J2

1 .

Using Jensen inequality and (1), we obtain

J1
1 6 1

4

∫

B

ϕ

(
4α
∫

H∩Us
L(s, t)ψ(|f(t)− f(s)|)dµH(t)

)
dµG(s)

+
1
4

∫

B

ϕ

(
4α
∫

H\Us
L(s, t)ψ(|f(t)− f(s)|)dµH(t)

)
dµG(s)
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6 1
4D

∫

B

(∫

H∩Us
η(λ|f(t)− f(s)|)L(s, t)dµH(t)

)
dµG(s)

+
1

4D

∫

B

(∫

H\Us
η(λ|f(t)− f(s)|)L(s, t)dµH(t)

)
dµG(s)

6 1
4
ωη(λf,B, U)µG(B) +

η(2λ‖f‖∞)
4D

∫

B

(∫

H\Us
L(s, t)dµH(t)

)
dµG(s).

Now we evaluate J2
1 . Using the same arguments as before and property (∗), we

have

J2
1 6 1

2D

∫

G\B

[∫

H

η(λ|f(t)− f(s)|)L(s, t)dµH(t)
]
dµG(s)

6 1
2D

∫

G\B

[∫

H

η(2λ|f(t)|)L(s, t)dµH(t)
]
dµG(s)

+
1

2D

∫

G\B

[∫

H

η(2λ|f(s)|)L(s, t)dµH(t)
]
dµG(s)

6 1
2D

∫

H∩C
η(2λ|f(t)|)

[∫

G\B
L(s, t)dµG(s)

]
dµH(t)

+
1

2D

∫

H\C
η(2λ|f(t)|)

[∫

G\B
L(s, t)dµG(s)

]
dµH(t)

+
1
2

∫

G\B
η(2λ|f(s)|)dµG(s)

6 ε

2D

∫

H∩C
η(2λ|f(t)|)dµH(t) +

1
2

∫

H\C
η(2λ|f(t)|)dµH(t)

+
1
2

∫

G\B
η(2λ|f(s)|)dµG(s).

We consider now J2. We have

J2 =
1
2

(∫

B

+
∫

G\B

)
ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s))dµH(t)− f(s)
∣∣∣∣
)
dµG(s)

= J1
2 + J2

2 .

Note that

J1
2 =

1
2

∫

B

ϕ(2αR(f, s))dµG(s),
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while

J2
2 6 1

4D

∫

G\B

[∫

H

ϕ(4αDψ(|f(s)|))L(s, t)dµH(t)
]
dµG(s)

+
1
4

∫

G\B
ϕ(4α|f(s)|)dµG(s)

6 1
4

∫

G\B
η(λ|f(s)|)dµG(s) +

1
4

∫

G\B
ϕ(4α|f(s)|)dµG(s).

Since by monotonicity of η we have η(λ|f(s)|) 6 η(2λ|f(s)|), the theorem is
completely proved.

In particular, given a function f satisfying the assumptions of Theorem 2,
we can choose a suitable compact set C such that the following corollary holds

Corollary 1. Let us suppose that the assumptions of Theorem 1 hold and the
family (L(·, t))t∈H satisfies property (∗). Let f ∈ L∞(G)∩Lϕ+η(G)∩Lη(H) be
fixed. Let λ > 0 be such that IηH [2λf ]+IηG[2λf ] < +∞. Then for every ε > 0 and
U ∈ U there exists α > 0 and a compact subset B ⊂ G such that

IϕG[α(Tf − f)]

6 1
4
ωη(λf,B,U)µG(B) +

η(2λ‖f‖∞)
4D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s)

+
1
2

∫

B

ϕ(2αR(f, s))dµG(s) + ε.

Proof. Let λ > 0 be fixed as in the assumptions and let α > 0 be such that
4αD 6 Cλ and IϕG[4αf ] < +∞. We can assume that IηH [2λf ] is positive. Let
ε > 0 be fixed. There exists a compact C = Cε such that

1
2
IηH [2λfχH\C ] 6 ε

3
.

Now, using property (∗) there exists a compact B = Bε ⊂ G such that

∫

G\B
L(s, t)dµG(s) <

2Dε
3IηH [2λf ]

for every t ∈ H ∩ C. We can choose B in such a way that

3
4
IηG[2λfχG\B ] +

1
4
IϕG[4αfχG\B ] <

ε

3
.

The assertion comes from Theorem 2.
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Now we can obtain a similar inequality in terms of Rn(s) for n ∈ N.
Corollary 2. Under the assumptions of Theorem 2, for a given compact subset
C ⊂ G we have that for every ε, λ > 0 and U ∈ U there exists α > 0 and a
compact subset B ⊂ G, depending only on C and ε such that

IϕG[α(Tf − f)] 6 1
4
ωη(λf,B, U)µG(B)

+
η(2λ‖f‖∞)

4D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s)

+
ε

2D
IηH [2λf ] +

1
2
IηH [2λfχH\C ] +

3
4
IηG[2λfχG\B ] +

1
4
IϕG[4αfχG\B ]

+
1
4
µG(B)[η(

λ

n
) + ϕ(

4α
n

)] +
1
2

∫

B

ϕ(2αRn(s))dµG(s),

for sufficiently large n ∈ N.
Proof. Using the same methods and notations of the proof of Theorem 2, we have
only to estimate the term

J2 =
1
2

(∫

B

+
∫

G\B

)
ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s))dµH(t)− f(s)
∣∣∣∣
)
dµG(s)

= J1
2 + J2

2 .

We estimate now J1
2 . Since f ∈ L∞(G) there exists an integer n such that

|f(s)| 6 n for every s ∈ G. For n > n, we put An = {s ∈ G : 0 6 |f(s)| 6 1
n}

and we obtain

J1
2 =

1
2

∫

B

ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s))dµH(t)− f(s)
∣∣∣∣
)
dµG(s)

=
1
2

∫

B

ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s)χAn(s))dµH(t)− f(s)χAn(s)
∣∣∣∣
)
dµG(s)

+
1
2

∫

B

ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s)χG\An(s))dµH(t)− f(s)χG\An(s)
∣∣∣∣
)
dµG(s)

= J1,1
2 + J1,2

2 .

We have

J1,1
2 =

1
2

∫

B

ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s)χAn(s))dµH(t)− f(s)χAn(s)
∣∣∣∣
)
dµG(s)

6 1
4

∫

B

ϕ

(
4α
∫

H

|K(s, t, f(s)χAn(s))|dµH(t)
)
dµG(s)

+
1
4

∫

B

ϕ(4α|f(s)χAn(s)|)dµG(s)
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6 1
4

∫

B

ϕ

(
4α
∫

H

L(s, t)ψ(
1
n

)dµH(t)
)
dµG(s) +

1
4

∫

B

ϕ(
4α
n

)dµG(s)

6 1
4D

∫

B

(∫

H

ϕ(4αDψ(
1
n

))L(s, t)dµH(t)
)
dµG(s) +

1
4
ϕ(

4α
n

)µG(B)

6 1
4
ϕ(4αDψ(

1
n

))µG(B) +
1
4
ϕ(

4α
n

)µG(B)

6 1
4
η(
λ

n
)µG(B) +

1
4
ϕ(

4α
n

)µG(B)

=
1
4
µG(B)[η(

λ

n
) + ϕ(

4α
n

)].

Moreover

J1,2
2 =

1
2

∫

B

ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s)χG\An(s))dµH(t)− f(s)χG\An(s)
∣∣∣∣
)
dµG(s)

6 1
2

∫

B

ϕ(2αRn(s))dµG(s).

Finally J2
2 is estimated exactly as in Theorem 2.

Remarks.

1.1. Under the assumptions of Theorem 2, if R(s) < +∞ for every s ∈ G, then
the inequality given in this theorem becomes

IϕG[α(Tf − f)] 6 1
4
ωη(λf,B,U)µG(B)

+
η(2λ‖f‖∞)

4D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s)

+
ε

2D
IηH [2λf ] +

1
2
IηH [2λfχH\C ] + IηG[2λfχG\B ] +

1
4
IϕG[4αfχG\B ]

+
1
2

∫

B

ϕ(2αR(s))dµG(s).

In the same way the inequality expressed in Corollary 1, becomes

IϕG[α(Tf − f)] 6 1
4
ωη(λf,B, U)µG(B)

+
η(2λ‖f‖∞)

4D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s)

+
1
2

∫

B

ϕ(2αR(s))dµG(s) + ε.
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1.2. Let us observe that if f ∈ C(G) we can choose U ∈ U such that
ωη(λf,B, U)µG(B) < 4ε. Thus by Corollary 1, we get

IϕG[α(Tf − f)] 6 η(2λ‖f‖∞)
4D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s)

+
1
2

∫

B

ϕ(2αR(f, s))dµG(s) + 2ε

1.3. The inequality in Theorem 2 (see also Corollary 1) represents a non local
version of a similar result given in [6] for subsets of finite measure.

3.2. Estimates in terms of a norm modulus of continuity. Let σ, γ ∈ Φ̃ be
two complementary functions in the sense of Young (see [18]).

For any function f ∈ L∞(G), U ∈ U and a compact subset B ⊂ G, we
define the norm modulus of continuity by

ω̃γ◦η(f,B, U) := sup
s∈B
‖η(|f(·)− f(s)|)χUs(·)‖γ,H .

We have the following

Theorem 3. Let the assumptions of Theorem 2 be satisfied and furtherly L(s, ·) ∈
Lσloc(H) . Let U ∈ U and ‖L(:, ·)χU(:)(·)‖σ,H ∈ L1

loc(G). Let C ⊂ G be an arbitrary
nonempty compact subset. Then for every ε, λ > 0 there exist α > 0 and a
compact subset B ⊂ G, depending only on C and ε, such that

IϕG[α(Tf − f)] 6 1
D
ω̃γ◦η(λf,B,U)

∫

B

‖L(s, ·)χUs(·)‖σ,HdµG(s)

+
η(2λ‖f‖∞)

2D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s)

+
ε

2D
IηH [2λf ] +

1
2
IηH [2λfχH\C ] +

3
4
IηG[2λfχG\B ] +

1
4
IϕG[4αfχG\B ]

+
1
2

∫

B

ϕ(2αR(f, s))dµG(s).

Proof. Let λ > 0 be fixed and let Cλ be the constant in (1). Then, as in
Theorem 2, for any α > 0 such that 2αD 6 Cλ we have

IϕG[α(Tf − f)] 6 1
2D

∫

G

[∫

H

L(s, t)η(λ|f(t)− f(s)|)dµH(t)
]
dµG(s)

+
1
2

∫

G

ϕ

(
2α
∣∣∣∣
∫

H

K(s, t, f(s))dµH(t)− f(s)
∣∣∣∣
)
dµG(s)

= J1 + J2.
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As to concerns J1 we have

J1 6 1
2D

(∫

B

+
∫

G\B

)[∫

H

L(s, t)η(λ|f(t)− f(s)|)dµH(t)
]
dµG(s) = J1

1 + J2
1 .

In order to evaluate J1
1 , for U ∈ U we write

∫

H

L(s, t)η(λ|f(t)− f(s)|)dµH(t) =
∫

Us

L(s, t)η(λ|f(t)− f(s)|)dµH(t)

+
∫

H\Us
L(s, t)η(λ|f(t)− f(s)|)dµH(t)

= I1 + I2

Using Proposition 1 in [18], we have

I1 6 2ω̃γ◦η(λf,B, U)‖L(s, ·)χUs(·)‖σ,H

for every s ∈ B. As to I2 we have

I2 6 η(2λ‖f‖∞)
∫

H\Us
L(s, t)dµH(t)

Thus

J1
1 6 ω̃γ◦η(λf,B,U)

D

∫

B

‖L(s, ·)χUs(·)‖σ,H dµG(s)

+
η(2λ‖f‖∞)

2D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s).

The terms J2
1 and J2 can be estimated exactly as in Theorem 2.

Remark 2. As in Corollary 2, under the same assumptions of Theorem 3, we can
obtain an analogous estimates in terms of Rn(s), for n ∈ N in the following way

IϕG[α(Tf − f)] 6 1
D
ω̃γ◦η(λf,B,U)

∫

B

‖L(s, ·)χUs(·)‖σ,HdµG(s)

+
η(2λ‖f‖∞)

2D

∫

B

[∫

H\Us
L(s, t)dµH(t)

]
dµG(s)

+
ε

2D
IηH [2λf ] +

1
2
IηH [2λfχH\C ] +

3
4
IηG[2λfχG\B ] +

1
4
IϕG[4αfχG\B ]

+
1
4
µG(B)[η(

λ

n
) + ϕ(

4α
n

)] +
1
2

∫

B

ϕ(2αRn(s))dµG(s).
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3.3. Applications to convergence. For every w > 0, let Hw be a nonempty
closed subset of G with ∪w>0Hw = G. Let µHw be a regular and σ -finite
measure on the σ -algebra B(Hw) of the Borel sets of Hw . In the following we put
µw = µHw .

Let Ξ = (ψw)w>0 ⊂ Ψ be a family of functions such that the net (ψw(u))w>0

is bounded for every u > 0.
Let us denote by KΞ the class of all the family of functions K = (Kw)w>0

such that for every w > 0 we have Kw ∈ Kψw . Let us denote by L = (Lw)w>0 ⊂
L the corresponding class of functions such that the Lipschitz condition holds for
any w > 0 i. e.

|Kw(s, t, u)−Kw(s, t, v)| 6 Lw(s, t)ψw(|u− v|)

for every s ∈ G, t ∈ Hw, u, v ∈ R and w > 0.
For a given K = (Kw)w>0 ∈ KΞ we will study the approximation properties

of the family of operators T = (Tw)w>0 given by

(Twf)(s) =
∫

Hw

Kw(s, t, f(t))dµw(t), s ∈ G

where f ∈ DomT = ∩w>0DomTw; here DomTw is the set of all functions
f ∈ L0(G) for which Tw is well defined as a µG -measurable function of s ∈ G.

In the following we will assume that the triple (ϕ,ψw, η) is properly directed
for every w > 0.

We will say that the family K is singular if the following conditions hold
1) There is a constant D > 0 such that, for every w > 0, s ∈ G, t ∈ Hw, we
have ∫

Hw

Lw(s, t)dµw(t) 6 D,

∫

G

Lw(s, t)dµG(s) 6 D.

2) For every s ∈ G and for every U ∈ U we have

lim
w→+∞

∫

Hw\Us
Lw(s, t)dµw(t) = 0.

3) For every s ∈ G and u ∈ R we have

lim
w→+∞

∫

Hw

Kw(s, t, u)dµw(t) = u.

We will say that the family K is uniformly singular if conditions 2) and 3)
are replaced by the following ones
2)’ For every U ∈ U we have

lim
w→+∞

∫

Hw\Us
Lw(s, t)dµw(t) = 0

uniformly with respect to s ∈ G.
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3)’ We have

lim
w→+∞

∫

Hw

Kw(s, t, u)dµw(t) = u,

uniformly with respect to s ∈ G and u ∈ C, where C is any compact subset of
R \ {0}.

In the following we will write

Rw(f, s) :=
∣∣∣∣
∫

Hw

Kw(s, t, f(s))dµw(t)− f(s)
∣∣∣∣ .

For nonlinear integral operators of convolution type a stronger concept of
singularity was given in [16] and [9].

Moreover the inequalities in 1) can be satisfied only for sufficiently large
w > 0.

Using the previous notations, we will say that the family (Lw(·, t))t∈Hw,w>0

satisfies property (∗∗) if for every compact C ⊂ G and for every ε > 0 there
exists a compact subset B ⊂ G such that

∫

G\B
Lw(s, t)dµG(s) < ε,

for every t ∈ Hw ∩ C and sufficiently large w > 0.
We will say that a function f ∈ Lη(Hw), uniformly with respect to w > 0, for

a fixed η ∈ Φ, if there exist two constants λ,M > 0 such that IηHw [λf ] 6 M for
sufficiently large w > 0, depending only on f.

Remark 3. Let G = R and, for w > 0, Hw = 1
w ZZZ . Let us consider the

measures µG the Lebesgue measure and µw = 1
wµc, being µc the counting

measure. In this instance, we have

IηHw [λf ] =
1
w

+∞∑

k=−∞
η(λ|f(

k

w
)|).

Note that the above series is a generalized Riemann sum of the generalized integral

∫ +∞

−∞
η(λ|f(s)|)ds.

So, for example, using the caracterization given in [15], every function f such
that η ◦ λf is of bounded coarse varition (see [15]) is uniformly in Lη(Hw).

In the following we put

ω̃wγ◦η(f,B, U) := sup
s∈B
‖η(|f(·)− f(s)|)χUs(·)‖γ,Hw .
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In what follows we denote by Υγ◦η(Hw) the subclass of all the functions f ∈
L∞(G) for which there exists λ > 0 such that

lim
U∈U

ω̃wγ◦η(λf,B, U) = 0

for every compact subset B ⊂ G, uniformly with respect to sufficiently large
w > 0. In the previous formula we have taken the limit with respect to the filter
of sets given by U. Thus by Theorem 3, we deduce a modular convergence theorem
for the class of operators (Tw)w>0.

Theorem 4. Let ϕ ∈ Φ̃, η ∈ Φ, Ξ = (ψw)w>0 ⊂ Ψ be such that the triple
(ϕ,ψw, η) is properly directed for every w > 0 and σ, γ ∈ Φ̃ be two comple-
mentary functions in the sense of Young. Let K = (Kw)w>0 ∈ KΞ be singular. As-
sume furtherly that Lw(s, ·) ∈ Lσloc(Hw) and (Lw(·, t))t∈Hw,w>0 satisfies property
(∗∗). Let us assume that for a given U ∈ U, ‖Lw(:, ·)χU(:)(·)‖σ,Hw ∈ L1

loc(G), uni-
formly with respect to w > 0. Let f ∈ Υγ◦η(Hw)∩Lϕ+η(G)∩Lη(Hw) uniformly
with respect to w > 0. Then there exists α > 0 such that

lim
w→+∞

IϕG[α(Twf − f)] = 0.

Proof. We will use the notations of Theorem 3 and its estimate in terms of
Rw(f, s). Let λ > 0 be such that

IηG[2λf ] + IηHw [2λf ] + IϕG[λf ] 6 P < +∞,
for an absolute constant P > 0 and sufficiently large w > 0. Let ε > 0 be fixed
and let C ⊂ G be a compact subset such that

1
2
IηHw [2λfχHw\C ] < ε,

for sufficiently large w > 0. By property (∗∗) let B be a compact subset of
G such that ∫

G\B
Lw(s, t)dµG(s) < ε,

for every t ∈ Hw ∩ C and sufficiently large w > 0. We can choose B in such a
way that

3
4
IηG[2λfχG\B ] +

1
4
IϕG[λfχG\B ] < ε.

Now by the singularity assumptions, we have

lim
w→+∞

Rw(f, s) = 0

for every s ∈ G and so, since Rw(f, s) 6 ψw(‖f‖∞)D + ‖f‖∞ by the property
of the family Ξ and the Lebesgue dominated convergence Theorem, we have

lim
w→+∞

∫

B

ϕ(λRw(f, s))dµG(s) = 0.
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Moreover, by assumptions 1) and 2) of singularity and again the Lebesgue The-
orem,

lim
w→+∞

∫

B

[∫

Hw\Us
Lw(s, t)dµw(t)

]
dµG(s) = 0,

where U ∈ U is fixed. Finally, by assumptions there is a constant P ′ > 0 such
that ∫

B

‖Lw(s, ·)χUs(·)‖σ,HwdµG(s) 6 P ′

for every w > 0. Now since f ∈ Υγ◦η(Hw) we can choose U ∈ U in such a way
that

P ′

D
ω̃wγ◦η(λf,B, U) < ε

for sufficiently large w > 0. Thus, choosing α > 0 such that 4α 6 λ and
2αD 6 Cλ, applying Theorem 3 with H = Hw, µH = µw, L = Lw and
T = Tw, we obtain the assertion.

In the same way we can obtain a convergence theorem using the pointwise
modulus of continuity, according to Theorem 2.

Theorem 5. Let us suppose that the assumptions of Theorem 1 hold and the
family (Lw(·, t))t∈Hw,w>0 satisfies property (∗∗). Let K = (Kw)w>0 ∈ KΞ be
singular. Assume that the triple (ϕ,ψw, η) is properly directed for every w >
0. Let f ∈ C(G) ∩ Lϕ+η(G) ∩ Lη(Hw) uniformly with respect to w > 0. Then
there exists α > 0 such that

lim
w→+∞

IϕG[α(Twf − f)] = 0.

4. Applications to Urysohn operators

Here we assume H = G endowed with the same measure µG. Thus our integral
operator is given now by

(Tf)(s) =
∫

G

K(s, t, f(t))dµG(t), s ∈ G.

In this instance property (∗) for the family (L(·, t))t∈G takes the form: for every
compact C ⊂ G and for every ε > 0 there exists a compact subset B ⊂ G such
that B ⊃ C and ∫

G\B
L(s, t)dµG(s) < ε

for every t ∈ C. The results in Section 3 hold in this particular case with obviuos
changes. In this frame we can obtain also estimates without the boundedness
assumption on function f. Indeed we have the following result.
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Theorem 6. Let us suppose that the assumptions of Theorem 1 hold and the
family (L(·, t))t∈G satisfies property (∗). Furtherly assume that L(s, ·) ∈ Lσloc(G).
Let U ∈ U and ‖L(:, ·)χU(:)(·)‖σ,G ∈ L1

loc(G). Let f ∈ DomT ∩ Lϕ+η(G) ∩
Lγ◦η(G) be fixed. Let C ⊂ G be an arbitrary nonempty compact subset. Then
for every ε, λ > 0 there exist α > 0 and a compact subset B ⊂ G, depending
only on C and ε, such that

IϕG[α(Tf − f)] 6 1
D
ω̃γ◦η(λf,B,U)

∫

B

‖L(s, ·)χUs(·)‖σ,GdµG(s)

+
1

2D

∫

G

η(2λ|f(t)|)
[∫

G\Ut
L(s, t)dµG(s)

]
dµG(t)

+
1

2D

∫

G

η(2λ|f(s)|)
[∫

G\Us
L(s, t)dµG(t)

]
dµG(s) +

ε

2D
IηG[2λf ]

+
5
4
IηG[2λfχG\C ] +

1
4
IϕG[4αfχG\B ] +

1
2

∫

B

ϕ(2αR(f, s))dµG(s),

Proof. Let λ > 0 and α > 0 as in the proof of Theorem 3. We have

IϕG[α(Tf − f)] 6 1
2D

∫

G

[∫

G

L(s, t)η(λ|f(t)− f(s)|)dµG(t)
]
dµG(s)

+
1
2

∫

G

ϕ

(
2α
∣∣∣∣
∫

G

K(s, t, f(s))dµG(t)− f(s)
∣∣∣∣
)
dµG(s) = J1 + J2.

Using the same notations of Theorem 3, we can estimate the term J1 in the
following way

J1 6 1
2D

∫

G

[∫

Us

L(s, t)η(λ|f(t)− f(s)|)dµG(t)
]
dµG(s)

+
1

2D

∫

G

[∫

G\Us
L(s, t)η(λ|f(t)− f(s)|)dµG(t)

]
dµG(s)

= J1
1 + J2

1 .

Concerning J1
1 we have

J1
1 =

1
2D

∫

B

[∫

Us

L(s, t)η(λ|f(t)− f(s)|)dµG(t)
]
dµG(s)

+
1

2D

∫

G\B

[∫

Us

L(s, t)η(λ|f(t)− f(s)|)dµG(t)
]
dµG(s)

6 ω̃γ◦η(λf,B, U)
D

∫

B

‖L(s, ·)χUs(·)‖σ,GdµG(s)

+
1

2D

∫

G\B

[∫

Us

L(s, t)η(λ|f(t)− f(s)|)dµG(t)
]
dµG(s).
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Now we have

1
2D

∫

G\B

[∫

Us

L(s, t)η(λ|f(t)− f(s)|)dµG(t)
]
dµG(s)

6 1
2D

∫

G\B

[∫

Us

L(s, t)η(2λ|f(t)|)dµG(t)
]
dµG(s)

+
1

2D

∫

G\B

[∫

Us

L(s, t)η(λ|f(s)|)dµG(t)
]
dµG(s) = A1 +A2.

Concerning A1 we have

A1 6 1
2D

∫

G

η(2λ|f(t)|)
[∫

G\B
L(s, t)dµG(s)

]
dµG(t)

=
1

2D

∫

C

η(2λ|f(t)|)
[∫

G\B
L(s, t)dµG(s)

]
dµG(t)

+
1

2D

∫

G\C
η(2λ|f(t)|)

[∫

G\B
L(s, t)dµG(s)

]
dµG(t)

6 ε

2D
IηG[2λf ] +

1
2
IηG[2λfχG\C ].

For A2, taking into account that B ⊃ C, we have

A2 6 1
2
IηG[2λfχG\B ] 6 1

2
IηG[2λfχG\C ].

As to J2
1 , noting that χG\Us(t) = χG\Ut(s) for every (s, t) ∈ G×G, we have

1
2D

∫

G

[∫

G\Us
L(s, t)η(λ|f(t)− f(s)|)dµG(t)

]
dµG(s)

6 1
2D

∫

G

η(2λ|f(t)|)
[∫

G\Ut
L(s, t)dµG(s)

]
dµG(t)

+
1

2D

∫

G

η(2λ|f(s)|)
[∫

G\Us
L(s, t)dµG(t)

]
dµG(s).

The remainder J2 is exactly as in Theorem 3 and so summing up the previous
inequalities we obtain the assertion.

For what concerns the convergence for a family of Urysohn operators (Tw)w>0

let us consider Hw = G for every w > 0 and µw = µG. The notion of
singularity for the kernel K = (Kw)w>0 ∈ KΞ is easily obtained substituting
Hw = G, µw = µG for every w > 0 and analogously for the uniform singularity.
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Thus, under the assumptions of Theorem 4 with T = Tw, L = Lw we can
obtain a modular convergence theorem for bounded but not necessarily continuous
functions. At the same time we can obtain an analogous convergence theorem for
continuous functions using the pointwise modulus of continuity, as in Section 3.3.

For not necessarily bounded functions we can obtain a convergence theorem
directly by Theorem 6 modifying property 2) of singularity assuming

For every s ∈ G and for every U ∈ U we have

lim
w→+∞

∫

G\Us
Lw(s, t)dµG(t) = 0, lim

w→+∞

∫

G\Ut
Lw(s, t)dµG(s) = 0,

uniformly with respect to s, t ∈ G respectively.

Example. (Nonlinear Mellin-type convolution operator) Let G = H = R+ be

provided with the measure µG =
dt

t
being dt the Lebesgue measure. Let K :

R+ → R be a measurable function in L1(R+) such that

∫ +∞

0
K(z)

dz

z
= 1.

Moreover let Γ : R→ R be a function satisfying a Lipschitz condition of type

|Γ(u)− Γ(v)| 6 ψ(|u− v|),

for every u, v ∈ R. Here ψ ∈ Ψ is a fixed function. We define now

K(s, t, u) = K(ts−1)Γ(u),

(s, t) ∈ R+×R+ and u ∈ R. Clearly, the kernel K satisfies the (L,ψ)-Lipschitz
condition with L(s, t) = |K(ts−1)|. The corresponding operator has the form

(Tf)(s) ≡ (Mf)(s) =
∫ +∞

0
K(ts−1)Γ(f(t))

dt

t
.

In [4] it is proved that DomM contains every Orlicz spaces. Note that the as-
sumptions of Theorem 1 are satisfied taking D = ‖K‖1. We prove now that the
function L(s, t) satisfies property (∗). In order to do that, since K ∈ L1 for a
given ε > 0 there exist δ > 0 and P > 0 such that

∫

A

|K(t)|dt
t
<
ε

2

for every measurable set A such that µG(A) < δ and

∫ +∞

P

|K(t)|dt
t
<
ε

2
.
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Let C = [b,M ] with b > 0 and let B = [a,N ] such that M
N < δ and b

a > P. So
for t ∈ [b,M ] we have

∫

G\B
L(s, t)dµG(s) =

∫ +∞

N

|K(ts−1)|ds
s

+
∫ a

0
|K(ts−1)|ds

s

=
∫ t/N

0
|K(z)|dz

z
+
∫ +∞

t/a

|K(z)|dz
z

6
∫ M/N

0
|K(z)|dz

z
+
∫ +∞

b/a

|K(z)|dz
z
< ε.

As a consequence of Theorem 6, assuming that

R(s) ≡ R = sup
u 6=0
|Γ(u)− u| < +∞,

we have the following

Corollary 3. Let us assume that K ∈ Lσloc(R+). Let f ∈ Lϕ+η(R+)∩Lγ◦η(R+) be
fixed. Let δ > 1 be fixed and let C = [b,M ]. Then for every ε, λ > 0 there
exist α > 0 and a compact set B = [a,N ] such that

IϕR+ [α(Mf − f)] 6 1
‖K‖1

ω̃γ◦η(λf,B, δ)(N − a)‖Kχ]1/δ,δ[‖σ,R+

+
1
‖K‖1

IηR+ [2λf ]
∫

R+\]1/δ,δ[
|K(t)|dt

t
+

ε

2‖K‖1
IηR+ [2λf ]

+
5
4
IηR+ [2λfχR+\[b,M ]] +

1
4
IϕR+ [4αfχR+\[a,N ]] +

ϕ(2αR)
2

(N − a),

Proof. Using the notation of Theorem 6, putting Us =]s/δ, sδ[, we have
∫

B

‖L(s, ·)χUs(·)‖σ,GdµG(s) = ‖Kχ]1/δ,δ[‖σ,R+(N − a).

Indeed note that, for u > 0,

∫ sδ

s/δ

σ

( |K(ts−1)|
u

)
dt

t
=
∫ δ

1/δ
σ

( |K(z)|
u

)
dz

z
.

This implies that the Luxemburg norm of L(s, ·)χUs(·) is independent of s and
it coincides with ‖Kχ]1/δ,δ[‖σ,R+ . Moreover, taking Ut =]t/δ, tδ[,

∫

G\Ut
L(s, t)dµG(s) =

∫ t/δ

0
|K(ts−1)|ds

s
+
∫ +∞

tδ

|K(ts−1)|ds
s

=
∫ +∞

δ

|K(z)|dz
z

+
∫ 1/δ

0
|K(z)|dz

z
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and analogously for ∫

G\Us
L(s, t)dµG(t).

The remainder follows directly by Theorem 6.

Remark 4. If we assume that the function K is bounded then clearly the as-
sumption K ∈ Lσloc(R+) is automatically satisfied. For example, for a fixed
n ∈ N, we can take the kernel

K(t) = ntnχ]0,1[(t) t ∈ R+,

which generates the linear or nonlinear moment operators ([21], [2], [4], [9]).

As a consequence of the general theory developed above, it can be obtained
a modular convergence theorem for a sequence of Mellin type operators

(Mnf)(s) =
∫ +∞

0
Kn(ts−1)Γn(f(t))

dt

t
,

where the functions Kn and Γn satisfy the following assumptions
a) for every n ∈ N, ∫ +∞

0
Kn(z)

dz

z
= 1

and
‖Kn‖1 6 D,

b) for every δ > 1,

lim
n→+∞

∫

R+\[1/δ,δ]
|Kn(u)|du

u
= 0,

c) the family of functions (Kn) is uniformly integrable in R+.
d) for every n ∈ N we have

|Γn(u)− Γn(v)| 6 ψn(|u− v|)

where Ξ = (ψn)n∈N ⊂ Ψ, for every u, v ∈ R,
e) for every u ∈ R

lim
n→+∞

Γn(u) = u.

It is easy to show that the above assumptions imply all the conditions used
to obtain the convergence theorem. For general Mellin convolution operators in
linear case see [11].
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5. Application to linear case

Now we study the particular case of a linear operator of the form

(Tf)(s) =
∫

H

K̃(s, t)f(t)dµH(t), s ∈ G.

Here K̃(s, t) satisfies the following assumptions
∫

H

K̃(s, t)dµH(t) = 1, s ∈ G

and ∫

G

|K̃(s, t)|dµG(s) 6 D,

∫

H

|K̃(s, t)|dµH(t) 6 D,

for every t ∈ H and s ∈ G respectively. In this case we can take ψ(u) = u, u > 0
and L(s, t) = |K̃(s, t)|. Thus, putting η = ϕ, we obtain the following corollary
with respect to pointwise modulus of continuity.

Corollary 4. Let us suppose that the family (|K̃(·, t)|)t∈H satisfies property (∗).
Let f ∈ L∞(G)∩Lϕ(G)∩Lϕ(H) be fixed. Let C ⊂ G be an arbitrary nonempty
compact subset. Then for every ε > 0 and U ∈ U, there exist α > 0 and a
compact subset B ⊂ G, depending only on C and ε, such that

IϕG[α(Tf − f)] 6 ωϕ(αDf,B,U)µG(B)

+
ϕ(2αD‖f‖∞)

D

∫

B

[∫

H\Us
|K̃(s, t)|dµH(t)

]
dµG(s)

+
ε

2D
IϕH [2αDf ] +

1
2
IϕH [2αDfχH\C ] +

1
2
IϕG[2αDfχG\B ].

Proof. By the linearity of the operator, for every s ∈ G we have

|(Tf)(s)− f(s)| 6
∫

H

|K̃(s, t)||f(t)− f(s)|dµH(t)

thus

IϕG[α(Tf − f)] 6 1
D

∫

G

[∫

H

ϕ(αD|f(t)− f(s)|)|K̃(s, t)|dµH(t)
]
dµG(s)

=
1
D

(∫

B

+
∫

G\B

)[∫

H

ϕ(αD|f(t)− f(s)|)|K̃(s, t)|dµH(t)
]
dµG(s)

= J1 + J2.

Following analogous reasonings as in the proof of Theorem 2, for a given U ∈ U, we
have

J1 6 ωϕ(αDf,B,U)µG(B) +
ϕ(2αD‖f‖∞)

D

∫

B

[∫

H\Us
|K̃(s, t)|dµH(t)

]
dµG(s).
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Given ε > 0 and an arbitrary compact subset C ⊂ G, let B ⊂ G be the compact
subset in the assumption (∗). Then

J2 6 1
2D

∫

G\B

[∫

H

ϕ(2αD|f(t)|)|K̃(s, t)|dµH(t)
]
dµG(s)

+
1

2D

∫

G\B

[∫

H

ϕ(2αD|f(s)|)|K̃(s, t)|dµH(t)
]
dµG(s)

6 ε

2D
IϕH [2αDf ] +

1
2
IϕH [2αDfχH\C ] +

1
2
IϕG[2αDfχG\B ].

So the assertion follows.

Using the same arguments of Corollary 1, we get the following

Corollary 5. Under the assumptions of Corollary 1, let α > 0 be such that
IϕH [2αDf ] + IϕG[2αDf ] < +∞, then for every ε > 0 and U ∈ U, there exists a
compact subset B ⊂ G such that

IϕG[α(Tf − f)] 6 ωϕ(αDf,B,U)µG(B)

+
ϕ(2αD‖f‖∞)

D

∫

B

[∫

H\Us
|K̃(s, t)|dµH(t)

]
dµG(s) + ε.

Note that, analogously to Remark 1.2, we can get an estimate in case of
functions in C(G).

For what concerns the use of the norm modulus of continuity, under the
assumptions of Theorem 3, we get the following modular estimate in linear case

Corollary 6. Let the assumptions of Theorem 2 be satisfied and furtherly
|K̃(s, ·)| ∈ Lσloc(H). Let U ∈ U and assume that ‖K̃(:, ·)χU(:)‖σ,H ∈ L1

loc(G).
Let C ⊂ G be an arbitrary nonempty compact subset. Then for every ε > 0 there
exist α > 0 and a compact subset B ⊂ G, depending only on C and ε, such that

IϕG[α(Tf − f)] 6 2ω̃γ◦ϕ(αDf,B,U)
D

∫

B

‖K̃(s, ·)χUs(·)‖σ,HdµG(s)

+
ϕ(2αD‖f‖∞)

D

∫

B

[∫

H\Us
|K̃(s, t)|dµH(t)

]
dµG(s)

+
ε

2D
IϕH [2αDf ] +

1
2
IϕH [2αDfχH\C ] +

1
2
IϕG[2αDfχG\B ].

As before, by inequalities given in Corollaries 4 and 6, it is possible to get
modular convergence results both in continuous and discontinuous case, using the
moduli of continuity ωϕ and ω̃γ◦ϕ.
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6. Applications to discrete operators

In this section we give some applications to sampling type operator and Szász-
-Mirak’jan operator.

6.1. Generalized sampling series. Let us take G = R provided with the
Lebesgue measure and H = ZZZ provided with the counting measure.

Let us consider the generalized sampling series of a function f ∈ L∞(R) de-
fined by

(Sf)(s) =
+∞∑

k=−∞
K(s− k)f(k), s ∈ R,

(see [19] [13], [14]), where K : R → R is a function satisfying the following
properties:

for every s ∈ R
+∞∑

k=−∞
K(s− k) = 1,

+∞∑

k=−∞
|K(s− k)| 6 D

and ∫ +∞

−∞
|K(s)|ds 6 D,

for an absolute constant D > 0.
Let us remark that in this case the kernel

K̃(s, k) = K(s− k)

satisfies all the assumptions of Corollary 4 (see [7]). We obtain the following

Corollary 7. Let f ∈ L∞(R) ∩ Lϕ(R) ∩ `ϕ(ZZZ ) and M > 0 be fixed. Then for
every ε, δ > 0 there exist α > 0 and N > 0 such that

IϕR [α(Sf − f)] 6 2Nωϕ(αDf,N, δ) +
ϕ(2αD‖f‖∞)

D

∫ N

−N

∑

|s−k|>δ
|K(s− k)|ds

+
ε

2D

+∞∑

k=−∞
ϕ(2αD|f(k)|) +

1
2

∑

|k|>M
ϕ(2αD|f(k)|) +

1
2

∫

|s|>N
ϕ(2αD|f(s)|)ds.

Proof. The proof follows by Corollary 4 putting C = [−M,M ], U = {(s, k) ∈
R× ZZZ : |s− k| < δ}, B = [−N,N ].

More generally, let w > 0 be fixed, G = R provided with the Lebesgue
measure and Hw = 1

w ZZZ provided with the measure µw = 1
wµc being µc the

counting measure. We take into consideration the sampling series

(Swf)(s) =
+∞∑

k=−∞
K(ws− k)f(

k

w
), s ∈ R,

where f ∈ L∞(R) and K satisfies the above assumptions.
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Let us remark that in this case the kernel

K̃(s,
k

w
) = wK(w(s− k

w
))

satisfies all the previous assumptions. We obtain the following

Corollary 8. Let f ∈ L∞(R) ∩Lϕ(R)∩ `ϕ(ZZZw ) and M > 0 be fixed. Then for
every ε, δ > 0 there exist α > 0 and N > 0 such that

IϕR [α(Swf − f)] 6 2Nωϕ(αDf,N, δ) +
ϕ(2αD‖f‖∞)

D

∫ N

−N

∑

|ws−k|>wδ
|K(ws− k)|ds

+
ε

2Dw

+∞∑

k=−∞
ϕ(2αD|f(

k

w
)|) +

1
2w

∑

|k|>Mw

ϕ(2αD|f(
k

w
)|)

+
1
2

∫

|s|>N
ϕ(2αD|f(s)|)ds.

Remark 5. Note that under the above assumptions on the function K the family
of kernels

K̃w(s,
k

w
) = wK(w(s− k

w
))

satisfies the singularity assumptions and property (∗∗) used in the general the-
ory (see [7]). Then we can obtain convergence results for the family of sampling
operators (Sw)w>0.

6.2. Szász-Mirak’jan operator. Let us take G = R+
0 endowed with the

Lebesgue measure and, for every n ∈ N, Hn = 1
nN = { kn , k = 0, 1, . . .} endowed

with the measure µn = 1
nµc . We take into consideration the Szász-Mirak’jan

operator given by (see [1], [7])

(Snf)(s) =
+∞∑

k=0

f(
k

n
)e−ns

(ns)k

k!
, s ∈ R+

0 .

In this case, for every n ∈ N, the kernel is given by

K̃(s, t) = K̃(s,
k

n
) = ne−ns

(ns)k

k!
.

We will prove that the kernek K̃ satisfies all the above assumptions. To begin
with, note that ∫

Hn

K̃(s,
k

n
)dµn(k) =

+∞∑

k=0

e−ns
(ns)k

k!
= 1.

Moreover ∫

G

|K̃(s,
k

n
)|dµG(s) =

n

k!

∫ +∞

0
e−ns

(ns)k

k!
ds = 1.

So we can obtain the following
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Corollary 9. Let f ∈ L∞(R+
0 ) ∩ Lϕ(R+

0 ) ∩ `ϕ(ZZZw ) and M > 0 be fixed. Then
for every ε, δ > 0 there exist α > 0 and N > 0 such that

IϕR+
0

[α(Snf − f)] 6 Nωϕ(αf,N, δ) + ϕ(2α‖f‖∞)
∫ N

0

∑

|s− kn |>δ
ne−ns

(ns)k

k!
ds

+
ε

2n

+∞∑

k=0

ϕ(2α|f(
k

n
)|) +

1
2n

∑

|k|>Mn

ϕ(2α|f(
k

n
)|) +

1
2

∫ +∞

N

ϕ(2α|f(s)|)ds.

Proof. The proof follows by Corollary 4 putting C = [0,M ], U = {(s, kn ) ∈
R+

0 × N
n : |s− k

n | < δ}, B = [0, N ].

As shown in [7], the family of functions K̃n(s,
k

n
) = K̃(s,

k

n
) satisfies pro-

perty (∗∗) and the singularity assumptions so it is possible to obtain convergence
theorems.

Let us remark that in the frame of discrete operators it is meaningful to
obtain modular convergence theorem for continuous functions, as a consequence of
Corollaries 7, 8 and 9. Indeed the use of the norm modulus of continuity, introduced
in Section 2, is not suitable here because it is strictly connected with continuity.
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