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Abstract

We investigate the regularity of linear stochastic parabolic equations with zero Diri-
chlet boundary condition on bounded Lipschitz domains O ⊂ Rd with both theoreti-
cal and numerical purpose. We use N.V. Krylov’s framework of stochastic parabolic
weighted Sobolev spaces Hγ,qp,θ(O, T ). The summability parameters p and q in space
and time may differ. Existence and uniqueness of solutions in these spaces is estab-
lished and the Hölder regularity in time is analysed. Moreover, we prove a general
embedding of weighted Lp(O)-Sobolev spaces into the scale of Besov spaces Bατ,τ (O),
1/τ = α/d+1/p, α > 0. This leads to a Hölder-Besov regularity result for the solution
process. The regularity in this Besov scale determines the order of convergence that
can be achieved by certain nonlinear approximation schemes.
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1 Introduction

Let O ⊂ Rd be a bounded Lipschitz domain, T ∈ (0,∞) and let (wkt )t∈[0,T ], k ∈ N, be
independent one-dimensional standard Wiener processes defined on a probability space
(Ω,F ,P). We are interested in the regularity of the solutions to parabolic stochastic
partial differential equations (SPDEs, for short) with zero Dirichlet boundary condition
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Lq(Lp)-regularity and Besov smoothness of SPDEs on bounded Lipschitz domains

of the form

du = (aijuxixj + f)dt+ (σikuxi + gk)dwkt on Ω× [0, T ]×O,
u = 0 on Ω× (0, T ]× ∂O,

u(0, ·) = u0 on Ω×O,

 (1.1)

where the indices i and j run from 1 to d and the index k runs through N = {1, 2, . . .}.
Here and in the sequel we use the summation convention on the repeated indices i, j, k.
The coefficients aij and σik depend on (ω, t) ∈ Ω × [0, T ]. The force terms f and gk de-
pend on (ω, t, x) ∈ Ω× [0, T ]×O. By the nature of the problem, in particular by the bad
contribution of the infinitesimal differences of the Wiener processes, the second spatial
derivatives of the solution may blow up at the boundary ∂O even if the boundary is
smooth, see, e.g., [31]. Hence, a natural way to deal with problems of type (1.1) is to
consider u as a stochastic process with values in weighted Sobolev spaces on O that
allow the derivatives of functions from these spaces to blow up near the boundary. This
approach has been initiated and developed by N.V. Krylov and collaborators, first as
an L2-theory for smooth domains O (see [31]), then as an Lp-theory (p ≥ 2) for the half
space ([36, 37]), for smooth domains ([26, 30]), and for general bounded domains allow-
ing Hardy’s inequality such as bounded Lipschitz domains ([29]). Existence and unique-
ness of solutions have been established within specific stochastic parabolic weighted
Sobolev spaces, denoted by Hγp,θ(O, T ) in [29]. These spaces consist of elements ũ of

the form dũ = f̃dt+ g̃kdwkt , where ũ, f̃ and g̃k, considered as stochastic processes with
values in certain weighted Lp(O)-Sobolev spaces, are Lp-integrable w.r.t. P ⊗ dt. We
refer to Section 3 for the exact definition.

In this article we treat regularity issues concerning the solution u of problem (1.1)
which arise, besides others, in the context of adaptive numerical approximation meth-
ods.

The starting point of our considerations was the question whether we can improve
the Besov regularity results in [6] in time direction. In [6] the spatial regularity of u is
measured in the scale of Besov spaces

Bατ,τ (O),
1

τ
=
α

d
+

1

p
, α > 0, (∗)

where p ≥ 2 is fixed. Note that for α > (p − 1)d/p the sumability parameter τ becomes
less than one, so that in this case Bατ,τ (O) is not a Banach space but a quasi-Banach
space. It is a known result from approximation theory that the smoothness of a target
function f ∈ Lp(O) within the scale (∗) determines the rate of convergence that can be
achieved by adaptive and other nonlinear approximation methods if the approximation
error is measured in Lp(O); see [7, Chapter 4], [15] or the introduction of [6]. Based on
the Lp-theory in [29], it is shown in [6] that the solution u to problem (1.1) satisfies

u ∈ Lτ (Ω× [0, T ],P,P⊗ dt;Bατ,τ (O)),
1

τ
=
α

d
+

1

p
, (1.2)

for certain α > 0 depending on the smoothness of u0, f and gk, k ∈ N. In general, the
spatial regularity of u in the Sobolev scale W s

p (O), s ≥ 0, which determines the order
of convergence for uniform approximation methods in Lp(O), is strictly less than the
spatial regularity of u in the scale (∗). It can be due to, e.g., the irregular behaviour of
the noise at the boundary or the irregularities of the boundary itself; see [40] for the
latter case. This justifies the use of nonlinear approximation methods such as adaptive
wavelet methods for the numerical treatment of SPDEs, cf. [5, 4]. The proof of (1.2)
relies on characterizations of Besov spaces by wavelet expansions and on weighted
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Sobolev norm estimates for u, resulting from the solvability of the problem (1.1) within
the spaces Hγp,θ(O, T ).

An obvious approach to improve (1.2) with respect to regularity in time is to try to
combine the existing Hölder estimates in time for the elements of the spaces Hγp,θ(O, T )

(see [29, Theorem 2.9]) with the wavelet arguments in [6]. However, it turns out that a
satisfactory result requires a more subtle strategy in three different aspects.

Firstly, we need an extension of the Lp-theory in [29] to an Lq(Lp)-theory for SPDEs
dealing with stochastic parabolic weighted Sobolev spaces Hγ,qp,θ(O, T ) with possibly dif-
ferent summability parameters q and p in time and space respectively. These spaces
consist of elements ũ of the form dũ = f̃dt + g̃kdwkt , where ũ, f̃ and g̃k, considered as
stochastic processes with values in suitable weighted Lp(O)-Sobolev spaces, are Lq-
integrable w.r.t. P ⊗ dt. Such an extension is needed to obtain better Hölder estimates
in time in a second step. Satisfactory existence and uniqueness results concerning so-
lutions in the spaces Hγ,qp,θ(O, T ) have been established in [28] for domains O with C1-
boundary. Unfortunately, the techniques used there do not work on general Lipschitz
domains. Also, the Lq(Lp)-results that have been obtained in [50] within the semigroup
approach to SPDEs do not directly suit our purpose: On the one hand, for general Lip-
schitz domains O the domains of the fractional powers of the leading linear differential
operator cannot be characterized in terms of Sobolev or Besov spaces as in the case of
a smooth domains O; see, e.g., the introduction of [6] for details. On the other hand,
even in the case of a smooth domain O we need regularity in terms of weighted Sobolev
spaces to obtain the optimal regularity in the scale (∗).

Secondly, once we have established the solvability of SPDEs within the stochastic
parabolic weighted Sobolev spaces Hγ,qp,θ(O, T ), we have to exploit the Lq(Lp)–regularity
of the solution and derive improved results on the Hölder regularity in time for large
q. For O = Rd+ this has been done by Krylov [35]. It takes quite delicate arguments to
apply these results to the case of bounded Lipschitz domains via a boundary flattening
argument.

Thirdly, in order to obtain a reasonable Hölder-Besov regularity result, it is neces-
sary to generalize the wavelet arguments applied in [6] to a wider range of smoothness
parameters. This requires more sophisticated estimates.

In this article we tackle and solve the tasks described above. We organize the article
as follows. In Section 2 we recall the definition and basic properties of the (determin-
istic) weighted Sobolev spaces Hγ

p,θ(G) introduced in [41] (see also [46, Chapter 6]) on

general domains G ⊂ Rd with non-empty boundary. In Section 3 we give the definition
of the spaces Hγ,qp,θ(G,T ) and specify the concept of a solution for equations of type (1.1)
in these spaces. Moreover, we show that if we have a solution u ∈ Hγ,qp,θ(G,T ) with low

regularity γ ≥ 0, but f and the gk’s have high Lq(Lp)-regularity, then we can lift up
the regularity of the solution (Theorem 3.8). In this sense the spaces Hγ,qp,θ(G,T ) are the
right ones for our regularity analysis of SPDEs.

Section 4 is devoted to the solvability of Eq. (1.1) in Hγ,qp,θ(O, T ), O ⊆ Rd being a
bounded Lipschitz domain. The focus lies on the case q > p ≥ 2 and we restrict our con-
siderations to equations with additive noise, i.e. σik ≡ 0. In Subsection 4.1 we consider
equations on domains with small Lipschitz constants and derive a result for general
integrability parameters q ≥ p ≥ 2 (Theorem 4.2). We use an Lq(Lp)-regularity result
for deterministic parabolic equations from [18] and an estimate for stochastic integrals
in UMD spaces from [49] to obtain a certain low Lq(Lp)-regularity of the solution. Then
the regularity is lifted up with the help of Theorem 3.8. In Subsection 4.2, we consider
the stochastic heat equation on general bounded Lipschitz domains. Here we use the
results from [50] on maximal Lq-regularity of stochastic evolution equations (see also
[51] and [49]) to derive existence and uniqueness of a solution with low regularity. A
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main ingredient will be the fact that the domain of the square root of the weak Dirich-
let Laplacian on Lp(O) coincides with the closure of the test functions C∞0 (O) in the
Lp(O)-Sobolev space of order one (Lemma 4.5). This stays true only for a certain range
of p ∈ [2, p0) with p0 > 3. Thus, so does our result (Theorem 4.4). In a second step, we
again lift up the regularity by using Theorem 3.8. In both settings we derive suitable
a-priori estimates.

In Section 5 we present our result on the Hölder regularity in time of the elements
of Hγ,qp,θ(O, T ) (Theorem 5.1). It is an extension of the Hölder estimates in time for the

elements of Hγ,qp,θ(T ) = Hγ,qp,θ(Rd+, T ) in [34] to the case of bounded Lipschitz domains.
The implications for the Hölder regularity of the solutions of SPDEs are described in
Theorem 5.3.

In Section 6 we pave the way for the analysis of the spatial regularity of the solutions
of SPDEs in the scale (∗). We discuss the relationship between the weighted Sobolev
spaces Hγ

p,θ(O) and Besov spaces. Our main result in this section, Theorem 6.9, is a
general embedding of the spaces Hγ

p,d−νp(O), γ, ν > 0, into the Besov scale (∗). Its
proof is an extension of the wavelet arguments in the proof of [6, Theorem 3.1], where
only integer valued smoothness parameters γ are considered. It can also be seen as an
extension of and a supplement to the Besov regularity results for deterministic elliptic
equations in [12] and [9, 10, 11, 13]. To the best of our knowledge, no such general
embedding has been proven before. In the course of the discussion we also enlighten the
fact that, for the relevant range of parameters γ and ν, the spaces Hγ

p,d−νp(O) act like
Besov spaces Bγ∧νp,p (O) with zero trace on the boundary (Remark 6.7). Let us note that
related embedding results have been obtained, simultaneously with and independently
from our work, in [21].

In Section 7 the results of the previous sections are combined in order to deter-
mine the Hölder-Besov regularity of the elements of the stochastic parabolic spaces
Hγ,qp,θ(O, T ) and of the solutions of SPDEs within these spaces. The related result in [6]
is significantly improved in several aspects; see Remark 7.3 for a detailed comparison.
We obtain an estimate of the form

E‖u‖qCκ([0,T ];Bατ,τ (O)) ≤ N‖u‖
q
Hγ,qp,θ (O,T )

,
1

τ
=
α

d
+

1

p
,

for certain α depending on the smoothness and weight parameters γ and θ and for cer-
tain κ depending on q and α (Theorem 7.4). Using the a-priori estimates from Section 4,
the right hand side of the above inequality can be estimated by suitable norms of f and
g if u is the solution to the corresponding SPDE (Theorem 7.5).

Let us also mention the related work [1] on the Besov regularity for the deterministic
heat equation. The authors study the regularity of temperatures in terms of anisotropic
Besov spaces of type Bα/2,ατ,τ ((0, T )×O), 1/τ = α/d+ 1/p. However, the range of admis-
sible values for the parameter τ is a priori restricted to (1,∞), so that α is always less
than d(1 − 1/p). In our article the parameter τ in (∗) may be any positive number, in-
cluding in particular the case where τ is less than 1 and where Bατ,τ (O) is not a Banach
space but a quasi-Banach space.

Notation and conventions. Throughout this paper, O always denotes a bounded Lips-
chitz domain in Rd, d ≥ 1, as specified in Definition 2.5 below. General subsets of Rd are
denoted by G. We write ∂G for their boundary (if it is not empty) and G◦ for the interior.
N := {1, 2, . . .} denotes the set of strictly positive integers whereas N0 := N ∪ {0}. Let
(Ω,F ,P) be a complete probability space and {Ft, t ≥ 0} be an increasing filtration of
σ-fields Ft ⊂ F , each of which contains all (F ,P)-null sets. By P we denote the pre-
dictable σ-field generated by {Ft, t ≥ 0} and we assume that {(w1

t )t∈[0,T ], (w
2
t )t∈[0,T ], . . .}
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are independent one-dimensional Wiener processes w.r.t. {Ft, t ≥ 0}. For κ ∈ (0, 1) and a
quasi-Banach space (X, ‖·‖X) we denote by Cκ([0, T ];X) the Hölder space of continuous
X-valued functions on [0, T ] with finite norm ‖·‖Cκ([0,T ];X) defined by

[u]Cκ([0,T ];X) := sup
s,t∈[0,T ]

‖u(t)− u(s)‖X
|t− s|κ

,

‖u‖C([0,T ];X) := sup
t∈[0,T ]

‖u(t)‖X ,

‖u‖Cκ([0,T ];X) = ‖u‖C([0,T ];X) + [u]Cκ([0,T ];X).

For 1 < p <∞, Lp(A,Σ, µ;X) denotes the space of µ-strongly measurable and p-Bochner
integrable functions with values in X on a σ-finite measure space (A,Σ, µ), endowed
with the usual Lp-Norm. We write Lp(G) instead of Lp(G,B(G), λd;R) if G ∈ B(Rd),
where B(G) and B(Rd) are the Borel-σ-fields on G and Rd. Recall the Hilbert space
`2 := `2(N) = {a = (a1,a2, . . .) : |a|`2 = (

∑
k |ak|2)1/2 < ∞} with the inner product

〈a,b〉`2 =
∑
i a

kbk, for a,b ∈ `2. The notation C∞0 (G) is used for the space of infinitely
differentiable test functions with compact support in a domainG ⊆ Rd. For any distribu-
tion f on G and any ϕ ∈ C∞0 (G), (f, ϕ) denotes the application of f to ϕ. Furthermore,

for any multi-index α = (α1, . . . , αd) ∈ Nd0, we write Dαf = ∂|α|f

∂x
α1
1 ...∂x

αd
d

for the corre-

sponding (generalized) derivative w.r.t. x = (x1, . . . , xd) ∈ G, where |α| = α1 + . . . + αd.
By making slight abuse of notation, for m ∈ N0, we write Dmf for any (generalized)
m-th order derivative of f and for the vector of all m-th order derivatives of f . E.g.
if we write Dmf ∈ X, where X is a function space on G, we mean Dαf ∈ X for all

α ∈ Nd0 with |α| = m. We also use the notation fxixj = ∂2f
∂xi∂xj , fxi = ∂f

∂xi . The notation fx
(respectively fxx) is used synonymously for Df := D1f (respectively for D2f ), whereas
‖fx‖X :=

∑
i‖uxi‖X (respectively ‖fxx‖X :=

∑
i,j‖fxixj‖X). Moreover, ∆f :=

∑
i fxixi ,

whenever it makes sense. Given p ∈ [1,∞) and m ∈ N, Wm
p (G) denotes the classical

Sobolev space consisting of all f ∈ Lp(G) such that |f |W l
p(G) := supα∈Nd0 , |α|=l‖D

αf‖Lp(G)

is finite for all l ∈ {1, 2, . . . ,m}. It is normed via ‖f‖pWm
p (G) := ‖f‖pLp(G) + |f |pWm

p (G). We

also set |f |W 0
p (G) := ‖f‖Lp(G). The closure of C∞0 (O) in W 1

p (O) is denoted by W̊ 1
p (O)

and is normed by ‖f‖W̊ 1
p (O) := (

∑
i‖fxi‖

p
Lp(O))

1/p. If we have two quasi-normed spaces

(Xi, ‖·‖Xi), i = 1, 2, X1 ↪→ X2 means that X1 is continuously linearly embedded in X2.
For a compatible couple (X1, X2) of Banach spaces, [X1, X2]η denotes the interpolation
space of exponent η ∈ (0, 1) arising from the complex interpolation method. In general,
N will denote a positive finite constant, which may differ from line to line. The notation
N = N(a1, a2, . . .) is used to emphasize the dependence of the constant N on the set
of parameters {a1, a2, . . .}. In general, this set will not contain all the parameters N
depends on. A ∼ B means that A and B are equivalent.

2 Weighted Sobolev spaces

We start by recalling the definition and some basic properties of the (deterministic
and stationary) weighted Sobolev spaces Hγ

p,θ(G) introduced in [41]. These spaces will
serve as state spaces for the solution processes u = (u(t))t∈[0,T ] to SPDEs of type (1.1)
and they will play a fundamental role in all the forthcoming sections.

For p ∈ (1,∞) and γ ∈ R, let Hγ
p := Hγ

p (Rd) := (1 −∆)−γ/2Lp(R
d) be the spaces of

Bessel potentials, endowed with the norm

‖u‖Hγp := ‖(1−∆)γ/2u‖Lp(Rd) := ‖F−1[(1 + |ξ|2)γ/2F(u)(ξ)]‖Lp(Rd),

where F denotes the Fourier transform. It is well known that if γ is a nonnegative
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integer, then

Hγ
p =

{
u ∈ Lp : Dαu ∈ Lp for all α ∈ Nd0 with |α| ≤ γ

}
.

Let G ⊂ Rd be an arbitrary domain with non-empty boundary ∂G. We denote by
ρ(x) := ρG(x) := dist(x, ∂G) the distance of a point x ∈ G to the boundary ∂G. Further-
more, we fix a bounded infinitely differentiable function ψ defined on G such that for all
x ∈ G,

ρ(x) ≤ Nψ(x), ρ(x)m−1|Dmψ(x)| ≤ N(m) <∞ for all m ∈ N0, (2.1)

where N and N(m) do not depend on x ∈ G. For a detailed construction of such a
function see, e.g., [46, Chapter 3, Section 3.2.3]. Let ζ ∈ C∞0 (R+) be a non-negative
function satisfying ∑

n∈Z
ζ(en+t) > c > 0 for all t ∈ R. (2.2)

Note that any non-negative smooth function ζ ∈ C∞0 (R+) with ζ > 0 on [e−1, e] satisfies
(2.2). For x ∈ G and n ∈ Z, define

ζn(x) := ζ(enψ(x)).

Then, there exists k0 > 0 such that, for all n ∈ Z, supp ζn ⊂ Gn := {x ∈ G : e−n−k0 <

ρ(x) < e−n+k0}, i.e., ζn ∈ C∞0 (Gn). Moreover, |Dmζn(x)| ≤ N(ζ,m)emn for all x ∈ G and
m ∈ N0, and

∑
n∈Z ζn(x) ≥ δ > 0 for all x ∈ G. For p ∈ (1,∞) and γ, θ ∈ R, we denote by

Hγ
p,θ(G) the space of all distributions u on G such that

‖u‖p
Hγp,θ(G)

:=
∑
n∈Z

enθ‖ζ−n(en·)u(en·)‖p
Hγp

<∞.

It is well-known that
Lp,θ(G) := H0

p,θ(G) = Lp(G, ρ
θ−ddx),

and that, if γ is a positive integer,

Hγ
p,θ(G) =

{
u ∈ Lp,θ(G) : ρ|α|Dαu ∈ Lp,θ(G) for all α ∈ Nd0 with |α| ≤ γ

}
,

‖u‖p
Hγp,θ(G)

∼
∑
|α|≤γ

∫
G

∣∣ρ|α|Dαu
∣∣pρθ−d dx; (2.3)

see, e.g., [41, Proposition 2.2]. This is the reason why the space Hγ
p,θ(G) is called

weighted Sobolev space of order γ, with summability parameter p and weight parame-
ter θ.

For p ∈ (1,∞) and γ ∈ R we write Hγ
p (`2) for the collection of all sequences g =

(g1, g2, . . .) of distributions on Rd with gk ∈ Hγ
p for each k ∈ N and

‖g‖Hγp (`2) := ‖g‖Hγp (Rd;`2) := ‖|(1−∆)γ/2g|`2‖Lp :=
∥∥∥( ∞∑

k=1

|(1−∆)γ/2gk|2
)1/2∥∥∥

Lp
<∞.

Analogously, for θ ∈ R, a sequence g = (g1, g2, . . .) of distributions on G is in Hγ
p,θ(G; `2)

if, and only if, gk ∈ Hγ
p,θ(G) for each k ∈ N and

‖g‖p
Hγp (G;`2)

:=
∑
n∈Z

enθ‖ζ−n(en·)g(en·)‖p
Hγp (`2)

<∞.

Now we present some useful properties of the space Hγ
p,θ(G) taken from [41], see

also [32, 33].
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Lemma 2.1. Let G ⊂ Rd be a domain with non-empty boundary ∂G, γ, θ ∈ R, and
p ∈ (1,∞).
(i) The space C∞0 (G) is dense in Hγ

p,θ(G).

(ii) Assume that γ − d/p = m + ν for some m ∈ N0, ν ∈ (0, 1] and that i, j ∈ Nd0 are
multi-indices such that |i| ≤ m and |j| = m. Then for any u ∈ Hγ

p,θ(G), we have

ψ|i|+θ/pDiu ∈ C(G), ψm+ν+θ/pDju ∈ Cν(G),

|ψ|i|+θ/pDiu|C(G) + [ψm+ν+θ/pDju]Cν(G) ≤ N‖u‖Hγp,θ(G).

(iii) u ∈ Hγ
p,θ(G) if, and only if, u, ψux ∈ Hγ−1

p,θ (G) and

‖u‖Hγp,θ(G) ≤ N‖ψux‖Hγ−1
p,θ (G) +N‖u‖Hγ−1

p,θ (G) ≤ N‖u‖Hγp,θ(G).

Also, u ∈ Hγ
p,θ(G) if, and only if, u, (ψu)x ∈ Hγ−1

p,θ (G) and

‖u‖Hγp,θ(G) ≤ N‖(ψu)x‖Hγ−1
p,θ (G) +N‖u‖Hγ−1

p,θ (G) ≤ N‖u‖Hγp,θ(G).

(iv) For any ν, γ ∈ R, ψνHγ
p,θ(G) = Hγ

p,θ−pν(G) and

‖u‖Hγp,θ−pν(G) ≤ N‖ψ−νu‖Hγp,θ(G) ≤ N‖u‖Hγp,θ−pν(G).

(v) If γ ∈ (γ0, γ1) then, for any ε > 0, there exists a constant N = N(γ0, γ1, θ, p, ε), such
that

‖u‖Hγp,θ(G) ≤ ε‖u‖Hγ1
p,θ(G) +N(γ0, γ1, θ, p, ε)‖u‖Hγ0

p,θ(G).

Also, if θ ∈ (θ0, θ1) then, for any ε > 0, there exists a constant N = N(θ0, θ1, γ, p, ε), such
that

‖u‖Hγp,θ(G) ≤ ε‖u‖Hγp,θ0 (G) +N(θ0, θ1, γ, p, ε)‖u‖Hγp,θ1 (G).

(vi) There exists a constant c0 > 0 depending on p, θ, γ and the function ψ such that,
for all c ≥ c0, the operator ψ2∆− c is a homeomorphism from Hγ+1

p,θ (G) to Hγ−1
p,θ (G).

Remark 2.2. Assertions (vi) and (iv) in Lemma 2.1 imply the following: If u ∈ Hγ
p,θ−p(G)

and ∆u ∈ Hγ
p,θ+p(G), then u ∈ Hγ+2

p,θ−p(G) and there exists a constant N , which does not
depend on u, such that

‖u‖Hγ+2
p,θ−p(G) ≤ N‖∆u‖Hγp,θ+p(G) +N‖u‖Hγp,θ−p(G).

A proof of the following equivalent characterization of the weighted Sobolev spaces
Hγ
p,θ(G) can be found in [41, Proposition 2.2].

Lemma 2.3. Let {ξn : n ∈ Z} ⊆ C∞0 (G) be such that for all n ∈ Z and m ∈ N0,

|Dmξn| ≤ N(m) cnm and supp ξn ⊆ {x ∈ G : c−n−k0 < ρ(x) < c−n+k0} (2.4)

for some c > 1 and k0 > 0, where the constant N(m) does not depend on n ∈ Z and
x ∈ G. Then, for any u ∈ Hγ

p,θ(G),∑
n∈Z

cnθ‖ξ−n(cn·)u(cn·)‖p
Hγp
≤ N ‖u‖p

Hγp,θ(G)
.

If in addition ∑
n∈Z

ξn(x) ≥ δ > 0 for all x ∈ G (2.5)

then the converse inequality also holds.
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Lq(Lp)-regularity and Besov smoothness of SPDEs on bounded Lipschitz domains

Remark 2.4. (i) It is easy to check that both{
ξ(1)
n := e−n(ζn)xi : n ∈ Z

}
and

{
ξ(2)
n := e−2n(ζn)xixj : n ∈ Z

}
satisfy (2.4) with c := e. Therefore,∑

n∈Z
enθ
(
‖en(ζ−n)xi(e

n·)u(en·)‖p
Hγp

+ ‖e2n(ζ−n)xixj (e
n·)u(en·)‖p

Hγp

)
≤ N‖u‖p

Hγp,θ(G)
.

(ii) Given k1 ≥ 1, fix a function ζ̃ ∈ C∞0 (R+) with

ζ̃(t) = 1 for all t ∈
[ 1

N
2−k1 , N(0) 2k1

]
,

where N and N(0) are as in (2.1). Then, the sequence {ξn : n ∈ Z} ⊆ C∞0 (G) defined by

ξn := ζ̃(2nψ(·)), n ∈ Z,

fulfils the conditions (2.4) and (2.5) from Lemma 2.3 with c = 2 and a suitable k0 > 0.
Furthermore,

ξn(x) = 1 for all x ∈ ρ−1
(
2−n

[
2−k1 , 2k1

])
.

In this paper, O will always denote a bounded Lipschitz domain in Rd. More
precisely:

Definition 2.5. We call a bounded domain O ⊂ Rd a Lipschitz domain if, and only if,
for any x0 = (x1

0, x
′
0) ∈ ∂O, there exists a Lipschitz continuous function µ0 : Rd−1 → R

such that, upon relabeling and reorienting the coordinate axes if necessary, we have

(i) O ∩Br0(x0) = {x = (x1, x′) ∈ Br0(x0) : x1 > µ0(x′)}, and

(ii) |µ0(x′)− µ0(y′)| ≤ K0|x′ − y′|, for any x′, y′ ∈ Rd−1,

where r0,K0 are independent of x0.

Remark 2.6. Recall that for a bounded Lipschitz domain O ⊂ Rd,

W̊ 1
p (O) = H1

p,d−p(O)

with equivalent norms. This follows from [38, Theorem 9.7] and Poincaré’s inequality.

3 Stochastic parabolic weighted Sobolev spaces and SPDEs

In this section, we first introduce the stochastic parabolic spaces Hγ,qp,θ(G,T ) for ar-

bitrary domains G ⊂ Rd with non-empty boundary in analogy to the spaces Hγ,qp,θ(T ) =

Hγ,qp,θ(Rd+, T ) from [34, 35]. Then we show that they are suitable to serve as solution
spaces for equations of type (1.1) in the following sense: If we have a solution u ∈
Hγ,qp,θ(G,T ) with low regularity γ ≥ 0, but f and the gk’s have high Lq(Lp)-regularity,
then we can lift up the regularity of the solution (Theorem 3.8).

Definition 3.1. Let G be a domain in Rd with non-empty boundary. For p, q ∈ (1,∞),
γ, θ ∈ R and T ∈ (0,∞) we define

H
γ,q
p,θ(G,T ) := Lq(Ω× [0, T ],P,P⊗ dt;Hγ

p,θ(G)),

H
γ,q
p,θ(G,T ; `2) := Lq(Ω× [0, T ],P,P⊗ dt;Hγ

p,θ(G; `2)),

Uγ,qp,θ (G) := Lq(Ω,F0,P;ψ1−2/qH
γ−2/q
p,θ (G)).

If p = q we also write Hγp,θ(G,T ), Hγp,θ(G,T ; `2) and Uγp,θ(G) instead of Hγ,pp,θ (G,T ),
H
γ,p
p,θ (G,T ; `2) and Uγ,pp,θ (G) respectively.
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Lq(Lp)-regularity and Besov smoothness of SPDEs on bounded Lipschitz domains

From now on let

p ∈ [2,∞), q ∈ [2,∞), γ ∈ R, θ ∈ R.

Definition 3.2. Let G be a domain in Rd with non-empty boundary. We write u ∈
Hγ,qp,θ(G,T ) if, and only if, u ∈ H

γ,q
p,θ−p(G,T ), u(0, ·) ∈ Uγ,qp,θ (G), and there exist some

f ∈ Hγ−2,q
p,θ+p(G,T ) and g ∈ Hγ−1,q

p,θ (G,T ; `2) such that

du = f dt+ gk dwkt

in the sense of distributions. That is, for any ϕ ∈ C∞0 (G), with probability one, the
equality

(u(t, ·), ϕ) = (u(0, ·), ϕ) +

∫ t

0

(f(s, ·), ϕ) ds+

∞∑
k=1

∫ t

0

(gk(s, ·), ϕ) dwks

holds for all t ∈ [0, T ], where the series is assumed to converge uniformly on [0, T ] in
probability. In this situation we write Du := f and Su := g. The norm in Hγ,qp,θ(G,T ) is
defined as

‖u‖Hγ,qp,θ (G,T ) := ‖u‖Hγ,qp,θ−p(G,T ) + ‖Du‖
H
γ−2,q
p,θ+p(G,T ) + ‖Su‖

H
γ−1,q
p,θ (G,T ;`2) + ‖u(0, ·)‖Uγ,qp,θ (G).

If p = q we also write Hγp,θ(G,T ) instead of Hγ,pp,θ (G,T ).

Remark 3.3. Replacing G by Rd and omitting the weight parameter θ and the weight
function ψ in the definitions above, one obtains the spaces Hγ,qp (T ) = Hγ,qp (Rd, T ),
Hγ,qp (T ; `2) = Hγ,qp (Rd, T ; `2), Uγ,qp = Uγ,qp (Rd), and H γ,q

p (T ) as introduced in [35, Def-
inition 3.5]. The latter are denoted by Hγ,qp (T ) in [34]; if q = p they coincide with the
spaces Hγp(T ) introduced in [32, Definition 3.1].

We consider initial value problems of the form

du = (aijuxixj + f)dt+ (σikuxi + gk)dwkt , u(0, ·) = u0, (3.1)

on an arbitrary domain G ⊂ Rd with non-empty boundary. We use the following solution
concept.

Definition 3.4. We say that a stochastic process u ∈ Hγ,qp,θ(G,T ) is a solution of Eq. (3.1)
if, and only if,

u(0, ·) = u0, Du = aijuxixj + f, and Su =
(
σikuxi + gk

)
k∈N,

in the sense of Definition 3.2.

Remark 3.5. Here and in the sequel we use the summation convention on the repeated
indices i, j, k. The question, in which sense, for a bounded Lipschitz domain O ⊂ Rd,
the elements of Hγ,qp,θ(O, T ) fulfil a zero Dirichlet boundary condition as in Eq. (1.1), will
be answered in Remark 6.7.

We make the following assumptions on the coefficients in Eq. (3.1). Throughout this
paper, whenever we will talk about this equation, we will assume that they are fulfilled.

Assumption 3.6. (i) The coefficients aij = aij(ω, t) and σik = σik(ω, t) are predictable.
They do not depend on x ∈ G. Furthermore, aij = aji for i, j ∈ {1, . . . , d}.
(ii) There exist constants δ0,K > 0 such that for any (ω, t) ∈ Ω× [0, T ] and λ ∈ Rd,

δ0|λ|2 ≤ āij(ω, t)λiλj ≤ aij(ω, t)λiλj ≤ K|λ|2,

where āij(ω, t) := aij(ω, t)− 1
2 (σi·(ω, t), σj·(ω, t))`2 , with σi·(ω, t) =

(
σik(ω, t)

)
k∈N ∈ `2.
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Lq(Lp)-regularity and Besov smoothness of SPDEs on bounded Lipschitz domains

We will use the following result taken from [34, Lemma 2.3].

Lemma 3.7. Let p ≥ 2, m ∈ N, and, for i = 1, 2, . . . ,m,

λi ∈ (0,∞), γi ∈ R, u(i) ∈ Hγi+2
p (T ), u(i)(0, ·) = 0.

Denote Λi := (λi −∆)γi/2. Then

E
[ ∫ T

0

m∏
i=1

‖Λi∆u(i)‖pLpdt
]

≤ N
m∑
i=1

E
[ ∫ T

0

(
‖Λif (i)‖pLp + ‖Λig(i)

x ‖
p
Lp(`2)

) m∏
j=1
j 6=i

‖Λj∆u(j)‖pLpdt
]

+N
∑

1≤i<j≤m

E
[ ∫ T

0

‖Λig(i)
x ‖

p
Lp(`2)‖Λjg

(j)
x ‖

p
Lp(`2)

m∏
k=1
k 6=i,j

‖Λk∆u(k)‖pLpdt
]
,

where f (i) := Du(i)−arsu(i)
xrxs , g

(i)k := Sku(i)−σrku(i)
xr and Lp(`2) := H0

p (`2). The constant
N depends only on m, d, p, δ0, and K.

Now we are able to prove that if we have a solution u ∈ Hγ+1,q
p,θ (G,T ) to Eq. (3.1) and

if the regularity of the forcing terms f and g is high then we can lift the regularity of
the solution. Note that in the next theorem there is no restriction, neither on the shape
of the domain G ⊂ Rd nor on the parameters θ, γ ∈ R.

Theorem 3.8. Let G ⊂ Rd be an arbitrary domain with non-empty boundary. Let γ ∈ R,
p ≥ 2 and q = pm for some m ∈ N. Let f ∈ Hγ,qp,θ+p(G,T ), g ∈ Hγ+1,q

p,θ (G,T ; `2) and let

u ∈ Hγ+1,q
p,θ (G,T ) be a solution to Eq. (3.1) with u0 = 0. Then u ∈ Hγ+2,q

p,θ (G,T ), and

‖u‖q
H
γ+2,q
p,θ−p(G,T )

≤ N
(
‖u‖q

H
γ+1,q
p,θ−p(G,T )

+ ‖f‖q
H
γ,q
p,θ+p(G,T )

+ ‖g‖q
H
γ+1,q
p,θ (G,T ;`2)

)
,

where the constant N ∈ (0,∞) does not depend on u, f and g.

Proof. The case m = 1, i.e., p = q is covered by [29, Lemma 3.2]. Therefore, let m ≥ 2.
According to Remark 2.2 it is enough to show that

‖∆u‖q
H
γ,q
p,θ+p(G,T )

≤ N
(
‖u‖q

H
γ+1,q
p,θ−p(G,T )

+ ‖f‖q
H
γ,q
p,θ+p(G,T )

+ ‖g‖q
H
γ+1,q
p,θ (G,T ;`2)

)
.

Using the definition of weighted Sobolev spaces from Section 2, we observe that

‖∆u‖q
H
γ,q
p,θ+p(G,T )

= E
[ ∫ T

0

(∑
n∈Z

en(θ+p)‖(ζ−n∆u(t))(en·)‖p
Hγp

)m
dt
]

≤ N E
[ ∫ T

0

(∑
n∈Z

en(θ+p)
(
‖∆(ζ−nu(t))(en·)‖p

Hγp

+ ‖(∆ζ−nu(t))(en·)‖p
Hγp

+ ‖(ζ−nxux(t))(en·)‖p
Hγp

))m
dt
]
.

(Here ζ−nxux is meant to be a scalar product in Rd.) Now we can use Jensen’s inequality
and Remark 2.4(i) to obtain

‖∆u‖q
H
γ,q
p,θ+p(G,T )

≤ N E
[ ∫ T

0

(∑
n∈Z

en(θ+p)‖∆(ζ−nu(t))(en·)‖p
Hγp

)m
+ ‖u(t)‖q

Hγp,θ−p(G)
+ ‖ux(t)‖q

Hγp,θ(G)
dt
]
.

EJP 18 (2013), paper 82.
Page 10/41

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v18-2478
http://ejp.ejpecp.org/
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An application of Lemma 2.1(iii) and (iv) leads to

‖∆u‖q
H
γ,q
p,θ+p(G,T )

≤ N E
[ ∫ T

0

(∑
n∈Z

en(θ+p)‖∆(ζ−nu(t))(en·)‖p
Hγp

)m
dt
]

+N ‖u‖q
H
γ+1,q
p,θ−p(G,T )

.

Therefore, it is enough to estimate the first term on the right hand side,

E
[ ∫ T

0

(∑
n∈Z

en(θ+p)‖∆(ζ−nu(t))(en·)‖p
Hγp

)m
dt
]

= E
[ ∫ T

0

∑
n1,...,nm∈Z

e

(∑m
i=1 ni

)
(θ+p)

m∏
i=1

‖∆(ζ−niu(t))(eni ·)‖p
Hγp

dt
]
.

Tonelli’s theorem together with the relation

‖u(c ·)‖p
Hγp

= cpγ−d‖(c−2 −∆)γ/2u‖pLp for c ∈ (0,∞), (3.2)

applied to ∆u(ni) with u(n) := ζ−nu for n ∈ Z, show that we only have to handle

∑
n1,...,nm∈Z

e

(∑m
i=1 ni

)
(θ+p+pγ−d)

E
[ ∫ T

0

m∏
i=1

‖(e−2ni −∆)γ/2∆u(ni)(t)‖pLp dt
]
.

Note that since u ∈ Hγ+1,q
p,θ (G,T ) solves Eq. (3.1) with vanishing initial value, u(n) is a

solution of the equation

dv = (arsvxrxs + f (n))dt+ (σrkvxr + g(n)k)dwkt , v(0, ·) = 0,

on Rd, where f (n) = −2ars(ζ−n)xsuxr −ars(ζ−n)xrxsu+ ζ−nf and g(n)k = −σrk(ζ−n)xru+

ζ−ng
k. Furthermore, applying [32, Theorem 4.10], we have u(n) ∈ Hγ+2

p (T ). Thus, we
can use Lemma 3.7 to obtain

E
[ ∫ T

0

m∏
i=1

‖(e−2ni −∆)γ/2∆u(ni)(t)‖pLp dt
]
≤ N

m∑
i=1

(
Ini + IIni

)
+N

∑
1≤i<j≤m

IIIninj

where we denote

Ini := E
[ ∫ T

0

‖Λnif (ni)(t)‖pLp
m∏
j=1
j 6=i

‖Λnj∆u(nj)(t)‖pLpdt
]
,

IIni := E
[ ∫ T

0

‖Λnig(ni)
x (t)‖pLp(`2)

m∏
j=1
j 6=i

‖Λnj∆u(nj)(t)‖pLpdt
]
,

IIIninj := E
[ ∫ T

0

‖Λnig(ni)
x (t)‖pLp(`2)‖Λnjg

(nj)
x (t)‖pLp(`2)

m∏
k=1
k 6=i,j

‖Λnk∆u(nk)(t)‖pLpdt
]
,

with Λn := (e−2n −∆)γ/2. Thus, it is enough to find a proper estimate for

∑
n1,...,nm∈Z

e

(∑m
i=1 ni

)
(θ+p+pγ−d)

( m∑
i=1

(
Ini + IIni

)
+

∑
1≤i<j≤m

IIIninj

)
.
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Applying (3.2) first, followed by Tonelli’s theorem, then Hölder’s and Young’s inequality,
leads to∑

n1,...,nm∈Z
e

(∑m
i=1 ni

)
(θ+p+pγ−d)

m∑
i=1

Ini

=
∑

n1,...,nm∈Z
e

(∑m
i=1 ni

)
(θ+p)

m∑
i=1

E
[ ∫ T

0

‖f (ni)(t, eni ·)‖p
Hγp

m∏
j=1
j 6=i

‖∆u(nj)(t, enj ·)‖p
Hγp

dt
]

≤ N E
[ ∫ T

0

(∑
n∈Z

en(θ+p)‖f (n)(t, en·)‖p
Hγp

)(∑
n∈Z

en(θ+p)‖∆u(n)(t, en·)‖p
Hγp

)m−1

dt
]

≤ N(ε)E
[ ∫ T

0

(∑
n∈Z

en(θ+p)‖f (n)(t, en·)‖p
Hγp

) q
p

dt
]

+ εE
[ ∫ T

0

(∑
n∈Z

en(θ+p)‖∆u(n)(t, en·)‖p
Hγp

) q
p

dt
]
.

Using the definition of f (n) and arguing as at the beginning of the proof, we obtain∑
n∈Z

en(θ+p)‖f (n)(t, en·)‖p
Hγp
≤ N

(
‖ux(t)‖p

Hγp,θ(G)
+ ‖u(t)‖p

Hγp,θ−p(G)
+ ‖f(t)‖p

Hγp,θ+p(G)

)
≤ N

(
‖u(t)‖p

Hγ+1
p,θ−p(G)

+ ‖f(t)‖p
Hγp,θ+p(G)

)
.

Moreover,∑
n∈Z

en(θ+p)‖∆u(n)(t, en·)‖p
Hγp
≤
∑
n∈Z

en(θ+p)‖(∆ζ−nu(t))(en·)‖p
Hγp

+
∑
n∈Z

en(θ+p)‖(ζ−nxux(t))(en·)‖p
Hγp

+
∑
n∈Z

en(θ+p)‖(ζ−n∆u(t))(en·)‖p
Hγp

≤ N
(
‖u(t)‖p

Hγp,θ−p(G)
+ ‖ux(t)‖p

Hγp,θ(G)
+ ‖∆u‖p

Hγp,θ+p(G)

)
≤ N

(
‖u(t)‖p

Hγ+1
p,θ−p(G)

+ ‖∆u‖p
Hγp,θ+p(G)

)
.

Combining the last three estimates, we obtain for any ε > 0 a constant N(ε) ∈ (0,∞),
such that∑

n1,...,nm∈Z
e

(∑m
i=1 ni

)
(θ+p+pγ−d)

m∑
i=1

Ini ≤ ε ‖∆u‖
q
H
γ,q
p,θ+p(G,T )

+N(ε)
(
‖f‖q

H
γ,q
p,θ+p(G,T )

+ ‖u‖q
H
γ+1,q
p,θ−p(G,T )

)
.

Using similar arguments we obtain

∑
n1,...,nm∈Z

e

(∑m
i=1 ni

)
(θ+p+pγ−d)

( m∑
i=1

IIni +
∑

1≤i<j≤m

IIIninj

)
≤ ε ‖∆u‖q

H
γ,q
p,θ+p(G,T )

+N(ε)
(
‖g‖q

H
γ+1,q
p,θ (G,T ;`2)

+ ‖u‖q
H
γ+1,q
p,θ−p(G,T )

)
,

which finishes the proof.
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Lq(Lp)-regularity and Besov smoothness of SPDEs on bounded Lipschitz domains

Iterating this result has the following consequence.

Corollary 3.9. Let G ⊂ Rd be an arbitrary domain with non-empty boundary. Fix γ ≥ 1,
p ∈ [2,∞) and q = mp for some m ∈ N. Furthermore, assume that f ∈ Hγ−2,q

p,θ+p(G,T ),

g ∈ Hγ−1,q
p,θ (G,T ; `2), and that u ∈ H0,q

p,θ−p(G,T ) satisfies Eq. (3.1) with u0 = 0. Then
u ∈ Hγ,qp,θ(G,T ), and

‖u‖q
Hγ,qp,θ (G,T )

≤ N
(
‖u‖q

H
0,q
p,θ−p(G,T )

+ ‖f‖q
H
γ−2,q
p,θ+p(G,T )

+ ‖g‖q
H
γ−1,q
p,θ (G,T ;`2)

)
,

where the constant N ∈ (0,∞) does not depend on u, f and g.

Remark 3.10. An extension of the results above to the case where the coefficients
depend on the space variable x ∈ G can be proved along the lines of [27, 29]. Also, the
symmetry of aij can be dropped. To keep the expositions at a reasonable level, we do
not discuss these cases.

4 Solvability of SPDEs within Hγ,q
p,θ(O, T )

In this section we prove existence and uniqueness of solutions to equations of the
form (3.1) on bounded Lipschitz domains O ⊂ Rd in the spaces Hγ,qp,θ(O, T ). We are
mainly interested in the case q > p. The main ingredient will be Corollary 3.9 which
allows us to lift up the regularity of the solution once we have established a certain low
Lq(Lp)-regularity and if f and the gk’s have high Lq(Lp)-regularity. In this section we
restrict ourselves to equations of type (3.1) with σ ≡ 0 and vanishing initial condition,
i.e., we consider the problem

du = (aijuxixj + f)dt+ gkdwkt , u(0, ·) = 0. (4.1)

We expect, however, that the lifting argument in Corollary 3.9 can be used to derive
similar results for general equations of type (3.1). We establish existence of solutions
with low Lq(Lp)-regularity in two different ways which correspond to two different re-
strictions in our assumptions. First, in Subsection 4.1 we consider Lipschitz domains
with sufficiently small Lipschitz constants. Here we use an Lq(Lp)-regularity result for
deterministic PDEs and basic estimates for stochastic integrals in UMD Banach spaces
to derive a result for general integrability parameters q ≥ p ≥ 2. Then, in Subsection 4.2
we consider the case of general bounded Lipschitz domains. Applying techniques from
the semigroup approach to stochastic evolution equations in Banach spaces, we are
able prove existence and uniqueness of solutions of the stochastic heat equation in
Hγ,qp,d(O, T ) for integrability parameters p ∈ [2, p0) and q ≥ p.

4.1 A result for domains with small Lipschitz constant

We need the following result concerning existence and uniqueness of solutions to
SPDEs of the form (3.1) in Hγp,θ(O, T ) = Hγ,pp,θ (O, T ), i.e., for the case p = q. It is taken
from [29], see Theorem 2.12 and Remark 2.13, as well as Theorem 2.15, therein. Note
that it also holds under weaker assumptions on the parameters and for more general
equations than stated here.

Theorem 4.1. Let O be a bounded Lipschitz domain in Rd and γ ∈ R. For i, j ∈
{1, . . . , d} and k ∈ N, let aij , σik be given coefficients satisfying Assumption 3.6.
(i) For p ∈ [2,∞), there exists a constant κ0 ∈ (0, 1), depending only on d, p, δ0, K and
O, such that for any θ ∈ (d+p−2−κ0, d+p−2+κ0), f ∈ Hγp,θ+p(O, T ), g ∈ Hγ+1

p,θ (O, T ; `2)

and u0 ∈ Uγ+2
p,θ (O), Eq. (3.1) has a unique solution u in the class Hγ+2

p,θ (O, T ). For this
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solution

‖u‖p
Hγ+2
p,θ (O,T )

≤ N
(
‖f‖p

H
γ
p,θ+p(O,T )

+ ‖g‖p
H
γ+1
p,θ (O,T ;`2)

+ ‖u0‖pUγ+2
p,θ (O)

)
, (4.2)

where the constant N depends only on d, p, γ, θ, δ0, K, T and O.
(ii) There exists p0 > 2, such that the following statement holds: if p ∈ [2, p0), then
there exists a constant κ1 ∈ (0, 1), depending only on d, p, δ0, K and O, such that for
any θ ∈ (d−κ1, d+κ1), f ∈ Hγp,θ+p(O, T ), g ∈ Hγ+1

p,θ (O, T ; `2) and u0 ∈ Uγ+2
p,θ (O), Eq. (3.1)

has a unique solution u in the class Hγ+2
p,θ (O, T ). For this solution, estimate (4.2) holds.

Here is the main result of this subsection.

Theorem 4.2. Let O be a bounded Lipschitz domain in Rd and let γ ≥ 0. For given
coefficients aij , i, j ∈ {1, . . . , d}, let Assumption 3.6 be satisfied with σ ≡ 0. Then, for
2 ≤ p ≤ q < ∞, there exists a constant c = c(d, p, q, δ0,K), such that, if the Lipschitz
constant K0 in Definition 2.5 satisfies K0 ≤ c, the following holds: For

f ∈ Hγ,qp,d+p(O, T ) ∩H0,q
p,d(O, T ) and g ∈ Hγ+1,q

p,d (O, T ; `2) ∩H1,q
p,d−p(O, T ; `2),

Eq. (4.1) has a unique solution u ∈ Hγ+2,q
p,d (O, T ). Moreover, there exists a constant

N ∈ (0,∞), which does not depend on u, f and g, such that

‖u‖Hγ+2,q
p,d (O,T ) ≤ N

(
‖f‖Hγ,qp,d+p(O,T ) + ‖f‖H0,q

p,d(O,T )

+ ‖g‖
H
γ+1,q
p,d (O,T ;`2) + ‖g‖H1,q

p,d−p(O,T ;`2)

)
.

(4.3)

Remark 4.3. We note that every bounded C1-domain O ⊆ Rd is a Lipschitz domain
where the Lipschitz constant K0 in Definition 2.5 can be chosen arbitrarily small. There-
fore, the assertion of Theorem 4.2 holds for any bounded C1-domain.

Proof of Theorem 4.2. Since u0 = 0 ∈ Uγ+2
2,d (O), f ∈ Hγ,qp,d+p(O, T ) ↪→ H

γ
2,d+2(O, T ), and

g ∈ Hγ+1,q
p,d (O, T ; `2) ↪→ H

γ+1
2,d (O, T ; `2), there exists a unique solution u ∈ Hγ+2

2,d (O, T )

to Eq. (4.1) by Theorem 4.1(i). Furthermore, since Hγ+2,q
p,d−p(O, T ) ↪→ H

γ+2
2,d−2(O, T ), this

solution is the only candidate for a solution to Eq. (4.1) in the class Hγ+2,q
p,d (O, T ). Thus,

we only need to show that u ∈ Hγ+2,q
p,d (O, T ) and that it satisfies the estimate (4.3). For

all ϕ ∈ C∞0 (O), with probability one,

(
u(t), ϕ

)
=

∫ t

0

(
aij(s)uxixj (s) + f(s), ϕ

)
ds+

∞∑
k=1

∫ t

0

(
gk(s), ϕ

)
dwks , t ∈ [0, T ].

Let us define

w(t) :=

∞∑
k=1

∫ t

0

gk(s)dwks

as an infinite sum of, say H1
2,d−2(O)-valued stochastic integrals. This sum converges in

H1
2,d−2(O, T ) due to Itô’s isometry since g ∈ H1,q

p,d−p(O, T ; `2) ↪→ H1
2,d−2(O, T ; `2). We fix

a continuous modification of the H1
2,d−2(O)-valued process (w(t))t∈[0,T ] from now on,

which is well-known to exist. For all ϕ ∈ C∞0 (O), with probability one,

∞∑
k=1

∫ t

0

(
gk(s), ϕ

)
dwks = (w(t), ϕ), t ∈ [0, T ].

Therefore, setting ū := u− w, we know that for all ϕ ∈ C∞0 (O), with probability one,(
ū(t), ϕ

)
=

∫ t

0

(
aij(s)ūxixj (s) + f(s) + aij(s)wxixj (s), ϕ

)
ds, t ∈ [0, T ]. (4.4)
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It follows that ū is the unique solution in H1
2,d(O, T ) to

dū = (aij ūxixj + f + aijwxixj )dt, ū(0) = 0 (4.5)

We are going to consider (4.5) ω-wise and apply an Lq(Lp)-regularity result for de-
terministic PDEs from [18]. To this end, we have to check that in the present situation
our notion of a solution fits to the one described therein. Since ū, w ∈ H1

2,d−2(O, T )

and f ∈ H0,q
p,d(O, T ) ↪→ H0

2,d(O, T ), we know that, for almost every ω ∈ Ω, the map-
pings t 7→ ū(ω, t, ·) and t 7→ w(ω, t, ·) belong to L2([0, T ];H1

2,d−2(O)) and t 7→ f(ω, t, ·)
belongs to L2([0, T ];L2(O)). In particular, by Lemma 2.1, ūxixj (ω) and wxixj (ω) belong
to L2([0, T ];H−1

2,d+2(O)) for all i, j = 1, . . . , d, so that∫ t

0

{aij(ω, s)ūxixj (ω, s) + f(ω, s) + aij(ω, s)wxixj (ω, s)}ds =:

∫ t

0

Φ(ω, s)ds

exists as an H−1
2,d+2(O)-valued Bochner integral. This and (4.4) imply that, for almost all

ω ∈ Ω, (
ū(ω, t), ϕk

)
=
( ∫ t

0

Φ(ω, s)ds, ϕk
)
, k ∈ N, t ∈ [0, T ],

where {ϕk}k∈N ⊆ C∞0 (O) is supposed to be dense in H1
2,d−2(O). As a consequence,

ū(ω, t) =

∫ t

0

Φ(ω, s)ds, t ∈ [0, T ].

Standard arguments lead to∫ T

0

φ′(t)ū(ω, t)dt = −
∫ T

0

φ(t)Φ(ω, t)dt+ φ(T )ū(ω, T ), φ ∈ C∞0 (R),

where the integrals are H−1
2,d+2(O)-valued Bochner integrals. We obtain∫ T

0

∫
O
ū(ω)

∂

∂t
h dx dt

=

∫ T

0

∫
O

(aij(ω)ūxj (ω)hxi − f(ω)h+ aij(ω)wxj (ω)hxi) dx dt+

∫
O
ū(ω, T )h(T )dx

(4.6)

for all test-functions h = φ⊗ϕ, φ ∈ C∞0 (R), ϕ ∈ C∞0 (O). Using approximation arguments
one can verify that (4.6) even holds for all test-functions h which belong to the space
H1

2,2((0, T ) × O) considered in [18] and which vanish on (0, T ) × ∂O in the sense that

h(t) ∈ W̊ 1
2 (O) = H1

2,d−2(O) for almost all t ∈ (0, T ). Moreover, for almost all ω ∈ Ω, ū(ω)

belongs to the space H̊1
2,2((0, T ) × O) as defined in [18] and it vanishes on (0, T ) × ∂O.

Thus, for almost all ω ∈ Ω, ū(ω) is the unique solution in H̊1
2,2((0, T )×O) to−

∂

∂t
v + aij(ω)vxixj = div

(
a1j(ω)wxj (ω), . . . , adj(ω)wxj (ω)

)T − f(ω) in (0, T )×O

v = 0 on (0, T )× ∂O

in the sense of [18]. Now we can apply [18, Theorem 8.1] and use the fact that the
coefficients aij are uniformly bounded due to Assumption 3.6 to obtain

‖Dū(ω)‖Lq([0,T ];Lp(O)) ≤ N
(
‖Dw(ω)‖Lq([0,T ];Lp(O)) + ‖f(ω)‖Lq([0,T ];Lp(O))

)
(4.7)

for almost all ω ∈ Ω, where the constant N does not depend on ω. We remark that the
assumption on the Lipschitz constant K0 comes into play at this point: Theorem 8.1 in
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[18] implies that there exists a constant c = c(d, p, q, δ0,K) such that, if K0 ≤ c, then
estimate (4.7) holds. Integration w.r.t. P and Hardy’s inequality yield

‖u‖H0,q
p,d−p(O,T ) ≤ N ‖Du‖H0,q

p,d(O,T )

≤ N
(
‖Dū‖H0,q

p,d(O,T ) + ‖Dw‖H0,q
p,d(O,T )

)
≤ N

(
‖f‖H0,q

p,d(O,T ) + ‖Dw‖H0,q
p,d(O,T )

)
.

(4.8)

The term ‖Dw‖H0,q
p,d(O,T ) can be estimated with the help of an inequality for stochastic

integrals in UMD Banach spaces with type 2 taken from [49]. To this end, let us write
γ(`2, H

1
p,d−p(O)) for the Banach space of γ-radonifying operators from `2 to H1

p,d−p(O),
see [48] for a survey on this class of operators. Furthermore, let {ek}k∈N be the standard
orthonormal basis of the Hilbert space `2. Then, the stochastic process

b : Ω× [0, T ]→ γ(`2, H
1
p,d−p(O)),

given by

b(ω, t)a :=

∞∑
k=1

〈a, ek〉`2gk(ω, t), a ∈ `2,

is well-defined, and

b ∈ Lq(Ω× [0, T ],P,P⊗ dt; γ(`2, H
1
p,d−p(O))).

Moreover,

‖b‖Lq(Ω×[0,T ];γ(`2,H1
p,d−p(O))) ∼ ‖g‖H1,q

p,d−p(O,T ;`2), (4.9)

see [6, Remark 3.7]. We remark that H1
p,d−p(O) = W̊ 1

p (O) is a UMD Banach spaces with
type 2, since it is a closed subspace of the classical Sobolev space W 1

p (O). Therefore, by
[49, Corollary 3.10], (b(t))t∈[0,T ] is Lq-stochastically integrable w.r.t. the `2-cylindrical
Brownian motion (W`2(t))t∈[0,T ] given by

W`2(t)a :=

∞∑
k=1

〈a, ek〉`2wkt , a ∈ `2.

By [49, Corollary 3.9], for every t ∈ [0, T ],∫ t

0

b(s) dW`2(s) =

∞∑
k=1

∫ t

0

gk(s) dwks = w(t) P-a.s., (4.10)

where the series converges in Lq(Ω;H1
p,d−p(O)). Thus, we can apply [49, Corollary 3.10]

and obtain

‖Dw‖q
H

0,q
p,d(O,T )

≤ N ‖w‖q
H

1,q
p,d−p(O,T )

≤ N ‖b‖q
Lq(Ω×[0,T ];γ(`2,H1

p,d−p(O)))
≤ N ‖g‖q

H
1,q
p,d−p(O,T ;`2)

,

where we have used the norm equivalence (2.3) for the first and (4.9) for the last es-
timate, respectively. Combining this with (4.8) and applying Corollary 3.9 finishes the
proof if q = mp with m ∈ N. We can get rid of this restriction by following the lines of
[34, Proof of Theorem 2.1, p. 7] and applying Marcinkiewicz’s interpolation theorem.
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4.2 An Lq(Lp)-theory of the heat equation on general bounded Lipschitz do-
mains

In this subsection we present a first Lq(Lp)-theory for the stochastic heat equation

du = (∆u+ f) dt+ gk dwkt , u(0, ·) = 0, (4.11)

on general bounded Lipschitz domains O ⊂ Rd. We start by presenting the main result
of this subsection, which we will prove later on.

Theorem 4.4. Let O be a bounded Lipschitz domain in Rd and let γ ≥ 0. There exists
an exponent p0 with p0 > 3 when d ≥ 3 and p0 > 4 when d = 2 such that for p ∈ [2, p0)

and p ≤ q <∞, Eq. (4.11) has a unique solution u ∈ Hγ+2,q
p,d (O, T ), provided

f ∈ Hγ,qp,d+p(O, T ) ∩H0,q
p,d(O, T ) and g ∈ Hγ+1,q

p,d (O, T ; `2) ∩H1,q
p,d−p(O, T ; `2).

Moreover, there exists a constant N ∈ (0,∞), which does not depend on u, f and g,
such that

‖u‖Hγ+2,q
p,d (O,T ) ≤ N

(
‖f‖Hγ,qp,d+p(O,T ) + ‖f‖H0,q

p,d(O,T )

+ ‖g‖
H
γ+1,q
p,d (O,T ;`2) + ‖g‖H1,q

p,d−p(O,T ;`2)

)
.

(4.12)

For bounded C1 domains G ⊂ Rd this result has been already proven in [28]. Un-
fortunately, the techniques used there will not work if the boundary is assumed to be
just Lipschitz continuous. Therefore, we choose to take another way. We will mainly use
the fact that the domain of the square root of the negative weak Dirichlet-Laplacian
on Lp(O) coincides with the closure of the test functions in the Lp(O)-Sobolev space of
order one, at least for the range of p allowed in our assertion.

Let O be a bounded Lipschitz domain in Rd. As in [52, Definition 3.1], for arbitrary
p ∈ (1,∞), we define the weak Dirichlet-Laplacian ∆D

p,w on Lp(O) as follows:

D(∆D
p,w) :=

{
u ∈ W̊ 1

p (O) : ∆u ∈ Lp(O)
}
,

∆D
p,wu := ∆u = δijuxixj ,

where δij denotes the Kronecker symbol. If we fix p ∈ (p0/(p0 − 1), p0) with p0 = 4 + δ

when d = 2 and p0 = 3 + δ when d ≥ 3 where δ > 0 is taken from [52, Proposition 4.1],
then, the unbounded operator ∆D

p,w generates a strongly continuous, analytic semigroup{
Sp(t)

}
t≥0

of contractions on Lp(O), see [52, Theorem 3.8 and Corollary 4.2]. Thus,

(−∆D
p,w)1/2, the square root of the negative of ∆D

p,w, can be defined as the inverse of the
operator

(−∆D
p,w)−1/2 := π−1/2

∫ ∞
0

t−1/2Sp(t) dt : Lp(O)→ Lp(O) (4.13)

with domain

D((−∆D
p,w)1/2) := Range((−∆D

p,w)−1/2),

see [44, Chapter 2.6]. Endowed with the norm

‖u‖D((−∆D
p,w)1/2) := ‖(−∆D

p,w)1/2u‖Lp(O), u ∈ D((−∆D
p,w)1/2),

D((−∆D
p,w)1/2) becomes a Banach space. Exploiting the fundamental results from [52]

and [22], we can prove the following identity, which is crucial if we want to apply the
results from [50] in our setting.
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Lemma 4.5. Let O be a bounded Lipschitz domain in Rd. There is an exponent p0 with
p0 > 4 when d = 2 and p0 > 3 when d ≥ 3 such that if p ∈ [2, p0)

D((−∆D
p,w)1/2) = W̊ 1

p (O) (4.14)

with equivalent norms.

Proof. We fix p ∈ [2, p0) with p0 = 4 + δ when d = 2 and p0 = 3 + δ when d ≥ 3 where
δ > 0 is taken from [52, Proposition 4.1]. As a consequence of [22, Theorem 7.5] we
have

(−∆D
2,w)−1/2Lp(O) = W̊ 1

p (O) (4.15)

and ∥∥(−∆D
2,w)1/2u

∥∥
Lp(O)

∼ ‖Du‖Lp(O), u ∈ W̊ 1
p (O). (4.16)

Moreover, by [52, Proposition 4.1] the semigroups
{
S2(t)

}
t≥0

and
{
Sp(t)

}
t≥0

are con-
sistent, i.e.,

S2(t)f = Sp(t)f, f ∈ Lp(O), t ≥ 0,

and therefore

(−∆D
p,w)−1/2f = (−∆D

2,w)−1/2f, f ∈ Lp(O)

according to (4.13). Thus, by (4.15), W̊ 1
p (O) = Range((−∆D

p,w)−1/2) = D((−∆D
p,w)1/2),

and the norm equivalence follows immediately from (4.16).

Remark 4.6. The comparison of the Lp-norms of (−L)1/2u and Du for second order
elliptic operators L is known as Kato’s square root problem in Lp. On the whole space
Rd and for p = 2, equivalence of the norms for uniformly complex elliptic operators
in divergence form with bounded measurable coefficients has been established in the
seminal work [2]. Also, on bounded Lipschitz domains it has been proven in [3], among
others, that for symmetric real-valued elliptic operators with zero Dirichlet boundary
condition, the equivalence ‖(−L)1/2·‖Lp(O) ∼ ‖D·‖Lp(O) holds for certain p ≥ 2. We
expect that, if the results concerning the semigroup generated by ∆D

p,w from [52], which
we use in the proof of Lemma 4.5 and in the proof of Theorem 4.4 below, extend to
second order elliptic operators, then Theorem 4.4 remains valid for equations of the
type (4.1). In order to keep the exposition at a reasonable level we do not go into
details here.

Now we are ready to prove our main result in this subsection.

Proof of Theorem 4.4. As in the proof of Lemma 4.5 we fix p ∈ [2, p0) with p0 = 4 + δ

when d = 2 and p0 = 3+δ when d ≥ 3 where δ > 0 is taken from [52, Proposition 4.1]. We
start with the case γ = 0. I.e., we assume that f ∈ H0,q

p,d(O, T ) and g ∈ H1,q
p,d−p(O, T ; `2).

Recall the corresponding notations (b(t))t∈[0,T ], (w(t))t∈[0,T ] and W`2 introduced in the
proof of Theorem 4.2 and their properties. Note that the analytic contraction-semigroup{
Sp(t)

}
t≥0

on Lp(O) is positive in the sense of [19, p. 353], see [52, Lemma 4.4]. There-

fore, by [25, Corollary 5.2], (−∆D
p,w) has a bounded H∞-calculus of angle less than π/2.

In particular, it has bounded imaginary powers. This implies[
Lp(O), D(−∆D

p,w)
]
1/2

= D((−∆D
p,w)1/2), (4.17)

see [46, Theorem 1.15.3]. Hence, by Lemma 4.5 and Remark 2.6 we have[
Lp(O), D(−∆D

p,w)
]
1/2

= H1
p,d−p(O).
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Also, D(∆D
p,w) ↪→ Lp(O) densely, since C∞0 (O) is contained in D(∆D

p,w). Therefore, we
can apply [50, Theorem 4.5(ii)] and obtain the existence of a stochastic process

u ∈ Lq(Ω× [0, T ],P,P⊗ dt;D(−∆D
p,w)) (4.18)

solving the stochastic evolution equation{
du(t)−∆D

p,wu(t) dt = f(t) dt+ b(t) dW`2(t), t ∈ [0, T ]

u(0) = 0

in the sense of [50, Definition 4.2] with X0 := Lp(O). Moreover, there exists a version ũ
of u, such that the following equality is fulfilled in Lp(O) P-a.s. for all t ∈ [0, T ] at once:

ũ(t) =

∫ t

0

∆ũ(s) ds+

∫ t

0

f(s) ds+

∫ t

0

b(s) dW`2(s).

We can fix a continuous versions of the stochastic process (w(t))t∈[0,T ], so that by (4.10)
P-a.s.

ũ(t) =

∫ t

0

∆ũ(s) ds+

∫ t

0

f(s) ds+ w(t) for all t ∈ [0, T ] in Lp(O).

Therefore, by Lemma 4.5 and (4.18), u ∈ H1,q
p,d(O, T ) and solves Eq. (4.11) in the sense

of Definition 3.4. Since H1,q
p,d(O, T ) ↪→ H1,2

2,d(O, T ), the uniqueness follows from [29, The-
orem 2.12]. Thus, in order to finish the proof of the basic case γ = 0, we show the a
priori estimate

‖u‖q
H

1,q
p,d−p(O,T )

≤ N
(
‖f‖q

H
0,q
p,d(O,T )

+ ‖g‖q
H

1,q
p,d(O,T ;`2)

)
, (4.19)

which implies estimate (4.12) for γ = 0. To this end we will use the fact that the stochas-
tic process V : [0, T ]× Ω→ Lp(O) defined as

V (t) :=

∫ t

0

Sp(t− s)f(s) ds+

∫ t

0

Sp(t− s)b(s) dW`2(s), t ∈ [0, T ],

is a version of u, see [50, Proposition 4.4]. Since −∆D
p,w has the (deterministic) maximal

regularity property (see [52, Proposition 6.1]) and 0 ∈ ρ(∆D
p,w), we obtain

E

[∥∥∥t 7→ ∫ t

0

Sp(t− s)f(s) ds
∥∥∥q
Lq([0,T ];H1

p,d−p(O))

]
≤ N ‖f‖q

H
0,q
p,d(O,T )

, (4.20)

where we used again Lemma 4.5 and [38, Theorem 9.7]. Simultaneously, notice that
−∆D

p,w and g (respectively b) fulfil the assumptions of [51, Theorem 1.1]; we have already
checked them in our explanations above. Thus, applying this result, we obtain

E

[∥∥∥t 7→ ∫ t

0

Sp(t− s)b(s) dW`2(s)
∥∥∥q
Lq([0,T ];H1

p,d−p(O))

]
≤ N ‖g‖q

H
0,q
p,d(O,T ;`2)

. (4.21)

The constants in (4.20) and (4.21) do not depend on f and g. Therefore, using the last
two estimates we obtain the existence of a constant N , independent of f or g, such that

‖V ‖q
H

1,q
p,d−p(O,T )

≤ N
(
‖f‖q

H
0,q
p,d(O,T )

+ ‖g‖q
H

0,q
p,d(O,T ;`2)

)
.

Since V is just a version of the solution u, Eq. (4.19) follows.
In order to prove the assertion for arbitrary γ ≥ 0 and 2 ≤ p ≤ q < ∞ we can argue

as we have done at the end of the proof of Theorem 4.2.
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5 Hölder-Sobolev regularity of elements of Hγ,q
p,θ(O, T ) and implica-

tions for SPDEs

In this section we analyse the temporal Hölder regularity of functions in Hγ,qp,θ(O, T ),

where O is a bounded Lipschitz domain in Rd. Our main interest lies on the case q 6=
p. As an application, we obtain Hölder-Sobolev regularity for the solutions to SPDEs
presented in Section 4. In combination with the Sobolev type embeddings for the spaces
Hγ
p,θ(O) from Section 2, we also obtain assertions concerning the Hölder regularity in

time and space for elements of Hγ,qp,θ(O, T ) (Corollary 5.2). Here is the main result of this
section.

Theorem 5.1. Let O be a bounded Lipschitz domain in Rd. Let 2 ≤ p ≤ q < ∞, γ ∈ N,
θ ∈ R, and u ∈ Hγ,qp,θ(O, T ). Moreover, let

2/q < β̄ < β ≤ 1.

Then there exists a constant N , which does not depend on T and u, such that

E[ψβ−1u]q
Cβ̄/2−1/q([0,T ];Hγ−βp,θ (O))

≤ NT (β−β̄)q/2
(
‖u‖q

H
γ,q
p,θ−p(O,T )

+ ‖Du‖q
H
γ−2,q
p,θ+p(O,T )

+ ‖Su‖q
H
γ−1,q
p,θ (O,T ;`2)

)
,

(5.1)

and

E‖ψβ−1u‖q
Cβ̄/2−1/q([0,T ];Hγ−βp,θ (O))

≤ NT (β−β̄)q/2
(
E‖ψβ−1u(0, ·)‖q

Hγ−βp,θ (O)

+ ‖u‖q
H
γ,q
p,θ−p(O,T )

+ ‖Du‖q
H
γ−2,q
p,θ+p(O,T )

+ ‖Su‖q
H
γ−1,q
p,θ (O,T ;`2)

)
.

(5.2)

Theorem 5.1 and Lemma 2.1(ii) yield the following so-called interior Schauder esti-
mates of functions in Hγ,qp,θ(O, T ).

Corollary 5.2. Given the setting of Theorem 5.1, let u ∈ Hγ,qp,θ(O, T ) and γ−β−d/p = k+ε

where k ∈ N0 and ε ∈ (0, 1]. Then for ν := β − 1 + θ/p and multi-indices i, j ∈ Nd0 such
that |i| ≤ k and |j| = k, we have

E

[
sup
t6=s

|ψν+|i|Di(u(t, ·)− u(s, ·))|qC(O) + [ψν+|j|+εDj(u(t, ·)− u(s, ·))]qCε(O)

|t− s|(β̄q/2−1)

]
≤ N

(
‖u‖q

H
γ,q
p,θ−p(O,T )

+ ‖Du‖q
H
γ−2,q
p,θ+p(O,T )

+ ‖Su‖q
H
γ−1,q
p,θ (O,T ;`2)

)
,

where the constant N ∈ (0,∞) does not depend on u. In particular, if u0 = 0, γ ≥ 1,
θ ≤ d and r0 := 1− 2/q − d/p > 0, then for any r ∈ (0, r0)

E

[
sup
t≤T

sup
x,y∈O

|u(t, x)− u(t, y)|q

|x− y|rq

]
<∞,

E

[
sup
x∈O

sup
t,s≤T

|u(t, x)− u(s, x)|q

|t− s|rq/2

]
<∞,

see [35, Remark 4.8] for details concerning the last implication.

Combining Theorem 5.1 with the results of Section 4, we immediately obtain the
following result on the Hölder-Sobolev regularity of solutions of SPDEs.
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Theorem 5.3. Let O be a bounded Lipschitz domain in Rd. Let 2 ≤ p ≤ q <∞, γ ∈ N0,
θ ∈ R and

2/q < β̄ < β ≤ 1.

(i) Given the setting of Theorem 4.2, the solution u ∈ Hγ+2,q
p,d (O, T ) of Eq. (4.1) fulfils

E‖ψβ−1u‖q
Cβ̄/2−1/q([0,T ];Hγ+2−β

p,d (O))
≤ N

(
‖f‖q

H
γ,q
p,d+p(O,T )

+ ‖f‖q
H

0,q
p,d(O,T )

+ ‖g‖q
H
γ+1,q
p,d (O,T ;`2)

+ ‖g‖q
H

1,q
p,d−p(O,T ;`2)

)
,

(5.3)

where the constant N ∈ (0,∞) does not depend on u, f and g.
(ii) Given the setting of Theorem 4.4, the solution u ∈ Hγ+2,q

p,d (O, T ) of Eq. (4.11) fulfils
estimate (5.3) with a constant N ∈ (0,∞) which does not depend on u, f and g.

For the case that the summability parameters in time and space coincide, i.e., q = p,
a result similar to Theorem 5.1 has been proven in [29], see Theorem 2.9 therein. The
proof in [29] is straightforward and relies on [35, Corollary 4.12], which is a variant of
Theorem 5.1 on the whole space Rd. However, we are explicitly interested in the case
q > p since it allows a wider range of parameters β̄ and β, and therefore leads to bet-
ter regularity results. Unfortunately, the proof technique used in [29, Proposition 2.9]
does not work any more in this case. Therefore, we take a different path: We use [35,
Proposition 4.1], which covers the assertion of Theorem 5.1 with Rd+ instead of O, and
the Lipschitz character of ∂O to derive Theorem 5.1 via a boundary flattening argu-
ment. To this end, we need the following two lemmas whose proofs are postponed to
the appendix.

Lemma 5.4. Let G(1), G(2) be domains in Rd with non-empty boundaries, and let φ :

G(1) → G(2) be a bijective map, such that φ and φ−1 are Lipschitz continuous. Further-
more, assume that there exists a constant N ∈ (0,∞), such that

1

N
ρG(1)(φ−1(y)) ≤ ρG(2)(y) ≤ NρG(1)(φ−1(y)) for all y ∈ G(2),

and that the (a.e. existing) Jacobians Jφ and Jφ−1 fulfil

|Det Jφ| = 1 and |Det Jφ−1| = 1 (a.e.).

Then, for any γ ∈ [−1, 1], there exists a constant N = N(d, γ, p, θ, φ) ∈ (0,∞), which does
not depend on u, such that

1

N
‖u‖Hγp,θ(G(1)) ≤ ‖u ◦ φ−1‖Hγp,θ(G(2)) ≤ N‖u‖Hγp,θ(G(1))

in the sense that, if one of the norms exists, so does the other one and the above in-
equality holds.

Lemma 5.5. Let G(1), G(2) be bounded domains in Rd and let φ : G(1) → G(2) satisfy
the assumptions of Lemma 5.4. Furthermore, let u ∈ H1,q

p,θ(G
(1), T ) with 2 ≤ p ≤ q < ∞.

Then u◦φ−1 ∈ H1,q
p,θ(G

(2), T ) with deterministic part D(u◦φ−1) = Du◦φ−1 and stochastic

part S(u ◦φ−1) = Su ◦φ−1. In particular, for any ϕ ∈ C∞0 (G(2)), with probability one, the
equality(
u(t, ·) ◦ φ−1, ϕ

)
=
(
u(0, ·) ◦ φ−1, ϕ

)
+

∫ t

0

(
(Du)(s, ·) ◦ φ−1, ϕ

)
ds+

∞∑
k=1

∫ t

0

(
(Sku)(s, ·) ◦ φ−1, ϕ

)
dwks

(5.4)

holds for all t ∈ [0, T ].
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Now we are able to prove our main result in this section.

Proof of Theorem 5.1. Let us simplify notation and write f := Du and g := Su through-
out the proof. We will show that (5.1) is true by induction over γ ∈ N; estimate (5.2) can
be proved analogously.

We start with the case γ = 1. Fix x0 ∈ ∂O and choose r > 0 small enough, e.g.,
r := r0(10K0)−1 with r0 and K0 > 1 from Definition 2.5. Let us assume for a moment
that the supports (in the sense of distributions) of u, f and g are contained in Br(x0) for
each t and ω. With µ0 from Definition 2.5, we introduce the function

φ : G(1) := O ∩Br0(x0) −→ G(2) := φ(O ∩Br0(x0)) ⊆ Rd+

x = (x1, x′) 7−→ (x1 − µ0(x′), x′),

which fulfils all the assumptions of Lemma 5.4. Note that, since r has been chosen
sufficiently small, one has ρO(x) = ρG(1)(x) for all x ∈ O ∩Br(x0), so that one can easily
show that the equivalence

‖v‖Hν
p̄,θ̄

(O) ∼ ‖v‖Hν
p̄,θ̄

(G(1)), v ∈ D′(O), supp v ⊆ Br(x0),

holds for all ν, θ̄ ∈ R and p̄ > 1. Together with Lemma 5.4 we obtain for any ν ∈ [−1, 1],

‖v‖Hν
p̄,θ̄

(O) ∼ ‖v ◦ φ−1‖Hν
p̄,θ̄

(G(2)), v ∈ D′(O), supp v ⊆ Br(x0).

Thus, denoting ū := u ◦ φ−1, f̄ := f ◦ φ−1 and ḡ := g ◦ φ−1, by Lemma 5.5 we know
that on G(2) we have dū = f̄dt+ ḡkdwkt in the sense of distributions. Furthermore, since
ρG(2)(y) = ρRd+(y) for all y ∈ φ(O ∩Br(x0)), the equivalence

‖v ◦ φ−1‖Hν
p̄,θ̄

(G(2)) ∼ ‖v ◦ φ−1‖Hν
p̄,θ̄

(Rd+), v ∈ D′(O), supp v ⊆ Br(x0),

holds for any ν ∈ [−1, 1], where we identify v ◦ φ−1 with its extension to Rd+ by zero.
Therefore, by making slight abuse of notation and writing ū, f̄ and ḡ for the extension
by zero on Rd+ of ū, f̄ and ḡ respectively, we have

ū ∈ H1,q
p,θ−p(R

d
+, T ), ū(0) ∈ U1,q

p,θ (Rd+), f̄ ∈ H−1,q
p,θ+p(R

d
+, T ), ḡ ∈ H0,q

p,θ(R
d
+, T ; `2),

and dū = f̄dt + ḡkdwkt is fulfilled on Rd+ in the sense of distributions. Thus, we can
apply [35, Theorem 4.1] and use the equivalences above to obtain estimate (5.1) in the
following way:

E[u]q
Cβ̄/2−1/q([0,T ];H1−β

p,θ+p(β−1)
(O))

≤ N E[ū]q
Cβ̄/2−1/q([0,T ];H1−β

p,θ+p(β−1)
(Rd+))

≤ N T (β−β̄)q/2
(
‖ū‖q

H
1,q
p,θ−p(Rd+,T )

+ ‖f̄‖q
H
−1,q
p,θ+p(Rd+,T )

+ ‖ḡ‖q
H

0,q
p,θ(Rd+,T ;`2)

)
≤ N T (β−β̄)q/2

(
‖u‖q

H
1,q
p,θ−p(O,T )

+ ‖f‖q
H
−1,q
p,θ+p(O,T )

+ ‖g‖q
H

0,q
p,θ(O,T ;`2)

)
.

Now let us give up the assumption on the supports of u, f and g. Let ξ0, ξ1, . . . , ξm, be
a partition of unity of O, such that ξ0 ∈ C∞0 (O), and, for i = 1, . . . ,m, ξi ∈ C∞0 (Br(xi))

with xi ∈ ∂O. Obviously, d(ξiu) = ξifdt+ ξig
k
t dw

k
t for i = 0, . . . ,m. Since

E[ψβ−1u]q
Cβ̄/2−1/q([0,T ];H1−β

p,θ (O))
≤ N(m, q)

m∑
i=0

E[ψβ−1(ξiu)]q
Cβ̄/2−1/q([0,T ];H1−β

p,θ (O))
,
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we just have to estimate E[ψβ−1ξiu]q
Cβ̄/2−1/q([0,T ];H1−β

p,θ (O))
for each i ∈ {0, . . . ,m}. For i ≥

1 one obtains the required estimate as before, using the fact that C∞0 (O)-functions are
pointwise multipliers in all spaces Hν

p̄,θ̄
(O), ν, θ̄ ∈ R, p̄ > 1, see, e.g., [41, Theorem 3.1].

The case i = 0 can be treated as follows: Since ξ0 has compact support in O, for all
ν, θ̄ ∈ R and p̄ > 1, we have

‖vξ0‖Hν
p̄,θ̄

(O) ∼ ‖vξ0‖Hνp̄ (Rd), v ∈ D′(O), (5.5)

and consequently

E[ψβ−1ξ0u]q
Cβ̄/2−1/q([0,T ];H1−β

p,θ (O))
∼ E[ξ0u]q

Cβ̄/2−1/q([0,T ];H1−β
p (Rd))

.

By [35, Theorem 4.11], a further application of (5.5) and the fact that C∞0 (O)-functions
are pointwise multipliers in all spaces Hν

p̄,θ̄
(O), we obtain

E[ξ0u]q
Cβ̄/2−1/q([0,T ];H1−β

p (Rd))

≤ NT (β−β̄)q/2
(
‖ξ0u‖q

H
1,q
p (Rd,T )

+ ‖ξ0f‖q
H
−1,q
p (Rd,T )

+ ‖ξ0g‖q
H

0,q
p (Rd,T ;`2)

)
≤ NT (β−β̄)q/2

(
‖ψ−1ξ0u‖q

H
1,q
p,θ(O,T )

+ ‖ψξ0f‖q
H
−1,q
p,θ (O,T )

+ ‖ξ0g‖q
H

0,q
p,θ(O,T ;`2)

)
≤ NT (β−β̄)q/2

(
‖ψ−1u‖q

H
1,q
p,θ(O,T )

+ ‖ψf‖q
H
−1,q
p,θ (O,T )

+ ‖g‖q
H

0,q
p,θ(O,T ;`2)

)
.

This finishes the proof of estimate (5.1) for the case γ = 1.
Next, let us move to the inductive step and assume that the assertion is true for some

γ = n ∈ N. Fix u ∈ Hn+1,q
p,θ (O, T ). Then v := ψux ∈ Hn,qp,θ (O, T ) and dv = ψfxdt + ψgkxdw

k
t

(component-wise). Also, by Lemma 2.1 (iii) and (iv),

E[ψβ−1u]q
Cβ̄/2−1/q([0,T ];Hn+1−β

p,θ (O))
≤ N

(
E[ψβ−1u]q

Cβ̄/2−1/q([0,T ];Hn−βp,θ (O))

+ E[ψβ−1v]q
Cβ̄/2−1/q([0,T ];Hn−βp,θ (O))

)
.

Using the induction hypothesis and applying Lemma 2.1(iii) and (iv) once more, we see
that the induction goes through.

6 Besov spaces and their relationship to weighted Sobolev spaces

We turn our attention to the scale of Besov spaces

Bατ,τ (O),
1

τ
=
α

d
+

1

p
, α > 0, (∗)

where p ≥ 2 is fixed and O ⊂ Rd is a bounded Lipschitz domain. As pointed out in the
introduction, our motivation for considering this scale is its close connection to non-
linear approximation theory. The main result of this section, Theorem 6.9, is a general
embedding of the weighted Sobolev spaces

Hγ
p,d−νp(O), γ, ν > 0, (6.1)

into Besov spaces of the scale (∗). In the previous sections we have seen that the
stochastic parabolic weighted Sobolev spaces Hγ,qp,θ(O, T ) are suitable for the analysis
of SPDEs of the type (3.1). The elements of these spaces are stochastic processes with
values in the spaces Hγ

p,θ−p(O) = Hγ
p,d−νp(O) with ν = 1+(d−θ)/p. Thus, by proving the

embedding mentioned above, we show that the regularity analysis for SPDEs of type

EJP 18 (2013), paper 82.
Page 23/41

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v18-2478
http://ejp.ejpecp.org/


Lq(Lp)-regularity and Besov smoothness of SPDEs on bounded Lipschitz domains

(3.1) in terms of the scale (∗) can be traced back to the analysis of such equations in
terms of the spaces Hγ,qp,θ(O, T ).

The outline of this section is as follows. In Subsection 6.1 we give a definition of
Besov spaces and describe their characterization in terms of wavelets. Based on this
characterization and some auxiliary results, we investigate the relation of the scales
(6.1) and (∗) in Subsection 6.2. Here we will also see that, for the relevant range of
parameters γ and ν, the spaces Hγ

p,d−νp(O) act like Besov spaces Bγ∧νp,p (O) with zero
trace on the boundary (Remark 6.7).

6.1 Besov spaces: Definition and wavelet decomposition

Our standard reference concerning Besov spaces and wavelets is the monograph
[7]. Throughout this subsection, let G ⊆ Rd be an arbitrary domain.

For a function f : G→ R and a natural number n ∈ N let

∆n
hf(x) :=

n∏
i=0

1G(x+ ih) ·
n∑
j=0

(
n

j

)
(−1)n−j f(x+ jh)

be the n-th difference of f with step h ∈ Rd.
For p ∈ (0,∞), the n-th order Lp-modulus of smoothness of f is given by

ωn(t, f,G)p := ωn(t, f)p := sup
|h|<t

‖∆n
hf ‖Lp(G) , t > 0 .

One definition of Besov spaces that fits in our purpose is the following:

Definition 6.1. Let s, p, q ∈ (0,∞) and n ∈ N with n > s. Then Bsp,q(G) is the collection
of all functions f ∈ Lp(G) such that

| f |Bsp,q(G) :=
(∫ ∞

0

[
t−s ωn(t, f)p

]q dt
t

)1/q

<∞.

These classes are equipped with a (quasi-)norm by taking

‖ f ‖Bsp,q(G) := ‖ f ‖Lp(G) + | f |Bsp,q(G) .

Remark 6.2. For a more general definition of Besov spaces, including the cases where
p, q =∞ and s < 0 see, e.g., [47].

We want to describe Bsp,q(R
d) by means of wavelet expansions. To this end let ϕ

be a scaling function of tensor product type on Rd and let ψi, i = 1, . . . , 2d − 1, be
corresponding multivariate mother wavelets such that, for a given r ∈ N and some
M > 0, the following locality, smoothness and vanishing moment conditions hold: for all
i = 1, . . . , 2d − 1,

suppϕ, suppψi ⊂ [−M,M ]d, (6.2)

ϕ, ψi ∈ Cr(Rd), (6.3)∫
xα ψi(x) dx = 0 for all α ∈ Nd0 with |α| ≤ r. (6.4)

We assume that {
ϕk, ψi,j,k : (i, j, k) ∈ {1, · · · , 2d − 1} ×N0 ×Zd

}
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is a Riesz basis of L2(Rd), where we used the abbreviations for dyadic shifts and dila-
tions of the scaling function and the corresponding wavelets

ϕk(x) := ϕ(x− k), x ∈ Rd, for k ∈ Zd, and (6.5)

ψi,j,k(x) := 2jd/2ψi(2
jx− k), x ∈ Rd, for (i, j, k) ∈ {1, · · · , 2d − 1} ×N×Zd. (6.6)

Further, we assume that there exists a dual Riesz basis satisfying the same require-
ments. More precisely, there exist functions ϕ̃ and ψ̃i, i = 1, . . . , 2d − 1, such that condi-
tions (6.2), (6.3) and (6.4) hold if ϕ and ψ are replaced by ϕ̃ and ψ̃i, and such that the
biorthogonality relations

〈ϕ̃k, ψi,j,k〉 = 〈ψ̃i,j,k, ϕk〉 = 0 , 〈ϕ̃k, ϕl〉 = δkl, 〈ψ̃i,j,k, ψu,v,l〉 = δiu δjv δkl ,

are fulfilled. Here we use analogous abbreviations to (6.5) and (6.6) for the dyadic
shifts and dilations of ϕ̃ and ψ̃i , and δkl denotes the Kronecker symbol. We refer to [7,
Chapter 2] for the construction of biorthogonal wavelet bases, see also [14] and [8]. To
keep notation simple, we will write

ψi,j,k,p := 2jd(1/p−1/2)ψi,j,k and ψ̃i,j,k,p′ := 2jd(1/p′−1/2)ψ̃i,j,k,

for the Lp-normalized wavelets and the correspondingly modified duals, with p′ :=

p/(p− 1) if p ∈ (0,∞), p 6= 1, and p′ :=∞, 1/p′ := 0 if p = 1.
The following theorem shows how Besov spaces can be described by decay proper-

ties of the wavelet coefficients, if the parameters fulfil certain conditions.

Theorem 6.3. Let p, q ∈ (0,∞) and s > max {0, d (1/p− 1)}. Choose r ∈ N such that
r > s and construct a biorthogonal wavelet Riesz basis as described above. Then a
locally integrable function f : Rd → R is in the Besov space Bsp,q(R

d) if, and only if,

f =
∑
k∈Zd
〈f, ϕ̃k〉ϕk +

2d−1∑
i=1

∑
j∈N

∑
k∈Zd
〈f, ψ̃i,j,k,p′〉ψi,j,k,p (6.7)

(convergence in D′(Rd)) with

( ∑
k∈Zd

|〈f, ϕ̃k〉|p
)1/p

+
( 2d−1∑
i=1

∑
j∈N0

2jsq
( ∑
k∈Zd

|〈f, ψ̃i,j,k,p′〉|p
)q/p)1/q

<∞, (6.8)

and (6.8) is an equivalent (quasi-)norm for Bsp,q(R
d).

Remark 6.4. A proof of this theorem for the case p ≥ 1 can be found in [43, §10
of Chapter 6]. For the general case see for example [39] or [7, Theorem 3.7.7]. Of
course, if (6.8) holds then the infinite sum in (6.7) converges also in Bsp,q(R

d). If s >
max {0, d (1/p− 1)} we have the embedding Bsp,q(R

d) ⊂ Ls̄(R
d) for some s̄ > 1, see, e.g.

[7, Corollary 3.7.1].

A simple computation gives us the following characterization of Besov spaces from
the scale (∗) on Rd.

Corollary 6.5. Let p ∈ (1,∞), α > 0 and τ ∈ R such that 1/τ = α/d+ 1/p. Choose r ∈ N
such that r > α and construct a biorthogonal wavelet Riesz basis as described above.
Then a locally integrable function f : Rd → R is in the Besov space Bατ,τ (Rd) if, and only
if,

f =
∑
k∈Zd
〈f, ϕ̃k〉ϕk +

2d−1∑
i=1

∑
j∈N0

∑
k∈Zd
〈f, ψ̃i,j,k,p′〉ψi,j,k,p (6.9)
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(convergence in D′(Rd)) with

( ∑
k∈Zd

|〈f, ϕ̃k〉|τ
)1/τ

+
( 2d−1∑
i=1

∑
j∈N0

∑
k∈Zd

|〈f, ψ̃i,j,k,p′〉|τ
)1/τ

<∞ , (6.10)

and (6.10) is an equivalent (quasi-)norm for Bατ,τ (Rd).

6.2 From weighted Sobolev spaces to Besov spaces

In this subsection we will prove two embeddings of weighted Sobolev spaces into
Besov spaces. We first focus on the case where the integrability parameter p ∈ [2,∞)

of the weighted Sobolev spaces and the Besov spaces under consideration coincide,
see Lemma 6.6. This will pave the way for proving a general embedding of weighted
Sobolev spaces into the Besov spaces from the scale (∗) in Theorem 6.9. Remember that
in this article O ⊂ Rd always denotes a bounded Lipschitz domain.

Lemma 6.6. Let O be a bounded Lipschitz domain in Rd. Let γ, ν ∈ (0,∞) and p ∈
[2,∞). Then the following embedding holds:

Hγ
p,d−νp(O) ↪→ Bγ∧νp,p (O). (6.11)

Proof. We start the proof by considering the case where γ = ν, i.e., we prove that for
γ > 0 and p ≥ 2 we have

Hγ
p,d−γp(O) ↪→ Bγp,p(O). (6.12)

It is well-known, see [38, Theorem 9.7], that for k ∈ N0,

Hk
p,d−kp(O) = W̊ k

p (O), (6.13)

where W̊ k
p (O) denotes the completion of C∞0 (O) in the classical Lp(O)-Sobolev space

W k
p (O). We use the conventionW 0

p (O) := Lp(O). Since p ≥ 2 we haveW k
p (O) ↪→ Bkp,p(O),

see, e.g., [46, Remark 2.3.3/4 and Theorem 4.6.1(b)] together with [17]. We therefore
obtain (6.12) for k ∈ N0. In the case of fractional γ ∈ (0,∞)\N we argue as follows. Let
γ = k + η with k ∈ N0 and η ∈ (0, 1). By [41, Proposition 2.4],

Hk+η
p,d−(k+η)p(O) =

[
Hk
p,d−kp(O), Hk+1

p,d−(k+1)p(O)
]
η
.

Using (6.13) we have

Hk+η
p,d−(k+η)p(O) =

[
W̊ k
p (O), W̊ k+1

p (O)
]
η
↪→
[
W k
p (O),W k+1

p (O)
]
η
.

For any k ∈ N, it is well-known that the Sobolev spaceW k
p (O) coincides with the Triebel-

Lizorkin spaces F kp,2(O), see, e.g., [47, Theorem 1.122]. Moreover, we have Lp(O) ↪→
F 0
p,2(O), see [47, (1.2) together with Definition 1.95]. Thus,

Hk+η
p,d−(k+η)p(O) ↪→

[
F kp,2(O), F k+1

p,2 (O)
]
η
.

The fact that Triebel-Lizorkin spaces constitute a scale of complex interpolation spaces,
see, e.g., [47, Corollary 1.111], leads to

Hk+η
p,d−(k+η)p(O) ↪→ F k+η

p,2 (O).

For p ≥ 2, it is well known that F sp,2(O) ↪→ Bsp,p(O) for any s ∈ R, see, e.g., (1.299) in
[47] together with [17]. Therefore,

Hk+η
p,d−(k+η)p(O) ↪→ Bk+η

p,p (O),
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and (6.12) is proved for general γ > 0. The embedding (6.11) for γ 6= ν follows now by
using standard arguments. Indeed, since γ ≥ γ ∧ ν we have

Hγ
p,d−νp(O) ↪→ Hγ∧ν

p,d−νp(O),

see [41], the line after Definition 2.1. Furthermore, d− νp ≤ d− (γ ∧ ν)p implies

Hγ∧ν
p,d−νp(O) ↪→ Hγ∧ν

p,d−(γ∧ν)p(O),

see [41, Corollary 4.2]. A combination of these two embeddings with (6.12) finally gives
(6.11).

Remark 6.7. Since O ⊂ Rd is assumed to be a bounded Lipschitz domain, we know
by [24, Chapter VIII, Theorem 2] that for 1/p < s the operator Tr, initially defined to
C∞(O) as the restriction on ∂O, extends to a bounded linear operator from Bsp,p(O)

to B
s−1/p
p,p (∂O). In this case we denote by Bsp,p,0(O) the subspace of Bsp,p(O) with zero

boundary trace, i.e.,

Bsp,p,0(O) :=
{
u ∈ Bsp,p(O) : Tru = 0

}
,

1

p
< s < 1 +

1

p
.

By [22, Theorem 3.12] these spaces coincide with the closure of C∞0 (O) in Bsp,p(O), i.e.,

B̊sp,p(O) := C∞0 (O)
‖·‖Bsp,p(O)

= Bsp,p,0(O) for
1

p
< s < 1 +

1

p
.

Thus, if 1/p < γ ∧ ν < 1 + 1/p, Lemma 6.6 together with Lemma 2.1(i), lead to

Hγ
p,d−νp(O) ↪→ B̊γ∧νp,p (O) = Bγ∧νp,p,0(O) =

{
u ∈ Bγ∧νp,p (O) : Tru = 0

}
.

In Section 4 we considered SPDEs in the setting of [29]. The solutions to these equations
are stochastic processes taking values in Hγ

p,d−νp(O) with ν := 1 + d−θ
p , where the value

of θ never leaves the range d − 1 < θ < d + p − 1, compare also [37]. This condition is
equivalent to 1/p < ν < 1 + 1/p with ν as introduced before. Hence, if γ > 1/p we deal
with solutions with zero boundary condition, in the sense that the well defined linear
and continuous boundary trace Tr equals zero.

In the second part of this subsection we investigate the relationship between weight-
ed Sobolev spaces and the Besov spaces from the scale (∗). In [12], the scale (∗) is used
to analyse the regularity of harmonic functions on a bounded Lipschitz domain O ⊂ Rd.
Denoting by Θ(O) the set of harmonic functions on O we can formulate the main result
therein, [12, Theorem 3.2], as follows:

Θ(O) ∩Bνp,p(O) ↪→ Bατ,τ (O),
1

τ
=
α

d
+

1

p
, for all 0 < α < ν

d

d− 1
= sup
m∈N

min
{
m, ν

d

d− 1

}
.

One of the main ingredients for the proof of this statement is the fact that harmonic
functions contained in Bνp,p(O) have finite weighted Sobolev half-norm

|u |Hmp,d−νp(O) :=
( ∑
α∈Nd0
|α|=m

∫
O

∣∣ρ(x)|α|Dαu(x)
∣∣pρ(x)−νpdx

)1/p

for any m ∈ N, see [12, Theorem 3.1] for details. It turns out that arguing along the
lines of [12, Theorem 3.2] one can even show that for ν > 0 and m ∈ N,

Hm
p,d−νp(O) ∩Bνp,p(O) ↪→ Bατ,τ (O),

1

τ
=
α

d
+

1

p
, for all 0 < α < min

{
m, ν

d

d− 1

}
.
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Combining this with Lemma 6.6, we obtain

Hm
p,d−νp(O) ↪→ Bατ,τ (O),

1

τ
=
α

d
+

1

p
, for all 0 < α < min

{
m, ν

d

d− 1

}
. (6.14)

In what follows we give a detailed proof of the extension of (6.14) to arbitrary
smoothness parameters γ > 0 instead of m ∈ N. To this end, let us fix some notations.
We will use a wavelet Riesz-basis{

ϕk, ψi,j,k : (i, j, k) ∈ {1, · · · , 2d − 1} ×N0 ×Zd
}

of L2(Rd) which satisfies the assumptions from Section 6.1 with O ⊆ [−M,M ]d and r

large enough—we will always clarify what we mean by that in the particular theorems.
Given (j, k) ∈ N0 ×Zd, let

Qj,k := 2−jk + 2−j [−M,M ]d,

so that suppψi,j,k ⊂ Qj,k for all i ∈ {1, . . . , 2d − 1} and suppϕk ⊂ Q0,k for all k ∈ Zd.
Remember that the supports of the corresponding dual basis fulfil the same require-
ments. For our purpose the set of all indices associated with those wavelets that may
have common support with the domain O will play an important role and we denote it
by

Λ :=
{

(i, j, k) ∈ {1, . . . , 2d − 1} ×N0 ×Zd
∣∣Qj,k ∩ O 6= ∅}.

Furthermore, we want to distinguish the indices corresponding to wavelets with support
in the interior of the domain from the ones corresponding to wavelets which might have
support on the boundary of O. To this end we write

ρj,k := dist(Qj,k, ∂O) = inf
x∈Qj,k

ρ(x),

Λj :=
{

(i, l, k) ∈ Λ : l = j
}
,

Λj,m :=
{

(i, j, k) ∈ Λj : m2−j ≤ ρj,k < (m+ 1)2−j
}
,

Λ0
j := Λj \ Λj,0,

Λ0 :=
⋃
j∈N0

Λ0
j ,

where j,m ∈ N0 and k ∈ Zd. Later we will also use the notation

Γ := {k ∈ Zd : Q0,k ∩ O 6= ∅}.

The following lemma paves the way for proving (6.14) for arbitrary γ > 0 instead of
just γ = m ∈ N. It establishes an estimate for, roughly speaking, a discretization of a
weighted Sobolev norm in terms of the supports of the wavelets in the interior of O at
a fixed scaling level j ∈ N0. For better readability, we place the quite technical proof in
the appendix. Remember that we write A◦ for the interior of an arbitrary subset A of
Rd.

Lemma 6.8. Let O be a bounded Lipschitz domain in Rd. Let p ∈ [2,∞), γ ∈ (0,∞) and
ν ∈ R with γ ≥ ν. Furthermore, assume that u ∈ Hγ

p,d−νp(O). Then, for all j ∈ N0, the
inequality ∑

(i,j,k)∈Λ0
j

(
ργ−νj,k |u|Bγp,p(Q◦j,k)

)p ≤ N ‖u‖p
Hγp,d−νp(O)

holds, with a constant N ∈ (0,∞) which does not depend on j and u.

Now we can prove the main result of this section. We use the convention ‘1/0 :=∞’.
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Theorem 6.9. Let O be a bounded Lipschitz domain in Rd. Let p ∈ [2,∞), and γ, ν ∈
(0,∞). Then

Hγ
p,d−νp(O) ↪→ Bατ,τ (O),

1

τ
=
α

d
+

1

p
, for all 0 < α < min

{
γ, ν

d

d− 1

}
.

Proof. Let us start with the case ν > γ. Then, for any 0 < α < γ, we have

Hγ
p,d−νp(O) ↪→ Bγp,p(O) ↪→ Bατ,τ (O),

1

τ
=
α

d
+

1

p
,

where we used Lemma 6.6 and standard embeddings for Besov spaces. Therefore, in
this case the assertion of the theorem follows immediately. From now on, let us assume
that 0 < ν ≤ γ. We fix α and τ as stated in the theorem and choose the wavelet Riesz-
basis of L2(R) from above with r > γ. We also fix u ∈ Hγ

p,d−νp(O). Due to Lemma 6.6
we have u ∈ Bνp,p(O). As O is a Lipschitz domain there exists a linear and bounded
extension operator E : Bνp,p(O)→ Bνp,p(R

d), i.e., there exists a constant N > 0 such that:

Eu
∣∣
O = u and ‖Eu‖Bνp,p(Rd) ≤ N‖u‖Bνp,p(O),

see, e.g., [45]. In the sequel we will omit the E in our notation and write u instead of Eu.
Theorem 6.3 tells us that the following equality holds on the domain O:

u =
∑
k∈Γ

〈u, ϕ̃k〉ϕk +
∑

(i,j,k)∈Λ

〈u, ψ̃i,j,k,p′〉ψi,j,k,p,

where the sums converge unconditionally in Bνp,p(R
d). Furthermore, cf. Corollary 6.5,

we have
‖u‖τBατ,τ (O) ≤ N

(∑
k∈Γ

|〈u, ϕ̃k〉|τ +
∑

(i,j,k)∈Λ

|〈u, ψ̃i,j,k,p′〉|τ
)
,

see also [17]. Hence, by Lemma 6.6, it is enough to prove that∑
k∈Γ

|〈u, ϕ̃k〉|τ ≤ N ‖u‖τBνp,p(O) (6.15)

and ∑
(i,j,k)∈Λ

|〈u, ψ̃i,j,k,p′〉|τ ≤ N
(
‖u‖Hγp,d−νp(O) + ‖u‖Bνp,p(O)

)τ
. (6.16)

We start with (6.15). The index set Γ introduced above is finite because of the bound-
edness of O, so that we can use Jensen’s inequality to obtain∑

k∈Γ

|〈u, ϕ̃k〉|τ ≤ N
((∑

k∈Γ

|〈u, ϕ̃k〉|p
)1/p

)τ
≤ N ‖u‖τBνp,p(O).

In the last step we have used Theorem 6.3 and the boundedness of the extension oper-
ator.

Now let us focus on inequality (6.16). To this end, we use the notations from above
and split the expression on the left hand side of (6.16) into∑

(i,j,k)∈Λ0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ +
∑

(i,j,k)∈Λ\Λ0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ =: I + II (6.17)

and estimate each term separately.
Let us begin with I. Fix (i, j, k) ∈ Λ0. As a consequence of Lemma 6.8, we know that

u
∣∣
Q◦j,k
∈ Bγp,p(Q◦j,k). By a Whitney-type inequality, also known as the Deny-Lions lemma,
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see, e.g., [16, Theorem 3.5], there exists a polynomial Pj,k of total degree less than γ,
and a constant N , which does not depend on j or k, such that

‖u− Pj,k‖Lp(Qj,k) ≤ N 2−jγ |u|Bγp,p(Q◦j,k).

Since ψ̃i,j,k,p′ is orthogonal to every polynomial of total degree less than γ, we have∣∣〈u, ψ̃i,j,k,p′〉∣∣ =
∣∣〈u− Pj,k, ψ̃i,j,k,p′〉∣∣

≤ ‖u− Pj,k‖Lp(Qj,k) ‖ψ̃i,j,k,p′‖Lp′ (Qj,k)

≤ N 2−jγ
∣∣u∣∣

Bγp,p(Q◦j,k)

≤ N 2−jγ ρν−γj,k ργ−νj,k

∣∣u∣∣
Bγp,p(Q◦j,k)

.

Fix j ∈ N0. Summing over all indices (i, j, k) ∈ Λ0
j and applying Hölder’s inequality with

exponents p/τ > 1 and p/(p− τ) one finds∑
(i,j,k)∈Λ0

j

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ
≤ N

∑
(i,j,k)∈Λ0

j

2−jγτρ
(ν−γ)τ
j,k ρ

(γ−ν)τ
j,k

∣∣u∣∣τ
Bγp,p(Q◦j,k)

≤ N
( ∑

(i,j,k)∈Λ0
j

(
ργ−νj,k

∣∣u∣∣
Bγp,p(Q◦j,k)

)p) τp ( ∑
(i,j,k)∈Λ0

j

2−j
γτp
p−τ ρ

(ν−γ)τp
p−τ

j,k

) p−τ
p

.

Now we use Lemma 6.8 to obtain∑
(i,j,k)∈Λ0

j

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ ≤ N ‖u‖τHγp,d−νp(O)

( ∑
(i,j,k)∈Λ0

j

2−j
γτp
p−τ ρ

(ν−γ)τp
p−τ

j,k

) p−τ
p

, (6.18)

with a constant N , which does not depend on the level j. In order to estimate the sum
on the right hand side we use the Lipschitz character of the domain O which implies
that

|Λj,m| ≤ N 2j(d−1) for all j,m ∈ N0. (6.19)

Moreover, the boundedness of O yields Λj,m = ∅ for all j,m ∈ N0 with m ≥ N2j , where
the constant N does not depend on j or m. Consequently,

( ∑
(i,j,k)∈Λ0

j

2−j
γpτ
p−τ ρ

(ν−γ)pτ
p−τ

j,k

) p−τ
p

≤
( N2j∑
m=1

∑
(i,j,k)∈Λj,m

2−j
γpτ
p−τ ρ

(ν−γ)pτ
p−τ

j,k

) p−τ
p

≤ N
( N2j∑
m=1

2j(d−1) 2−j
γpτ
p−τ (m 2−j)

(ν−γ)pτ
p−τ

) p−τ
p

≤ N
(

2j(d−1− νpτ
p−τ ) + 2j(d−

γpτ
p−τ )

) p−τ
p

.

(6.20)

Now, let us sum over all j ∈ N0. Inequalities (6.20) and (6.18) imply

∑
(i,j,k)∈Λ0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ ≤ N ∑
j∈N0

(
2j(d−1− νpτ

p−τ ) + 2j(d−
γpτ
p−τ )

) p−τ
p

‖u‖τHγp,d−νp(O).
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Obviously, the sums on the right hand side converge if, and only if, α > 0 is strictly less
than min

{
γ, ν d

d−1

}
. Finally,∑

(i,j,k)∈Λ0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ ≤ N ‖u‖τHγp,d−νp(O).

Now we estimate the second term II in (6.17). First we fix j ∈ N0 and use Hölder’s
inequality and (6.19) to obtain∑

(i,j,k)∈Λj,0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ ≤ N 2j(d−1) p−τp

( ∑
(i,j,k)∈Λj,0

∣∣〈u, ψ̃i,j,k,p′〉∣∣p) τp .
Summing over all j ∈ N0 and using Hölder’s inequality again yields∑

(i,j,k)∈Λ\Λ0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ =
∑
j∈N0

[ ∑
(i,j,k)∈Λj,0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ]
≤ N

∑
j∈N0

[
2j(d−1) p−τp

( ∑
(i,j,k)∈Λj,0

∣∣〈u, ψ̃i,j,k,p′〉∣∣p) τp ]

≤ N
( ∑
j∈N0

2j(
(d−1)(p−τ)

p −ντ) p
p−τ

) p−τ
p
( ∑
j∈N0

∑
(i,j,k)∈Λj,0

2jνp
∣∣〈u, ψ̃i,j,k,p′〉∣∣p) τ

p

.

Using Theorem 6.3 and the boundedness of the extension operator, we obtain

∑
(i,j,k)∈Λ\Λ0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ ≤ N ‖u‖τBνp,p(O)

( ∑
j∈N0

2j(
(d−1)(p−τ)

p −ντ) p
p−τ

) p−τ
p

.

The series on the right hand side converges if, and only if, α ∈
(

0, ν d
d−1

)
. We thus have

∑
(i,j,k)∈Λ\Λ0

∣∣〈u, ψ̃i,j,k,p′〉∣∣τ ≤ N ‖u‖τBνp,p(O) ≤ N ‖u‖
τ
Hγp,d−νp(O).

7 Hölder–Besov regularity for elements of Hγ,q
p,θ(O, T ) and implica-

tions for SPDEs

In this section, we state and prove our second main result concerning the time-space
regularity of the solutions to SPDEs of the form (1.1) on bounded Lipschitz domains. We
use the scale (∗) to measure the regularity in space, whereas the time-regularity will be
measured in terms of Hölder norms. Since the stochastic parabolic weighted Sobolev
spaces Hγ,qp,θ(O, T ) are the right spaces to construct a solvability theory for SPDEs, we
will first formulate our results in terms of these spaces. As a consequence, each result
about existence of solutions to SPDEs in these spaces automatically encodes a state-
ment about the Hölder-Besov regularity of the solution. The corresponding results for
the solutions in the different settings from Section 4 will be presented here in detail.
We will use the following short form:

Lq(ΩT ;Bατ,τ (O)) := Lq(Ω× [0, T ],P,P⊗ dt;Bατ,τ (O)).

Let us first clarify for which range of α > 0 a stochastic process u ∈ Hγ,qp,θ(O, T ) takes
values in Bατ,τ (O), 1/τ = α/d+ 1/p.
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Theorem 7.1. Let O be a bounded Lipschitz domain in Rd. Let γ + 2 ∈ (0,∞), p, q ∈
[2,∞), θ ∈ R, and u ∈ Hγ+2,q

p,θ−p(O, T ). Then,

u ∈ Lq(ΩT ;Bατ,τ (O)),
1

τ
=
α

d
+

1

p
, for all 0 < α < min

{
γ+2,

(
1+

d− θ
p

) d

d− 1

}
. (7.1)

Moreover, for α fulfilling (7.1), there exists a constant N which does not depend on u,
such that

E
[ ∫ T

0

‖u(t, ·)‖qBατ,τ (O) dt
]
≤ N ‖u‖q

H
γ+2,q
p,θ−p(O,T )

.

Proof. This is a direct consequence of Theorem 6.9.

Combining this assertion with the results from Section 4 we obtain the following
spatial regularity results for SPDEs.

Theorem 7.2. Let O be a bounded Lipschitz domain in Rd.
(i) Let γ + 2 ∈ (0,∞). As in Theorem 4.1, let aij and σik be coefficients satisfying
Assumption 3.6 and let either

• p ∈ [2,∞) and θ ∈ (d+p−2−κ0, d+p−2+κ0) with κ0 ∈ (0, 1) as in Theorem 4.1(i),

or, alternatively,

• p ∈ [2, p0) and θ ∈ (d− κ1, d+ κ1) with p0 > 2 and κ1 ∈ (0, 1) as in Theorem 4.1(ii).

Then, for any f ∈ Hγp,θ+p(O, T ), g ∈ Hγ+1
p,θ (O, T ; `2) and u0 ∈ Uγ+2

p,θ (O), the unique solu-

tion u ∈ Hγ+2
p,θ (O, T ) to Eq. (3.1) fulfils (7.1). Moreover, for any α in (7.1), there exists a

constant N , which does not depend on u, f , g and u0, such that

E
[ ∫ T

0

‖u(t, ·)‖pBατ,τ (O) dt
]
≤ N

(
‖f‖p

H
γ
p,θ+p(O,T )

+ ‖g‖p
H
γ+1
θ,p (O,T ;`2)

+ ‖u0‖pUγ+2
p,θ (O)

)
.

(ii) Let the setting of Theorem 4.2 be given. That is, fix γ ≥ 0 and 2 ≤ p ≤ q < ∞, and
let aij be coefficients satisfying Assumption 3.6 with σ ≡ 0. Furthermore, assume that
the Lipschitz constant K0 from Definition 2.5 satisfies K0 ≤ c with c = c(d, p, q, δ0,K)

from Theorem 4.2. Then, for any f ∈ Hγ,qp,d+p(O, T )∩H0,q
p,d(O, T ) and g ∈ Hγ+1,q

p,d (O, T ; `2)∩
H

1,q
p,d−p(O, T ; `2), the unique solution u ∈ Hγ+2,q

p,d (O, T ) to Eq. (4.1) fulfils (7.1) with θ = d.
Moreover, for any α in (7.1), there exists a constant N , which does not depend on u, f ,
and g, such that

E
[ ∫ T

0

‖u(t, ·)‖qBατ,τ (O) dt
]
≤ N

(
‖f‖q

H
γ,q
p,d+p(O,T )

+ ‖f‖q
H

0,q
p,d(O,T )

+ ‖g‖q
H
γ+1,q
p,d (O,T ;`2)

+ ‖g‖q
H

1,q
p,d−p(O,T ;`2)

)
.

(7.2)

(iii) Let the setting of Theorem 4.4 be given. That is, fix γ ≥ 0 and p ∈ [2, p0) with
p0 > 3 when d ≥ 3 and p0 > 4 when d = 2 as in Theorem 4.4, and let p ≤ q < ∞. Then,
for any f ∈ Hγ,qp,d+p(O, T ) ∩ H0,q

p,d(O, T ) and g ∈ Hγ+1,q
p,d (O, T ; `2) ∩ H1,q

p,d−p(O, T ; `2), the

unique solution u ∈ Hγ+2,q
p,d (O, T ) to Eq. (4.11) fulfils (7.1) with θ = d. Moreover, for any

α in (7.1), there exists a constant N , which does not depend on u, f , and g, such that
estimate (7.2) holds.

Proof. The assertions are immediate consequences of Theorem 7.1 and the correspond-
ing existence results from Section 4.
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Remark 7.3. A result similar to Theorem 7.2(i) has been proved in [6, Theorem 3.1,
see also Theorem B.3]. There are three major improvements in Theorem 7.2(i) com-
pared to [6, Theorem 3.1]. Firstly, we have no restriction on γ ∈ (0,∞), whereas in [6]
only integer γ ∈ N0 are considered. Secondly, we obtain Lp-integrability in time of the
Bατ,τ (O)-valued process for arbitrary p ∈ [2,∞). With the techniques used in [6] just Lτ -
integrability in time can be established. Thirdly, we do not need the extra assumption
u ∈ Lp([0, T ] × Ω;Bsp,p(O)) for some s > 0. It suffices that u ∈ Hγ+2,p

p,θ−p(O, T ). Note that,
obviously, this improvements also hold for the solutions of more general equations as
considered in [6, Theorem B.3].

Here is the main result of this section. It concerns the Hölder-Besov regularity of
processes in Hγ,qp,θ(O, T ).

Theorem 7.4. LetO be a bounded Lipschitz domain inRd. Let 2 ≤ p ≤ q <∞, γ+2 ∈ N,
θ ∈ R, and u ∈ Hγ+2,q

p,θ (O, T ). Moreover, let

2

q
< β̄ < min

{
1, 1 +

d− θ
p

}
.

Then, for all α and τ with

1

τ
=
α

d
+

1

p
and 0 < α < min

{
γ + 2− β̄,

(
1 +

d− θ
p
− β̄

) d

d− 1

}
, (7.3)

we have

E
[
u
]q
Cβ̄/2−1/q([0,T ];Bατ,τ (O))

≤ N(T )
(
‖u‖q

H
γ+2,q
p,θ−p(O,T )

+ ‖Du‖q
H
γ,q
p,θ+p(O,T )

+ ‖Su‖q
H
γ+1,q
p,θ (O,T ;`2)

)
,

and

E‖u‖qCβ̄/2−1/q([0,T ];Bατ,τ (O))
≤ N(T ) ‖u‖q

Hγ+2,q
p,θ (O,T )

.

The constants N(T ) are given by N(T ) = N supβ∈[β̄,1]

{
T (β−β̄)q/2

}
, with N from (5.1)

and (5.2) respectively.

Proof. The assertion is an immediate consequence of Theorem 5.1 and Theorem 6.9.

We obtain the following implications concerning the path regularity of the solutions
of SPDEs from Section 4.

Theorem 7.5. Let O be a bounded Lipschitz domain in Rd.
(i) Given the setting of Theorem 4.2 with γ ∈ N0, let u ∈ Hγ+2,q

p,d (O, T ) be the solution of

Eq. (4.1). Assume furthermore that 2/q < β̄ < 1, and that α and τ fulfil (7.3). Then,

E‖u‖qCβ̄/2−1/q([0,T ];Bατ,τ (O))
≤ N

(
‖f‖q

H
γ,q
p,d+p(O,T )

+ ‖f‖q
H

0,q
p,d(O,T )

+ ‖g‖q
H
γ+1,q
p,d (O,T ;`2)

+ ‖g‖q
H

1,q
p,d−p(O,T ;`2)

)
,

(7.4)

where the constant N does not depend on u, f and g.
(ii) Given the setting of Theorem 4.4 with γ ∈ N0, let u ∈ Hγ+2,q

p,d (O, T ) be the solution

of Eq. (4.11). Assume furthermore that 2/q < β̄ < 1, and that α and τ fulfil (7.3). Then,
estimate (7.4) holds with a constant N which does not depend on u, f and g.

Proof. The assertions are immediate consequences of Theorem 7.4 and the correspond-
ing existence results from Section 4.
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A Appendix

Proof of Lemma 5.4. We consider consecutively the cases γ = 0, 1,−1. For fractional
γ ∈ (−1, 1), the statement follows then by using interpolation arguments, see [41, Propo-
sition 2.4]. Furthermore, we resume ourselves to the proof of the right inequality in the
assertion of the Lemma, i.e., that there exists a constant N = N(d, γ, p, θ, φ) ∈ (0,∞),
such that for any u ∈ Hγ

p,θ(G
(1)) the following inequality holds:

‖u ◦ φ−1‖Hγp,θ(G(2)) ≤ N‖u‖Hγp,θ(G(1)).

The left inequality can be proven analogously. For γ = 0, the assertion follows imme-
diately by using the assumptions of the Lemma and the change of variables formula
for bi-Lipschitz transformations, see, e.g., [20, Theorem 3]. Let us go on and look at
the case γ = 1. Because of the density of the test functions C∞0 (G(1)) in H1

p,θ(G
(1)), it

suffices to prove the asserted inequality for u ∈ C∞0 (G(1)). In this case, because of the
assumed Lipschitz-continuity of φ−1, the classical partial derivatives of u◦φ−1 exist a.e.
and ∣∣∣ ∂

∂xj
(
u ◦ φ−1

) ∣∣∣ =
∣∣∣ d∑
i=1

(
∂

∂xi
u

)
◦ φ−1 ∂

∂xj
φ−1
i

∣∣∣ ≤ N d∑
i=1

∣∣∣ ( ∂

∂xi
u

)
◦ φ−1

∣∣∣ (a.e.).

Thus, using e.g. [42, Section 1.1.3, Theorem 2] we can conclude that these a.e. existing
classical derivatives coincide with the weak derivatives, so that

‖u ◦ φ−1‖p
H1
p,θ(G(2))

≤ N
(∫

G(2)

|
(
u ◦ φ−1

)
(y)|pρG(2)(y)θ−d dy +

d∑
j=1

∫
G(2)

∣∣∣ ∂
∂xj

(
u ◦ φ−1

)
(y)
∣∣∣pρG(2)(y)p+θ−ddy

)

≤ N
(∫

G(2)

|
(
u ◦ φ−1

)
(y)|pρG(2)(y)θ−d dy +

∫
G(2)

d∑
i=1

∣∣∣ ( ∂

∂xi
u

)
(φ−1(y))

∣∣∣pρG(2)(y)p+θ−ddy
)

≤ N
(∫

G(1)

|u(x)|pρG(1)(x)θ−d dx+

d∑
i=1

∫
G(1)

∣∣∣ ∂
∂xi

u(x)
∣∣∣pρG(1)(x)p+θ−ddx

)
≤ N‖u‖p

H1
p,θ(G(1))

.

Finally, for γ = −1, we can use the fact that H1
p′,θ′(G) is the dual space of H−1

p,θ (G), if
1/p + 1/p′ = 1 and θ/p + θ′/p′ = d, see [41, Proposition 2.4], and fall back to the cases
we have already proven.

Proof of Lemma 5.5. We set f := Du and g := Su. Since u ∈ H1,q
p,θ(G

(1), T ), Lemma 5.4

guarantees that f ◦ φ−1 ∈ H−1,q
p,θ+p(G

(2), T ), g ◦ φ−1 ∈ H0,q
p,θ(G

(2), T ; `2) and u(0, ·) ◦ φ−1 ∈
U1,q
p,θ (G(2)). Therefore, we only have to show that for all ϕ ∈ C∞0 (G(2)), with probability

one, the equality

(
u(t, ·), ϕ ◦ φ

)
=
(
u(0, ·), ϕ ◦ φ

)
+

∫ t

0

(
f(s, ·), ϕ ◦ φ

)
ds+

∞∑
k=1

∫ t

0

(
gk(s, ·), ϕ ◦ φ

)
dwks (A.1)

holds for all t ∈ [0, T ]. Thus, let us fix ϕ ∈ C∞0 (G(2)). We consider first the case p > 2.
By Lemma 5.4, ϕ ◦ φ ∈ H1

p̄,θ̄−p̄(G
(1)) for any p̄ ∈ (1,∞) and θ̄ ∈ R, hence also for

p̄ := 2p/(p − 2) and θ̄ := 2θ′(p − 1)/(p − 2) − dp/(p − 2), where θ/p + θ′/p′ = d with
1/p + 1/p′ = 1. Moreover, by Lemma 2.1(i) we can choose a sequence ϕ̄n ⊆ C∞0 (G(1))
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approximating ϕ◦φ in H1
p̄,θ̄−p̄(G

(1)). Furthermore, a consequence of our assumptions is,
that for all n ∈ N, with probability one, the equality(

u(t, ·), ϕ̄n
)

=
(
u(0, ·), ϕ̄n

)
+

∫ t

0

(
f(s, ·), ϕ̄n

)
ds+

∞∑
k=1

∫ t

0

(
gk(s, ·), ϕ̄n

)
dwks (A.2)

holds for all t ∈ [0, T ]. Thus, if we can show that each side of (A.2) converges in
L2(Ω;C([0, T ])) to the respective side of (A.1), the assertion follows. To this end, let
us fix an arbitrary v̄ ∈ H1

p̄,θ̄−p̄(G
(1)). A standard estimate yields

E
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(
f(s, ·), v̄

)
ds
∣∣∣2] ≤ N‖f‖2

H
−1,q
p,θ+p(G(1),T )

‖v̄‖2H1
p′,θ′−p′ (G

(1)).

Also, using Doob’s inequality, Itô’s isometry and Hölder’s inequality we get

E
[

sup
t∈[0,T ]

∣∣∣∑
k∈N

∫ t

0

(
gk(s, ·), v̄

)
dwks

∣∣∣2] ≤ N‖g‖2
H

0,q
p,θ(G(1),T ;`2)

‖v̄‖2Lp̄,θ̄(G(1)). (A.3)

Furthermore, an application of [29, Proposition 2.9] and the fact that q ≥ p lead to

E
[

sup
t∈[0,T ]

∣∣(u(t, ·), v̄
)∣∣2] ≤ (E[ sup

t∈[0,T ]

‖u(t, ·)‖p
Lp,θ(G(1))

])2/p

‖v̄‖2Lp′,θ′ (G(1))

≤ N‖u‖2
H1,p
p,θ(G(1),T )

‖v̄‖2Lp′,θ′ (G(1))

≤ N‖u‖2
H1,q
p,θ(G(1),T )

‖v̄‖2Lp′,θ′ (G(1)).

Hence, since H1
p̄,θ̄−p̄(G

(1)) is continuously embedded in H1
p′,θ′−p′(G

(1)) ∩ Lp′,θ′(G(1)) ∩
Lp̄,θ̄(G

(1)), the assertion follows for the case p > 2. The same arguments can be used to
prove the case p = 2: Just replace p̄ by 2, and θ̄ by θ′ = 2d− θ and use the estimate

E
[

sup
t∈[0,T ]

∣∣∣∑
k∈N

∫ t

0

(
gk(s, ·), v̄

)
dwks

∣∣∣2] ≤ N‖g‖2
H

0,q
2,θ(G(1),T ;`2)

‖v̄‖2L2,θ′ (G
(1))

instead of (A.3).

Proof of Lemma 6.8. Let us fix j ∈ N0. We use the notations introduced before Lem-
ma 6.8. Remember that M > 0 has been chosen in such a way that O ⊆ [−M,M ]d. Let
us fix k1 ≥ 1 such that

2 + 2M
√
d < 2k1 , (A.4)

and construct a sequence {ξn : n ∈ Z} ⊆ C∞0 (O) as in Remark 2.4(ii). In order to prove
the assertion we are going to show the estimates∑

(i,j,k)∈Λ0
j

(
ργ−νj,k |u|Bγp,p(Q◦j,k)

)p
≤ N

∑
n∈N0

2−(j−n)(γ−ν)p|ξj−nu|pBγp,p(Rd)
, (A.5)

and

|ξj−nu|pBγp,p(Rd)
≤ N 2−(j−n)(d−γp)∥∥ξj−n(2−(j−n) ·

)
u
(
2−(j−n) ·

)∥∥p
Hγp (Rd)

, (A.6)

where the constant N does not depend on j and n. This will prove the assertion since,
assuming that (A.5) and (A.6) are true, their combination gives∑
(i,j,k)∈Λ0

j

(
ργ−νj,k |u|Bγp,p(Q◦j,k)

)p ≤ N ∑
n∈N0

2−(j−n)(d−νp)∥∥ξj−n(2−(j−n) ·
)
u
(
2−(j−n) ·

)∥∥p
Hγp (Rd)

≤ N
∑
n∈Z

2n(d−νp)∥∥ξ−n(2n · )u(2n · )∥∥pHγp (Rd)

≤ N ‖u‖p
Hγp,d−νp(O)

.
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In the last step we used Remark 2.4(ii) and Lemma 2.3.
Let us first verify inequality (A.6). To this end, let r be the smallest integer strictly

greater than γ. For the sake of clarity we use here the notation ∆r
h[f ] for the r-th dif-

ference of a function f : Rd → R with step h ∈ Rd, whereas ∆r
h[f ](x) denotes the value

of this r-th difference at a point x ∈ Rd, compare Subsection 6.1. Writing out the Besov
semi-norm and applying the transformation formula for integrals we see that

|ξj−nu|pBγp,p(Rd)

=

∫ ∞
0

t−γp sup
|h|<t

∥∥∆r
h[ξj−nu]

∥∥p
Lp(Rd)

dt

t

= 2−(j−n)d

∫ ∞
0

t−γp sup
|h|<t

{∫
Rd

∣∣∆r
h[ξj−nu]

(
2−(j−n)x

)∣∣p dx} dt
t

= 2−(j−n)d

∫ ∞
0

t−γp sup
|h|<2j−nt

{∫
Rd

∣∣∣∆r
h

[
ξj−n

(
2−(j−n) ·

)
u
(
2−(j−n) ·

)]
(x)
∣∣∣p dx} dt

t
.

A further application of the transformation formula for integrals yields

|ξj−nu|pBγp,p(Rd)

= 2−(j−n)d2(j−n)γp

∫ ∞
0

t−γp sup
|h|<t

∥∥∥∆r
h

[
ξj−n

(
2−(j−n) ·

)
u
(
2−(j−n) ·

)]∥∥∥p
Lp(Rd)

dt

t

= 2−(j−n)(d−γp)∣∣ξj−n(2−(j−n) ·
)
u
(
2−(j−n) ·

)∣∣p
Bγp,p(Rd)

,

which implies (A.6) since the space Hγ
p (Rd) of Bessel potentials is continuously em-

bedded in the Besov space Bγp,p(R
d), see [46, Theorem 2.3.2(d) combined with Theo-

rem 2.3.3(a)].
It remains to prove inequality (A.5). Recall that the index i referring to the different

types of wavelets on a cube Qj,k ranges from 1 to 2d − 1. Since Λ0
j consists of those

indices (i, j, k) ∈ Λj with 2−j ≤ ρj,k, we have∑
(i,j,k)∈Λ0

j

(
ργ−sj,k |u|Bγp,p(Qj,k)

)p
= (2d − 1)

∑
k∈Λ?j

(
ργ−sj,k |u|Bγp,p(Qj,k)

)p
, (A.7)

where we used the notation

Λ?j :=
{
k ∈ Zd : (i, j, k) ∈ Λ0

j

}
.

Now we get the required estimate in four steps.
Step 1. We first show that the cubes supporting the wavelets fit into the stripes where
the cut-off functions (ξn) are identical to one. More precisely, we claim that the proper
choice of k1, see (A.4), leads to the fact that, for any k ∈ Λ?j , there exists a non-negative
integer n ∈ N0 such that

Qj,k ⊆ Sj−n := ρ−1
(
2−(j−n)

[
2−k1 , 2k1

])
.

To prove this, we first note that, since k1 ≥ 1 fulfils (A.4),

⋃
k∈Λ?j

Qj,k ⊆
⋃
n∈N0

Sj−n =

j⋃
n=0

Sj−n.

Fix k ∈ Λ?j and let n∗ be the smallest non-negative integer such that Qj,k ∩ Sj−n∗ 6= ∅,
i.e.,

n∗ := inf
{
n ∈ N : Qj,k ∩ Sj−n 6= ∅

}
≤ j.
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Then, there are two possibilities: On the one hand, Qj,k might be contained completely
in Sj−n∗ , i.e., Qj,k ⊆ Sj−n∗ . Then we are done. On the other hand, it might happen
that Qj,k is not completely contained in the stripe Sj−n∗ . In this case, we claim that
Qj,k ⊆ Sj−(n∗+1), i.e.,

ρ(x) ∈
[
2−j+n

∗+12−k1 , 2−j+n
∗+12k1

]
for all x ∈ Qj,k.

Let us therefore fix x ∈ Qj,k. Then, since the length of the diagonal of Qj,k is 2−j2M
√
d,

we have

ρ(x) ≤ ρj,k + 2−j2M
√
d.

Also, ρj,k ≤ 2−j+n
∗
2k1 since Qj,k ∩ Sj−n∗ 6= ∅. Hence,

ρ(x) ≤ 2−j+n
∗
2k1 + 2−j2M

√
d.

Since 2M
√
d ≤ 2k1 , we conclude that

ρ(x) ≤ 2−j+n
∗+12k1

(
1

2
+

2M
√
d

2n∗+12k1

)
≤ 2−j+n

∗+12k1

(
1

2
+

1

2n∗+1

)
≤ 2−j+n

∗+12k1 .

It remains to show that ρ(x) ≥ 2−j+n
∗+12−k1 . We argue as follows: Since Qj,k is not com-

pletely contained in Sj−n∗ , there exists a point x0 ∈ Qj,k such that ρ(x0) > 2−j+n
∗
2k1 .

Therefore, since the length of the diagonal of Qj,k is 2−j2M
√
d, we have

ρ(x) > 2−j+n
∗
2k1 − 2M

√
d 2−j ≥ 2−j+n

∗+12−k1

(
22k1

2
− 2M

√
d 2k1

2n∗+1

)
≥ 2−j+n

∗+12−k1 .

In the last step we used (A.4).
Step 2. We rearrange the cubes supporting the wavelets in classes containing only
cubes with disjoint interiors. More precisely, let e1, . . . , ed be the canonical orthonormal
basis in Rd. Since Qj,k = 2−j

(
k + [−M,M ]d

)
it is clear that, for all k ∈ Z and l ∈

{1, . . . , d},

Q◦j,k ∩
(
2−j(2M)el +Q◦j,k

)
= ∅.

Consequently, setting {am : m = 1, . . . , (2M)d} := {0, . . . , 2M − 1}d and denoting

Rj,m :=
{
Qj,k : k ∈ am + 2MZd

}
for m = 1, . . . , (2M)d,

we cover the whole range of cubes, i.e.,

⋃
k∈Zd

Qj,k =

(2M)d⋃
m=1

Rj,m,

and for any fixed m ∈ {1, . . . , (2M)d}, if Qj,k, Qj,` ∈ Rj,m with k 6= `, then Q◦j,k ∩Q◦j,` = ∅.
In the sequel, we write

R?j,m :=
{
k ∈ Λ?j : Qj,k ∈ Rj,m

}
, m ∈

{
0, . . . , (2M)d − 1

}
.

Step 3. Let us fix k ∈ Λ?j and concentrate on the Besov semi-norm of the restriction of
u to the corresponding cube Q◦j,k. Using the Peetre K-functional

Kr(t, u,Q
◦
j,k)p := inf

g∈W r
p (Q◦j,k)

{
‖u− g‖Lp(Qj,k) + t |g|W r

p (Q◦j,k)

}
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and applying [23, Lemma 1] leads to

|u|p
Bγp,p(Q◦j,k)

=

∫ ∞
0

t−γpωr(t, u,Q◦j,k)pp
dt

t

≤ N
∫ ∞

0

t−γpKr(t
r, u,Q◦j,k)pp

dt

t

= N

∫ ∞
0

t−γp inf
g∈W r

p (Q◦j,k)

{
‖u− g‖Lp(Qj,k) + tr|g|W r

p (Q◦j,k)

}p dt
t

≤ N
∫ ∞

0

t−γp inf
g∈W r

p (Q◦j,k)

{
‖u− g‖pLp(Qj,k) + trp|g|pW r

p (Q◦j,k)

} dt
t
,

where the constant N depends only on r, d and p. (Recall that r is the smallest integer
strictly greater than γ.)
Step 4. Now we collect the fruits of our work and approximate the right hand side of
(A.7). Because of the first step and since k1 ≥ 1 it is easy to see that

Λ?j =

j⋃
n=0

(2M)d⋃
m=1

S?j,n ∩R?j,m,

where
S?j,n :=

{
k ∈ Λ?j : Qj,k ∈ Sj−n

}
, n ∈ N0.

Thus,

∑
k∈Λ?j

(
ργ−νj,k |u|Bγp,p(Q◦j,k)

)p
≤

j∑
n=0

(2M)d∑
m=1

∑
k∈S?j,n∩R?j,m

(
ρ

(γ−ν)p
j,k |u|p

Bγp,p(Q◦j,k)

)
. (A.8)

Let us fix n ∈ N0 such that S?j,n 6= ∅ as well asm ∈ {1, . . . , (2M)d}. Then, ρj,k ≤ 2k12−(j−n)

for k ∈ S?j,n, and using the third step we obtain∑
k∈S?j,n∩R?j,m

(
ρ

(γ−ν)p
j,k |u|p

Bγp,p(Q◦j,k)

)
≤ N

∑
k∈S?j,n∩R?j,m

(
2−(j−n)(γ−ν)p

∫ ∞
0

t−γp inf
g∈W r

p (Q◦j,k)

{
‖u− g‖pLp(Qj,k) + trp|g|pW r

p (Q◦j,k)

} dt
t

)
≤ N2−(j−n)(γ−ν)p

∑
k∈S?j,n∩R?j,m

∫ ∞
0

t−γp inf
g∈W r

p (O)

{
‖u− g‖pLp(Qj,k) + trp|g|pW r

p (Q◦j,k)

} dt
t
.

Furthermore, since ξj−n = 1 on Qj,k for any k ∈ S?j,n and since Q◦j,k ∩ Q◦j,` = ∅ for
k, ` ∈ R?j,m if k 6= `, we can continue our estimate as follows:∑
k∈S?j,n∩R?j,m

(
ρ

(γ−ν)p
j,k |u|p

Bγp,p(Q◦j,k)

)
≤ N2−(j−n)(γ−ν)p

×
∫ ∞

0

t−γp inf
g∈W r

p (O)

{ ∑
k∈S?j,n∩R?j,m

(
‖ξj−nu− g‖pLp(Qj,k) + trp|g|pW r

p (Q◦j,k)

)} dt
t

≤ N2−(j−n)(γ−ν)p

∫ ∞
0

t−γp inf
g∈W r

p (O)

{
‖ξj−nu− g‖pLp(O) + trp|g|pW r

p (O)

} dt
t

≤ N2−(j−n)(γ−ν)p

∫ ∞
0

t−γpKr(t
r, ξj−nu,O)pp

dt

t
.
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By [23, Theorem 1], we know that there exists a constant N , depending only on r, p and
O, such that

Kr(t
r, ξj−nu,O)p ≤ N ωr(t, ξj−nu,O)p.

Putting everything together, we have shown that there exists a constant N which does
not depend on j, n or m such that∑

k∈S?j,n∩R?j,m

(
ρ

(γ−ν)p
j,k |u|p

Bγp,p(Q◦j,k)

)
≤ N2−(j−n)(γ−ν)p

∫ ∞
0

t−γpωr(t, ξj−nu,O)pp
dt

t

= N2−(j−n)(γ−ν)p|u|p
Bγp,p(O)

.

Hence, (A.5) follows after inserting this estimate into (A.8) and using (A.7).
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