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Abstract

We prove a large deviations principle for the empirical law of the block sizes of a
uniformly distributed non-crossing partition. Using well-known bijections we relate
this to other combinatorial objects, including Dyck paths, permutations and parking
functions. As an application we obtain a variational formula for the maximum of the
support of a compactly supported probability measure in terms of its free cumulants,
provided these are all non-negative. This is useful in free probability theory, where
sometimes the R-transform is known but cannot be inverted explicitly to yield the
density.
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1 Introduction

In this paper we study the block structure of a non-crossing partition chosen uni-
formly at random. Any partition π of the set n = {1, . . . , n} can be represented on the
circle by marking the points 1, . . . , n and connecting by a straight line any two points
whose labels are in the same block of the partition. The partition is then said to be non-
crossing if none of the lines intersect. These objects were introduced by G. Kreweras
[24] and have been studied in the combinatorics literature as an example of a Catalan
structure.

We study the empirical measure defined by the blocks of a uniformly random non-
crossing partition π. That is, if π has r blocks of sizes B1, . . . , Br we consider the random
probability measure on N defined by

λn =
1

r

r∑
j=1

δBj .

We will prove that the sequence
(
λn
)
n∈N satisfies a large deviations principle of speed

n on the space M1(N) of probability measures on the natural numbers.
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Large deviations for non-crossing partitions

This result is obtained via a construction of a uniformly random non-crossing parti-
tion by suitably conditioned independent geometric random variables. As a stepping-
stone we establish a joint large deviations principle for the process versions of empirical
mean and measure of that independent sequence.

A main application of the large deviations result comes from free probability theory.
Often one can obtain the free cumulants of a non-commutative random variable. These
cumulants characterise the underlying distribution, but obtaining the density involves
locally inverting an analytic function which may not lead to a closed-form expression.
In such a situation one would still hope to deduce some properties of the underlying
probability measure, for example about its support.

The free analogue of the moment-cumulant formula expresses the moments of a
non-commutative random variable in terms of its free cumulants. More precisely the
moments can be written as the expectation of an exponential functional (defined in
terms of the free cumulants) of a non-crossing partition, chosen uniformly at random.
Knowing the large deviations behaviour of the latter allows us to apply Varadhan’s
lemma to describe the asymptotic behaviour of the moments. This in turn yields the
maximum of the support of the underlying distribution in terms of the free cumulants.

Statement of Results

Our first main result is the large deviations property of the random measures (λn)n∈N.
In the form we are stating it here it is a direct corollary of Theorem 4.1.

Theorem 1.1. The sequence (λn)n∈N satisfies a large deviations principle in M1(N)

with good convex rate function J given by

J(µ) = log 4− 1

m1(µ)
H(µ)− 1

m1(µ)
log
(
m1(µ)− 1

)
+ log

(
1− 1

m1(µ)

)
(1.1)

where H(µ) denotes the entropy of a probability measure µ and m1(µ) its mean.

Since J(ν) = 0 if and only if ν is the geometric distribution G2 of parameter 1
2 , we obtain

a law of large numbers as an immediate corollary. Namely λn −→ G2 almost surely in
the weak topology.

In the proof of the theorem we need to work with the the function m1(µ), which is
not continuous in the weak topology. As a stepping-stone we therefore establish a joint
large deviations principle for the path versions of empirical mean and measure of i.i.d.
geometric random variables.

Theorem 1.1 has an application in free probability. Namely it allows us to express
the maximum of the support of a compactly supported probability measure in terms of
its free cumulants, provided the latter are non-negative. For some background on free
probability see Section 5 and the references given there.

Theorem 5.4 Let µ be a compactly supported probability measure whose free cumu-
lants (kn)n∈N are all non-negative. Then the maximum of the support ρµ of µ is given
by

log (ρµ) = sup

{
1

m1(p)

∑
n∈L

pn log

(
kn
pn

)
− Θ(m1(p))

m1(p)
: p ∈M1

1(L)

}

where L is the set of n ∈ N such that kn 6= 0 and M1
1(L) denotes the set of p ∈ M1

1(N)

with p(Lc) = 0.
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2 Uniformly Random Non-Crossing Partitions

In this section we introduce the combinatorial objects mentioned in the introduction.
We describe a bijection between non-crossing partitions and Dyck paths that maps the
blocks of a partition to the descents of the image path. The non-crossing partitions
can also be viewed as a particular subset of the symmetric group Sn. This yields a
large deviations result for the cycle structure of the permutations lying on a geodesic
between the identity and the maximal cycle element (1 . . . n). See Section 2.2, where
a connection to parking functions is also noted. In Section 2.3 we describe how our
results extend to the structure of k-divisible non-crossing partitions, or k-Dyck paths.

We then show how to generate the uniform distribution on the set of non-crossing
partitions using two sequences of independent and identically distributed geometric
random variables. This construction will be used in Section 4 to prove the large devia-
tions result, Theorem 4.1.

2.1 Catalan Structures

A Dyck path of semilength n is a lattice path in Z2 that never falls below the horizon-
tal axis, starting at (0, 0) and ending at (2n, 0), consisting of steps (1, 1) (upsteps) and
(−1, 1) (downsteps). Every such path consists of exactly n up- and downsteps each. The
set of Dyck paths of semilength n is denoted by P(n). A maximal sequence of upsteps
is called an ascent, while a maximal sequence of downsteps is referred to as a descent.

Non-crossing partitions were introduced by G. Kreweras [24]. A partition π of the
set n = {1, . . . , n} is said to be crossing if there exist distinct blocks V1, V2 of π and
xj , yj ∈ Vj such that x1 < x2 < y1 < y2. Otherwise π is said to be non-crossing.
Equivalently label the vertices of a regular n-gon 1, . . . , n, then π is non-crossing if and
only if the convex hulls of the blocks are pairwise disjoint.

The set of all non-crossing partitions of n is denoted by NC(n). Combinatorial results
on non-crossing partitions, including instances where they arise in topology and math-
ematical biology can be found in R. Simion’s survey [34]. For other areas of mathe-
matics where non-crossing partitions appear see also McCammond [26]. The role of
non-crossing partitions in free probability is detailed in Section 5.

Non-crossing partitions can be defined for any Coxeter group W [7, 13], in this sense
NC(n) is the lattice of non-crossing partitions corresponding to An−1.

There exists a well-known bijection Φ: P(n) −→ NC(n) which maps the descents of
p ∈ Pn to the blocks of Φ(p), see for example Callan [14] or Yano–Yoshida [39]. Given
p ∈ Pn label the upsteps from left to right by 1, . . . , n. Label each downstep by the
same index as its corresponding upstep, that is the first upstep to the left on the same
horizontal level. Then the descents induce an equivalence relation on n: two labels are
equivalent if and only if the corresponding downsteps are part of the same descent. The
associated partition is then easily seen to be non-crossing.

Conversely, given π = {V1, . . . , Vr} ∈ NC(n) write the elements of each block Vj in
descending order, then sort the blocks in ascending order by their largest elements.
This gives the descent structure of Φ−1(π), which can be completed by the ascents in a
unique way to form a Dyck path.
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The common cardinality of P(n) and NC(n) is Cn = (2n)!
n!(n+1)! , the nth Catalan number.

Such combinatorial objects are referred to as Catalan structures and have been much
studied. A list of Catalan structures has been compiled by R. Stanley [37], where many
results and references on Catalan structures can also be found.

Of course our results extend to any statistic s of any other Catalan structure σ for
which there exists a bijection Ψ: σ −→ NC(n) that maps s to the blocks of the image par-
tition. Examples include the blocks of non-nesting partitions (see Reiner [32], Remark
2) or the length of chains in ordered trees as described in Prodinger [31].

Before we construct a representation for the uniform measure on NC(n) in terms of
conditioned geometric random variables we describe a connection to a certain type of
permutations of n and explain how to extend the large deviations result to the sublattice
of k-divisible non-crossing partitions.

2.2 Permutations and Parking Functions

The lattice of non-crossing partitions can also be embedded into the Cayley graph
of the symmetric group Sn. This bijection, due to Biane [9] allows us to relate our large
deviations result to the cycle structure of the permutations lying on a geodesic from the
identity element in Sn to the maximal cycle (1 . . . n).

A geodesic between two points a, b on any non-oriented graph G = (V,E) is a path
from a to b in G of minimal length. For vertices v1, v2 we denote by [v1, v2] the set of
vertices of G that lie on some geodesic from v1 to v2. This is an ordered set with w1 ≤ w2

if and only if w1 lies on some geodesic from v1 to w2.
If G is the Cayley graph of Sn with the collection of all transpositions as generator

set then [9] gives an order-preserving bijection Ψ from [e, (1 . . . n)] to NC(n), the latter
being equipped with the refinement order. The map Ψ is given by associating to a
permutation the partition given by its cycle structure. In particular Ψ maps bijectively
the cycle structure of [e, (1 . . . n)] to the block structure of NC(n), so we get a large
deviations principle, of speed n and with rate function J given above, for the cycle
structure of uniformly random elements of [e, (1 . . . n)].

In [10] P. Biane uses this bijection to re-derive a bijection between maximal chains in
the lattice NC(n+ 1) and parking functions on n, originally established by Stanley [36].
A parking function is a sequence of natural numbers (a1, . . . , an) such that its increasing
rearrangement (a(1), . . . a(n)) has a(j) ≤ j for all j. See [36] and references therein for
more on parking functions.

2.3 k-divisible Non-Crossing Partitions

As a small generalisation let us now consider the k-divisible non-crossing partitions
for some k ∈ N. A non-crossing partition of the set m is said to be k-divisible if the size
of each block is divisible by k. Of course such a partition can only exist if m is a multiple
of k and we denote by NC(k)(n) the set of all k-divisible non-crossing partitions of kn.
The image of NC(k)(n) under the bijection Φ described above can be identified with the
set of k-Dyck paths, i.e. the paths with upsteps as before and downsteps (1,−k). See
Aval [3].

The cardinality of NC(k)(n) is given [20] by the Fuss-Catalan numbers:∣∣∣NC(k)(n)
∣∣∣ =

1

n

(
(k + 1)n

n− 1

)
.

These numbers are equal to the moments of the k-th multiplicative free power of the
free Poisson distribution [4, 27].

See Armstrong [2] for a survey of k-divisible non-crossing partitions correspond-
ing to a general Coxeter group and Arizmendi [1] for a detailed combinatorial (non-
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asymptotic) analysis of the block structure of NC(W ) for W being of type A, B and D.
The connection to k-parking functions is explained in [36] , see also [21].

The number of π ∈ NC(k)(kn) with b blocks are given by the Fuss–Narayana num-
bers:

Nk(n, b) =
1

m

(
n

b

)(
kn

b+ 1

)
and also appear in the moment sequence of

(
$�k

)�t
, where $ denotes the unit rate

free Poisson distribution [23].
The arguments of Sections 3 and 4 go through with the obvious modifications and

we obtain the following

Proposition 2.1. The empirical measures (λ
(k)
n )n∈N corresponding to the block struc-

tures of uniformly random elements of NC(k)(n) satisfy a large deviations principle on
M1(N) of speed n with good convex rate function Jk given by

Jk(µ) =

{
k+1
k log(k + 1)− log(k)− H(µ)

m1(µ) −
Θ(m1(µ))
m1(µ) if supp(µ) ⊆ kN

+∞ otherwise.
(2.1)

Then Jk(µ) = 0 if and only if ν = G1/(k+1), the probability distribution on kN given by

G1/(k+1)(lk) =
k

(1 + k)l

for every n ∈ N. Again this implies a law of large numbers, namely λn −→ G
(k)
2 almost

surely in the weak topology on M1(N). The asymptotic proportion of blocks of size kl in
a uniformly random element of NC(k)(n) is therefore k

(k+1)l
. This law of large numbers

has now also been obtained by combinatorial means [1].

2.4 A Representation for the Uniform Measure

Let us now turn to the construction of the uniform measure on NC(n) using condi-
tioned geometric random variables. Since the sets NC(n) and P(n) are finite, a uniform
distribution exists. A random variable ω on P(n) with this distribution is also referred
to as a Bernoulli excursion. We will study the descent structure of ω. Because of the
above bijection this is equivalent to studying the blocks of a uniformly random element
of NC(n).

The number of Dyck paths with semilength n and k descents is given [18] by the
Narayana numbers

N(n, k) =
1

n

(
n

k

)(
n

k − 1

)
.

Therefore the expected number of descents in w is n+1
2 . Further it follows from re-

sults in [39] (p.3153) that the expected number of descents of length 1 is given by
n2+n
4n−4 . Asymptotically we therefore have about n

2 descents, roughly half of which are
singletons. However there do not seem to be asymptotic results beyond the singleton
descents in the literature. Heuristic arguments suggest that about half of the remaining
descents is of length 2 and so on, and indeed, the law of large numbers mentioned in
Section 1 (Corollary 4.2) confirms that this is the case.

We now construct a Bernoulli excursion using conditioned geometric random variables.
For any n ∈ N let wn : N2n −→

⋃
k∈N P̂(k) (where P̂(k) is the set of all length 2k
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lattice paths on Z, starting at zero and consisting of steps (1, 1) and (1,−1)) denote
the map that reconstructs a path from a sequence of ascents and descents. That is,
bn(x1, y1, . . . , xn, yn) is the path described by x1 upsteps, y1 downsteps, then x2 upsteps
and so on, terminating with yn downsteps.

Let Xn, Yn be i.i.d. random variables with common law given by the geometric dis-
tribution with parameter 1

2 . We will view these as the subsequent ascents and descents
of a simple random walk Σ on R starting at 0 with an upstep. Denote by

Tn :=

n∑
j=1

(Xj + Yj)

the combined length the first n up- and downsteps take in total and let τ̂n be the number
of descents completed after 2n steps of the simple random walker:

τ̂n = max{k ∈ N : Tk ≤ 2n}.

We will later work with a renormalisation of τ̂n, namely τn = τ̂n
2n . We denote by En the

event that wτn (X1, Y1, . . . , Xτn , Yτn) is a Dyck path of semilength n:

En =

Tτ̂n = 2n,

τ̂n∑
j=1

Xj =

τ̂n∑
j=1

Yj ,

r∑
j=1

(Xj − Yj) ≥ 0 ∀ j < τ̂n

 . (2.2)

The following lemma is now straightforward to check.

Lemma 2.2. Conditioned on En the distribution of wτ̂n (X1, Y1, . . . , Xτ̂n , Yτ̂n) on P(n) is
uniform. Hence, conditioned on En, the random measure λn defined by

λn =
1

τ̂n

τ̂n∑
j=1

δYj (2.3)

is the empirical measure of the descents of a Bernoulli excursion or, equivalently, the
block sizes of a uniformly random element of NC(n).

3 Process Level Large Deviations

Let (Xn)n∈N be an i.i.d. sequence of geometric random variables with parameter 1
2

and denote their common law by G2. We define processes Sn, Ln, indexed by the unit
interval and taking values in the space of real numbers and positive finite measures on
N respectively by

Sn(t) =
1

n

bntc∑
j=1

Xj +

(
s− bnsc

n

)
Xbnsc+1 (3.1)

Ln(t) =
1

n

bntc∑
j=1

δXj +

(
s− bnsc

n

)
δXbnsc+1

. (3.2)

In this section we prove a large deviations principle for the pair (Sn,Ln). We start
by proving a joint LDP for the pair of end-points (Sn(1),Ln(1)) via a projective limit
argument. We then adapt arguments from Dembo–Zajic [15] to obtain the path-wise
result.
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Remark 3.1. The reason for obtaining this joint large deviations principle is that for our
main large deviations result we need to use the mean as well as the empirical measure
but the map µ 7−→ m1(µ) is not continuous in the weak topology. An alternative would
have been a priori to strengthen the topology on M+(N) to the Monge–Kantorovich
topology, the coarsest topology that makes the map m1 continuous and is finer than
the weak topology. However results by Schied [33] show that in this topology Sanov’s
theorem does not hold for geometric random variables, because this distribution does
not possess all exponential moments.

Let us first recall the definition of a large deviations principle. For background on large
deviations theory see for example Dembo–Zeitouni [16].

Definition 3.2. A sequence of measures (µn)n∈N taking values on a Polish space is said
to satisfy a large deviations principle of speed a = (an)n∈N with rate function I if a is
a strictly increasing sequence diverging to∞, I is lower semi-continuous, has compact
level sets and

lim inf
n→∞

1

an
logµn(G) ≥ − inf

x∈G
I(x) (3.3)

lim sup
n→∞

1

an
logµn(F ) ≤ − inf

x∈F
I(x) (3.4)

for every open set G and every closed set F . (3.3) and (3.4) are often referred to as the
large deviations lower bound and upper bound respectively.

All the large deviations principles considered in this paper will be of speed n, that is
an = n for all n ∈ N.

3.1 Joint Sanov and Cramér

Denote by M+(N) the space of finite measures on N and let M1(N) be the subset of
probability measures. We equip M1(N) with the topology of weak convergence. This
topology is induced by the complete separable metric β given for µ, ν ∈M+(N) by

β(µ, ν) = sup

{∣∣∣∣∫ fdµ−
∫
fdν

∣∣∣∣ : ‖f‖L + ‖f‖∞ ≤ 1

}
(3.5)

where ‖ · ‖L denotes the Lipschitz norm. So M+(N) is a Polish space, and so is M1(N)

when equipped with the subspace topology. See Appendix A of Dembo–Zajic [15].
Our goal here is to establish a joint large deviations principle on Y := R×M+(N) for

the empirical mean and measure of the Xn. To be more precise define random elements
Sn := Sn(1) ∈ R and Ln := Ln(1) ∈M1(N). By Cramér’s theorem and Sanov’s theorem
respectively, the laws of Sn, Ln already satisfy a large deviations principle on R and
M1(N) individually. The point here is to show that this also holds for the pair. Recall
that m1(µ) denotes the mean of a probability measure µ.

Proposition 3.3. Let ηn denote the law of (Sn, Ln). Then (ηn)n∈N satisfies a large
deviations principle in Y with good rate function I1 given by

I1(x, p) =

{
H(p|G2) if p ∈M1(N) and m1(p) = x

+∞ otherwise
(3.6)

where H(·|·) denotes the relative entropy of two probability measures, i.e.,

H(ν|G2) =

∞∑
m=1

νm log
( νm

2−m

)
= m1(ν) log(2)−H(ν)

and H(p) = −
∑
m pm log(pm) is the entropy of a probability measure p.
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Proof. Recall that the weak topology on M1(N) is induced by the dual action of the
space Cb(N) of bounded continuous functions on N. Fix a finite collection f1, . . . , fd ∈
Cb(N). The random variables

(
Xn, f1(Xn), . . . , fd(Xn)

)
∈ Rd+1 are independent and

identically distributed, so by Cramér’s theorem [16, Corollary 6.1.6] their laws satisfy a
large deviations principle on Rd+1 with good convex rate function given by

Λ∗f1,...,fd(x1, . . . , xd+1) = sup


d+1∑
j=1

λjxj − Λf1,...,fd (λ1, . . . , λd+1) : λ ∈ Rd+1


where Λf1,...,fd is the logarithmic moment generating function of the random variable(
X1, f1(X1), . . . , fd(X1)

)
, that is

Λf1,...,fd (λ1, . . . , λd+1) = logEeλ1X1+
∑d
j=1 λj+1fj(X1)

The idea is now to take a projective limit approach, following closely Section 4.6 in [16].
We first construct a suitable projective limit space in which R×M+(N) can be embed-
ded. The proposition will follow from an application of the Dawson–Gärtner theorem.

Denote W = Cb(N) and let W ′ be its algebraic dual, equipped with the τ(W ′,W)-
topology, that is the weakest topology making the mapsW ′ 3 f 7−→ f(w) ∈ R continuous
for all w ∈ W. Let further J be the set of finite subspaces of W, partially ordered by
inclusion. For each V ∈ J define YV = R × V ′ and equip it with the τ(R × V ′,R × V )-
topology. Defining now projection maps pU,V for each U ⊆ V by

pU,V : YV −→ YU
pU,V (x, f) = (x, f |U ) ,

we obtain a projective system (YV , pU,V : U ⊆ V ∈ J). Denote by X̃ its projective limit,
equipped with the subspace topology from the product topology. Let further X = R×W ′
and define Φ: X −→ X̃ by

Φ(x, f) = ((x, f |V ) : V ∈ J) .

This is clearly a bijection. Using the definition of the weak topology in terms of open
balls, as in Chapter 8 of Bollobás [12], it is clear that Φ is actually a homeomorphism.

Next we embed R×M1(N) into X : for (x, µ) ∈ R×M1(N) let

Ψ(x, µ) = (x, [h 7−→
∫
hdµ]) ∈ X .

Then Ψ is a homeomorphism onto its image, which we denote by E . Let η̃n be the image
measure of ηn under Ψ. By the Dawson–Gärtner theorem and the finite-dimensional
large deviations principle mentioned above, these satisfy a large deviations principle
with good rate function IΨ given by

IΨ(x, f) = sup
{

Λ∗λ1,...λd
(x, f(λ1), . . . , f(λd)) : λ1, . . . λd ∈ W

}
.

By Cramér’s and Sanov’s theorem respectively we have exponential tightness for the se-
quences (Sn)n∈N and (Ln)n∈N separately. Therefore the sequence of pairs ((Sn, Ln))n∈N
is exponentially tight in R ×M1(N). The inverse contraction principle (see Theorem
4.2.4 in [16] and the remark (a) following it) now yields the desired LDP for (Sn, Ln)

with the good rate function I1 = Iψ ◦ ψ, that is

I1(x, µ) = sup
f1,...,fd∈Cb(N)

Λ∗f1,...,fd

(
x,

∫
f1 dµ, . . . ,

∫
fd dµ

)
.
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It remains to show that I1 is actually of the form (3.6). Suppose first that m1(µ) = x.
Fix f1, . . . fd ∈ Cb(N), let (λ1, . . . , λd+1) ∈ Rd+1 and define φ(y) = λ1y+

∑d
j=1 λj+1fj(y).

By Jensen’s inequality,

logE
[
eφ(X1)

]
= log

∫
eφ(y) dG2

dµ
(y)µ(dy) ≥

∫ [
φ(y)− log

(
dµ

dG2
(y)

)]
µ(dy)

=

∫
φ dµ−H(µ|G2) = λ1x+

d∑
j=1

λj+1

∫
fj dµ−H(µ|G2).

So Λ∗f1,...,fd
(
x,
∫
f1 dµ, . . . , f1 dµ

)
≤ H(µ|G2) for all f1, . . . , fd ∈ Cb(N), and therefore

I1(x, µ) ≤ H(µ|G2) whenever m1(µ) = x.
If µ is a Dirac mass then µ = δx and x ∈ N, by the assumption that m1(µ) = x. So

H(µ|G2) = x log 2. On the other hand, choosing d = 1 and f1(y) = 1y<x in the supremum
definition of I1 we obtain the inequality I1(x, µ) ≥ x log 2. So we assume that µ is not a
Dirac mass. Define ej ∈ Cb(N) by ej(m) = δjm. Write supp (µ) = {nk : k ∈ J}. Then,

I1(x, µ) ≥ sup
{

Λ∗en1
,...,end

(x, µn1
, . . . , µnd) : d ∈ J

}
= sup
λ∈(−∞,log(2))×Rd

λ1x+
d∑
j=1

λj+1µnj − logE
[
eλ1X1+

∑d
j=1 λj+1enj (X1)

]
:

 .

Fix d ∈ J , and let g(λ) denote the function inside the supremum. The effective domain
of Λen1 ,...,end

is (−∞, log(2))×Rd. Because µ is not a Dirac mass the function g(λ) tends
to −∞ whenever |λ| tends to∞, in whatever direction. So the supremum of g is attained
at some λ0 ∈ (−∞, log(2))×Rd. Then λ0 is a local maximum for g, whence ∇g(λ0) = 0,
or equivalently ∇Λen1 ,...,end

(λ0) = (x, µn1
, . . . , µnd)

T . So we can define an exponential
tilting νλ0

of µ by

νλ0
(dy) = eλ1y+

∑d
j=1 λj+1enj (y)−Λen1

,...,end
(λ0) µ(dy).

The probability measure νλ0
has mean x and satisfies

∫
enj dµ =

∫
enj dνλ0

for all j ∈
{1, . . . , d}. Moreover,

H (νλ0 |G2) = λ1x+

d∑
j=1

λj+1µnj − Λen1
,...,end

(λ0) ≤ Λ∗en1 ,...,end
(x, µn1 , . . . , µnd)

and therefore,

I1(x, µ) ≥ sup
d∈J

inf
{
H (ν|G2) : m1(ν) = x, νnj = µnj∀j ∈ {1, . . . , d}

}
= H (µ|G2) .

Finally suppose that m1(µ) 6= x. To see that I1(x, µ) = +∞ we introduce, for each d ∈ N,
the function ξd ∈ Cb(N) by

ξd(x) =

{
x if x ≤ d
0 otherwise.

For each ε ∈
(
0, 1

2 |x−m1(µ)|
)

there exists D such that for all d ≥ D we have

m1(µ) ≤
∫
ξd dµ+ ε.
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Large deviations for non-crossing partitions

It follows that for all λ1, λ2 ∈ R and d ≥ D,

I1(x, µ) ≥ λ1x+ λ2 (m1(µ)− ε)− logEeλ1X1+λ2ξd(X1)

= (λ1 + λ2)x− logEe(λ1+λ2)X1 + λ2 (m1 (µ)− x− ε) .

Taking the supremum over all λ1 we obtain

I1 (x, µ) ≥ Λ∗(x) + λ2 (m1 (µ)− x− ε)

for any λ2 ∈ R. Since ε < m1(µ)− x by construction it follows that I1(µ) =∞.
It now follows from Lemma 4.1.5 (a) in [16] that the LDP also holds in the larger

space Y = R×M+(N), by setting I1(x, µ) =∞ whenever µ is not a probability measure.

3.2 The Sample-Path Result

Theorem 3.4. Let ξn denote the law of (Sn,Ln) on C ([0, 1];Y), the space of continuous
functions from the unit interval to Y. The sequence (ξn)n∈N satisfies a large deviations
principle on C ([0, 1];Y) with good rate function I2 given by

I2(x,p) =

{∫ 1

0
H (ṗ(s)|G2) ds if (p,x) ∈ E

+∞ otherwise
(3.7)

where E is the space of elements (m,p) of absolutely continuous maps [0, 1] −→ Y
such that (m(0),p(0)) = 0, the map s 7−→ m(s) is differentiable almost everywhere,
p(t)− p(s) ∈Mt−s(N) and the limit

ṗt = lim
ε→0

pt+ε − pt
ε

exists in the weak topology for almost every t ∈ [0, 1] and has the property thatm1(ṗ(·)) =

m(·).

For (Ln(·)) on its own the analogous result can be found in Dembo–Zajic [15] and we will
use a similar structure, using the joint large deviations principle for empirical mean and
measure established above. We first prove exponential tightness for the pair of paths:

Lemma 3.5. ((Sn(·),Ln(·)))n∈N is exponentially tight in C ([0, 1];Y).

Proof. Let the distance d on Y be given by

d ((x1, µ1) , (x2, µ2)) = |x1 − x2|+ β(µ1, µ2).

By Lemma A.2 in [15] we get exponential tightness for the laws ξn of (Sn,Ln) if

(a) for each fixed t ∈ Q ∩ [0, 1] the sequence ((Sn(t),Ln(t)))n∈N is exponentially tight
and

(b) for every ρ > 0,

lim
δ→0

sup
n∈N

1

n
log ξn {f : wf (δ) ≥ ρ} = −∞

where wf (δ) = sup|t−s|≤δ d
(
f(t), f(s)

)
is the modulus of continuity of f .
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Large deviations for non-crossing partitions

Exponential tightness of ((Sn(t),Ln(t)))n∈N for every fixed t ∈ Q ∩ [0, 1] is a direct
consequence of Proposition 3.3. Moreover, for 0 ≤ s < t ≤ 1,

d ((Sn(t),Ln(t)) , (Sn(s),Ln(s))) ≤ t− s
n

max
j
Xj +

t− s
n

where the maximum on the right-hand side runs over the (finite) set of j such that
bnsc ≤ j ≤ bntc. For any δ, ρ > 0 and n ∈ N it follows therefore that

1

n
logP

{
sup
|t−s|<δ

d ((Sn(t),Ln(t)) , (Sn(s),Ln(s))) ≥ ρ

}

≤ 1

n
logP

{
δ

n

(
max

1≤j≤n
Xj + 1

)
≥ ρ
}

= −
(nρ
δ
− 1
)

log 2 ≤ −
(ρ
δ
− 1
)

log 2.

The right-hand side diverges to −∞ as δ → 0. So condition (b) also holds and (ξn)n∈N is
exponentially tight.

Lemma 3.6. For any fixed 0 = t0 < t1, . . . , < tm ≤ 1 the sequence (Zn)n∈N of random
variables defined by

Zn = ((Sn (tj)− Sn (tj−1) ,Ln (tj)−Ln (tj−1)))
m
j=1 ∈ Y

m

satisfies a large deviations principle in Ym with good rate function given by

It1,...,tm ((x1, µ1), . . . , (xm, µm)) =

m∑
j=1

(tj − tj−1) I1

(
xj

tj − tj−1
,

µj
tj − tj−1

)
.

Proof. Let n be large enough so that ntj < ntj+1− 1. A direct calculation yields, for any
f = (λj , gj)

m
j=1 ∈ (Ym)

∗,

lim
n→∞

1

n
logE enf(Zn) =

m∑
j=1

(tj − tj−1) Λ2

(
λj

tj − tj−1
,

gj
tj − tj−1

)
=: Λ3(f)

where Λ2(λ, g) = log E [exp (λX1 + g(δX1
))].

By Corollary 4.6.14 of [16] this implies that the laws of Zn satisfy a large deviations
principle on Ym with good rate function Λ∗1 given by

Λ∗1

(
(xj , µj)

m
j=1

)
= sup

{
f
(

(xj , µj)
m
j=1 − Λ3(f) : f ∈ E∗

)}
=

d∑
j=1

(tj − tj−1) Λ∗2

(
xj

tj − tj−1
,

µj
tj − tj−1

)
.

Since I1 is convex it follows from the results of Section 3.1 and Theorem 4.5.10(b) in
[16] that Λ∗2 = I1 and the lemma is proved.

The proof of Theorem 3.4 now follows closely that of Theorem 1 of [15]. An application
of the contraction principle to the map (z1, . . . , zm) 7−→ (z1, z1 + z2, . . . , z1 + . . . zm) yields
the large deviations principle for the laws of (Sn(t1),Ln(t1), . . . ,Sn(tm),Ln(tm)) with
good convex rate function given by

Ît1,...,tm ((x1, µ1), . . . , (xm, µm)) =

m∑
j=1

(tj − tj−1) I1

(
xj − xj−1

tj − tj−1
,
µj − µj−1

tj − tj−1

)
.
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Large deviations for non-crossing partitions

Applying the Dawson–Gärtner theorem as in the proof of Lemma 3 in [15] yields a LDP
for the laws of the pair process (Sn,Ln) on C([0, 1];Y) with good rate function

I2(x,µ) = sup
t1<...<tm

Ît1,...,tm
(
x (t1) ,µ (t1) , . . . ,x (tm) ,µ (tm)

)
.

Obviously m1 (µ(t)) 6= x(t) for some t implies I2(x,µ) = ∞. Lemma 4 in [15] then
implies that I2 is of the form (3.7). This completes the proof of Theorem 3.4.

Finally let (Xn)n∈N, (Yn)n∈N be two sequences of i.i.d. random variables of common
law G2 and define LXn , LYn , SXn , SYn analogously to (3.1, 3.2). By Corollary 2.9 of Lynch–
Sethuraman [25] we obtain the following

Corollary 3.7. The sequence of the laws of (SXn ,L
X
n ,S

Y
n ,L

Y
n ) satisfies a large devia-

tions principle on C
(
[0, 1],Y2

)
with good rate function I where for (x,p,y, q) ∈ Y2,

I(x,p,y, q) =

{∫ 1

0
[H (ṗ(s)|G2) +H (q̇(s)|G2)] ds if (x,p), (y, q) ∈ E

+∞ otherwise.

4 Large Deviations for NC(n)

Recall that, in the notation of Section 2, λn = 1
τ̂n

∑τn
j=1 δYj is the empirical measure

of the blocks of a non-crossing partition picked uniformly at random. Define further
σn = m1(λn) = 1

τ̂n

∑τ̂n
j=1 Yj .

Let νn denote the law of (σn, λn, τn) on Y × [0, 1]. The main result of this section is
the following.

Theorem 4.1. The sequence (σn, λn, τn)n∈N satisfies a large deviations principle in
Y × [0, 1] with good convex rate function J given by

J(m,µ, t) =

{
log 4− 1

mH(µ)− 1
m log (m− 1) + log

(
1− 1

m

)
if m1(µ) = m = 1

2t

+∞ otherwise.
(4.1)

It is straightforward to verify that J(m,µ, t) = 0 if and only if (m,µ, t) = (2,G2,
1
4 ). The

following law of large numbers now follows immediately.

Corollary 4.2. The empirical measure λn of the block structure of a uniformly ran-
domly chosen non-crossing partition converges weakly almost surely to the geometric
distribution of parameter 1

2 .

We will first prove the upper bound, Proposition 4.5 and then the lower bound, Propo-
sition 4.6. For both the following lemma is useful.

Lemma 4.3. The logarithmic asymptotics of the probability of En are given by

lim
n→∞

1

n
logP(En) = 0. (4.2)

Proof. Writing En in terms of the random walk Σ that has ascents X1, X2, . . . and de-
scents Y1, Y2, . . .,

En =
{

Σ2n = 0, Σk > 0 ∀ k < 2n, Σ2n+1 = +1
}
.
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Therefore, using the Markov property of Σ,

P
(
En
)

= P {Σ2n+1 = +1 | Σ2n = 0} · P {Σ2n = 0, Σk ≥ 0 ∀ k < 2n}

=
1

2
· Cn

4n

because the second probability on the right is just that of running a simple random walk
for 2n steps and obtaining a Dyck path. A direct computation using Stirling’s formula
[19, p.64] yields that 1

n logCn −→ 4 as n→∞. Equation (4.2) follows.

For any path x : [0, 1] −→ R with x(0) = 0 and x(t)− x(s) ≥ t− s for all t > s ≥ 0 we let
τ(x) be the right-inverse of x at 1, i.e.

τ(x) = inf {s ∈ [0, 1] : x(s) ≥ 1} .

If p(t)−p(s) is a measure on N of mass t− s it follows that m1 (p(t))−m1 (p(s)) ≥ t− s.
So the map E2 −→ [0, 1] given by (x,p,y, q) 7−→ τ(x+ y) is continuous.

4.1 The Upper Bound

We are now in a position to prove the large deviations upper bound. We will first
give a bound via the process version and then show that this can be written in terms of
the stated rate function

Lemma 4.4. For every closed F ⊆ Y × [0, 1] we have

lim sup
n→∞

1

n
log νn(F ) ≤ −2 inf

{
I(x,p,y, q) : (x,p,y, q) ∈ F̂

}
(4.3)

where the (closed) subset F̂ of E2 is defined by

F̂ =

{
(x,p,y, q) ∈ E2 :

(
1

τ
y(τ),

1

τ
q(τ), τ

)
∈ F,x(τ) = y(τ), x(s) ≥ y(s)∀s ≤ τ

}
and τ = τ(x+ y).

Proof. Recall that λn = 1
τn
LY2n(τn). Therefore,

1

n
log νn(F ) =

1

n
logP

{(
1

τn
SY2n(τn),

1

τn
LY2n(τn), τn

)
∈ F ; En

}
− 1

n
logP(En).

By Lemma 4.3 the second term on the right-hand side converges to 0. Further, τn =

inf
{
k
2n : 1

2n (Xj + Yj) ≥ 1
}

, so that τn is the least integer multiple of 1
2n less than τ(LX2n+

LY2n), with equality if and only if SX2n(τn) + SY2n(τn) = 1. This certainly holds on En,
so we can write the event En in terms of the L, S: for ease of notation we denote
τS := τ(SX2n + SY2n). Then

En =

{
SX2n(τn) = SY2n(τn) =

1

2
, SX2n(s) ≥ SY2n(s) ∀ s ≤ τn

}
=

{
SX2n(τS)) = SY2n(τS) =

1

2
, SX2n(s) ≥ SY2n(s) ∀ s ≤ τS , τS = τn

}
⊆
{
SX2n(τS)) = SY2n(τS) =

1

2
, SX2n(s) ≥ SY2n(s) ∀ s ≤ τS

}
=: Ẽn.

Hence,

lim sup
n→∞

1

n
log νn(F ) ≤ 2 lim sup

n→∞

1

2n
logP

{(
1

τS
SY2n(τS),

1

τS
LY2n(τS), τS

)
∈ F ; Ẽn

}
.

Since τS is a continuous function of (SX2n,L
X
2n,S

Y
2n,L

Y
2n), the set on the right-hand side

is closed in E2 and we can apply Corollary 3.7 to obtain (4.3).
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We now investigate the right-hand side of (4.3). For any (x,p,y, q) define new paths p̃
and q̃ by

p̃(s) =

{
s

τ(x+y)p (τ (x+ y)) if s ∈ [0, τ (x+ y)]

p (τ (x+ y)) + (s− τ (x+ y))G2 if s ∈ [τ (x+ y) , 1]
(4.4)

and analogously q̃, replacing p by q. If further x̃(t) = m1(p̃(t)) and ỹ(t) = m1(q̃(t)) for
all t then τ (x+ y) = τ (x̃+ ỹ) =: τ . Further (x̃, p̃, ỹ, q̃) ∈ F̂ and

I(x̃, p̃, ỹ, q̃) = τ

(
H

(
1

τ
p(τ)|G2

)
+H

(
1

τ
q(τ)|G2

))
.

Moreover, by convexity of H(·|G2) (see [15], Lemma 4),

I(x,p,y, q) ≥ τ
(
H

(
1

τ
p(τ)|G2

)
+H

(
1

τ
q(τ)|G2

))
.

It is clear that 1
τ p(τ), 1

τ q(τ) are probability measures, and that for every pair of prob-
ability measures (p, q) such that (m1(p), p, 1

2m1(p) ) ∈ F the corresponding straight-line

path
(
(4.4) with τ(x+ y) = 1

2m1(p)

)
lies in F̂ . Therefore

inf
F̂
I = inf

{
τ [H (p|G2) +H (q|G2)] : (m1(q), q, τ) ∈ F,m1(p) = m1(q) =

1

2τ

}
.

On the other hand H(q|G2) = −H(q) +m1(p) log(2) and it is well-known that

sup {H(q) : m1(q) = m} = Θ(m) := log(m− 1)−m log

(
1− 1

m

)
. (4.5)

Hence,

inf
F̂
I = inf

{
log(2)− τH(p)− τΘ

(
1

2τ

)
: (m1(p), p, τ) ∈ F,m1(p) =

1

2τ

}
. (4.6)

We have established the upper bound:

Proposition 4.5. For every closed F ⊂ Y × [0, 1],

lim inf
m→∞

1

m
log νm(F ) ≤ − inf {J(s, p, t) : (s, p, t) ∈ F} . (4.7)

4.2 The Lower Bound

We now turn to proving the lower bound. By the local nature of large deviations
lower bounds (see [16], identity (1.2.8) and the adjacent remarks) it is enough to prove
the following.

Proposition 4.6. Fix (m,µ, t) ∈ Y × [0, 1] and ρj > 0 for j ∈ {1, 2, 3} and let G =

(m− ρ2,m+ ρ2)×B(µ, ρ1)× (t− ρ3, t+ ρ3). Then

lim inf
n→∞

1

n
log νn

(
G
)
≥ −J(m,µ, t) (4.8)

where B(µ, r) denotes the ball in M1 of radius r, centred on µ with respect to β, the
metric of (3.5) inducing weak topology.
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Proof. We can assume that m1(µ) = m = 1
2t since otherwise J(m,µ, t) = ∞ and (4.8) is

trivial. From the definition of νn we have, as before,

log
(
νn(G)

)
= logP {(σn, λn, τn) ∈ G} − logP(En).

Recall that limn→∞
1
n logP(En) = 0. Moreover E =

⋃
r En,r where

En,r =


r∑
j=1

Xj =

r∑
j=1

Yj ,

k∑
j=1

Xj ≥
k∑
j=1

Yj ∀ k < r, τn =
r

2n

 .

On En,r we have r
2n = τn ∈ (t − ρ3, t + ρ3) and the condition σn ∈ (m − ρ2,m + ρ2) is

equivalent to r ∈
(

n
m+ρ2

, n
m−ρ2

)
. Therefore

P {(λn, σn, τn) ∈ G;En} =
∑
r∈In

P

1

r

r∑
j=1

δYj ∈ B(µ, ρ1); En,r


where In = N ∩ (2n(t− ρ3), 2n(t+ ρ3)) ∩

(
n

m+ρ2
, n
m−ρ2

)
. Fix now w > 0 and let N1 be

large enough to have N1Fw > 2
ρ1

. Then if r ∈ I(w)
n = In ∩ (wn,∞) and n ≥ N1,

β

1

r

r∑
j=1

δYj ,
1

r

r−1∑
j=1

δYj

 =
1

r
<
ρ1

2
.

Using independence of the Xj , Yj and the fact that P(Z = a) = P(Z > a) for any Z with
law G2,

P {(λn, σn, τn) ∈ G; En} ≥
1

4

∑
r∈I(w)

n

P

1

r

r−1∑
j=1

δYj ∈ B
(
µ,
ρ1

2

)
, E′n,r, τn =

r

2n


≥ 1

4

∑
r∈I(w)

n

P

1

r

r∑
j=1

δYj ∈ B
(
µ,
ρ1

4

)
, E′n,r, τn =

r

2n


for n ≥ 2N1. Here,

E′n,r =

1

r

r∑
j=1

Xj ≥ n,
1

r

r∑
j=1

Yj ≥ n,
a∑
j=1

Xj ≥
1

r

a∑
j=1

Yj ∀a < r, τn =
r

2n

 .

Recall that λn = 1
τn
LY2n(τn), that τn − 1

n ≤ τS := τ(SX2n + SY2n) ≤ τn and that the S-
processes are increasing in time. It follows that

E′n,r =

{
SX2n(s) ≥ SY2n(s)∀ s < τn, S

X
2n(τn) ≥ 1

2
, SY2n(τn) ≥ 1

2
, τn =

r

2n

}
⊇
{
SX2n(s) ≥ SY2n(s)∀ s < τS , SX2n(τS) ≥ 1

2
, SY2n(τS) ≥ 1

2
, τn =

r

2n

}
.

Denote by Ẽn,r the latter event and define Ẽn =
⋃
r∈I(w)

n
En,r. We obtain

P {(σn, λn, τn) ∈ G; En} ≥
1

4
P

{
1

τn
LY2n ∈ B

(
µ,
ρ1

4

)
; Ẽn

}
.
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Let now N2 be large enough such that n ≥ N2 implies n > 2
w ∨

2
ρ3
∨ 4w2

ρ1
∨ 8

wρ1
and

1
m1+2ρ2

− 1
n <

1
m1+ρ2

. Then

β

(
1

τn
LY2n(τn)− 1

τS
LY2n(τS)

)
≤ β

(
1

τn
LY2n(τn)− 1

τS
LY2n(τn)

)
+ β

(
1

τS
LY2n(τn)− 1

τS
LY2n(τS)

)
≤
∣∣∣∣ 1

τn
− 1

τS

∣∣∣∣β (LY2n(τn), 0
)

+

∣∣τn − τS∣∣
τS

<
1

nw
<
ρ1

8

and further, using the fact that
∣∣τn − τS∣∣ < 1

n repeatedly,{
τS ∈ It

}
⊆ {τn >

w

2
, τ ∈ (t− ρ3, t+ ρ3) ∩

(
1

m+ ρ2
,

1

m− ρ2

)
where It = (w,∞) ∩

(
t− ρ3

2 , t+ ρ3
2

)
∩
(

1
2m+4ρ1

, 1
2m−2ρ1

)
. It follows that

P

{
1

τn
LY2n ∈ B

(
µ,
ρ1

4

)
; Ẽn

}
≥ P

{
1

τS
LY2n

(
τS
)
∈ B

(
µ,
ρ1

8

)
, τS ∈ It,

(
SX2n,S

Y
2n

)
∈ ISw

}
.

(4.9)

Here,

ISw =

{
(x, y) : x(s) > y(s)− w ∀s < τ(x+ y), x(τ(x+ y)), y(τ(x+ y)) >

1

2
− w

}
.

The right-hand side of (4.9) is of the form (SX2n,S
Y
2n,S

X
2n,S

X
2n) ∈ U for an open subset U

of C
(
[0, 1];Y2

)
. So we can apply Corollary 3.7, then let w → 0 and obtain

lim inf
n→∞

1

n
log νn(G) ≥ −2 inf

{
I(x, p, y, q) : β

(
1

τ
q(τ), µ

)
<
ρ1

8
, τ ∈ Iτ , (x, y) ∈ IS

}
(4.10)

where τ := τ(x + y) and IS = {(x, y) : x(s) ≥ y(s)∀s < τ, x(τ) = y(τ) = 1
2}. It remains

to show that the right-hand side of (4.10) can be bounded below by −J(m,µ, t). Let
(x, p) ∈ E be such that x(s) = m1(p(s)) ∀ s, for any s ∈ [0, t), the inequality x(s) ≥ sm1(µ)

holds and x(t) = 1
2 . Define further q̃ : [0, 1] −→M+(N) by

q̃(s) =

{
sµ if s ∈ [0, t]

tµ+ (s− t)G2 if s ∈ [t, 1]

and ỹ(t) = m1(p̃). Then (x, p), (ỹ, q̃) ∈ E and τ(x + ỹ) = t ∈ It. By construction (x, ỹ) ∈
IS. Moreover,

∫ 1

0
H
(

˙̃q(s)|G2

)
ds = tH(µ|G2) and (by convexity)

∫ 1

0
H(ṗ(s)|G2) ds ≥

tH( 1
t p(t)|µ). So by (4.10), and the same argument as for (4.6),

lim inf
n→∞

1

n
log νn(G) ≥ −2 inf

{
I (x,p, ỹ, q̃) : x(s) ≤ sm1(µ), x(t) =

1

2

}
= −2 inf

{
t (H (µ|G2) +H (p|G2)) : m1(q) =

1

2

}
≥ −J(m,µ, t).

This concludes the proof of the lower bound, and hence of Theorem 4.1.
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5 A Formula for the Maximum of the Support

In this section we apply our large deviations result to a problem from free probability
theory. Fix a compactly supported probability measure µ. Its Cauchy transform is the
analytic function Gµ where for z ∈ C \ suppµ,

Gµ(z) =

∫
µ(dt)

z − t
.

The function Gµ is analytic on C \ supp(µ) and locally invertible on a neigbourhood of
∞. Its inverse, Kµ is meromorphic around zero, where it has a simple pole of residue
1. Removing this pole we obtain an analytic function

Rµ(z) = Kµ(z)− 1

z
=

∞∑
n=0

kn+1(µ)zn.

The function Rµ is called the R-transform of µ while its coefficients (kn (µ))n∈N are
called the free cumulants of µ. Given that µ has compact support it is determined
by its R-transform. So, given an R-transform we can, at least in theory, obtain the
corresponding probability measure. However in order to do so one needs to find the
functional inverse of R(z) + 1

z for which a closed-form expression may not exist. Using
the large deviations principle of Section 4 we can deduce the right edge of the support
of µ, provided that the free cumulants are non-negative.

The problem of determining a measure from its R-transform occurs in free probabil-
ity: if a1, a2 are free non-commutative random variables of law µ1, µ2 respectively then
the law µ of a1+a2 has the property that kn(µ) = kn(µ1)+kn(µ2) and the law ν of λa1 has
kn(ν) = λnkn(µ1) for any λ ∈ R. This linearity property allows the computation of laws
of free random variables, similarly to the moment generating function in commutative
probability theory. For background on free probability theory see for example [38, 22]
and the survey of probabilistic aspects of free probability theory [11].

Because the R-transform determines the underlying probability measure one might
still hope to recover some information about the measure, for example about the sup-
port, even when the Cauchy transform cannot be obtained explicitly. The special case
where the underlying law is a free convolution of a semicircular law with another dis-
tribution has been studied deeply by P. Biane [8].

In this section we describe how the maximum of the support of µ can be deduced
from the free cumulants.

Combinatorial considerations of the way R- and Cauchy transform are related [29,
35] give rise to the free moment-cumulant formula:∫

tnµ(dt) =
∑

π∈NC(n)

∞∏
j=1

kj(µ)Bj(π) (5.1)

where Bj(π) is the number of blocks of size j in π.Our starting point is the observa-
tion that the edge of the support of a measure can be deduced from the logarithmic
asymptotics of its moments: namely if ρµ is the maximum of the support of µ then

log ρµ = lim sup
n→∞

1

n
log

∫
tnµ(dt). (5.2)

Suppose for the moment that all cumulants are positive (which is indeed the first case
we will consider, in Section 5.1). Then we can re-write (5.1) as the expectation of
an exponential functional of a uniformly random non-crossing partition. Namely, if
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θ : N −→ R is given by θj := log kj , and Ên = E(·|En) (recall that En denotes the
event we conditioned on in Section 2) and Cn, the nth Catalan number, is the cardinality
of NC(n)) then

∫
tnµ(dt) =

∑
π∈NC(n)

exp

 ∞∑
j=1

log(kj)Bj(π)

 = Cn Ên

[
e2nτn 〈θ,λn〉

]
.

In Section 5.1 we evaluate the logarithmic asymptotics of this expectation by Varadhan’s
Lemma, using the large deviations principle we have proved above.

Using the fact that limε→0 ε log ε = 0 one might suppose that a similar result will still
hold when some of the cumulants are allowed to be zero. This is indeed the case and
we will prove this in Section 5.2.

Remark 5.1. For γ ∈ R the shift operation given by Sγ(µ)(E) = µ({x − γ : x ∈ E})
shifts the maximum of the support by γ to the right. Also Sγ(µ) = µ�δγ which leaves all
cumulants invariant, except for the first which is incremented by γ. So we can always
take the first cumulant to be anything we like.

5.1 All Free Cumulants Positive

We first consider the case where all free cumulants are positive. Examples include the
free Poisson distribution.

Theorem 5.2. Let µ be a compactly supported probability measure on [0,∞) such that
its free cumulants (kj)j∈N all positive. Then the right edge ρµ of the support of µ is
given by

log ρµ = sup

{
1

m1(p)

∞∑
m=1

pm log

(
km
pm

)
+

Θ
(
m1(p)

)
m1(p)

: p ∈M1
1(N)

}
(5.3)

where M1
1(N) = {p ∈M1(N) : m1(p) < ∞} is the set of probability measures on N with

finite mean and Θ was defined in (4.5).

This variational problem can often be solved by Lagrange multipliers or similar meth-
ods. Some examples are given below.

Remark 5.3. Equation (5.3) looks somewhat similar to Varadhan’s spectral radius for-
mula [16, Exercise 3.1.19], giving the spectral radius of a (deterministic) N ×N matrix
in terms of its entries. Namely, let B = (bij)

N
i,j=1 be irreducible and have strictly positive

entries then the spectral radius (absolutely largest eigenvalue) ρB of B is given by

log ρB = sup


N∑

i,j=1

q(i, j) log

(
b(i, j)

qf (j|i)

)
: q ∈M1 (N ×N) ,

N∑
j=1

q(·, j) =

n∑
j=1

q(j, ·)

 (5.4)

where qf (j|i) = q(i,j)∑
r q(i,r)

. Despite the apparent formal similarities we do not seem to be
able to relate this formula to ours. This is because the free cumulants of a deterministic
matrix are given by a very complicated function of its entries.

Proof of Theorem 5.2. By Stirling’s formula, 1
n logCn −→ log 4 as n −→∞, so that

lim sup
n→∞

∫
tn µ(dt) = log 4 + lim sup

n→∞

1

n
log Ên

[
eng(λn,τn)

]
(5.5)

where g : M1(N)× [0, 1] −→ R is defined by g(µ, t) = 2t〈θ, µ〉.
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It is a direct application of the contraction principle, Theorem 4.2.1 in [16], that
(λn, τn)n∈N satisfies a large deviations principle on M1(N)× [0, 1] with rate function J̃13

given by J̃13(µ, t) = J(m1(µ), µ, t).
Suppose first that the sequence (kn)n∈N is bounded by K ∈ (0,∞). Then g is contin-

uous and bounded, with norm ‖g‖∞ ≤ 2 logK. So for any γ > 1,

lim sup
n→∞

1

n
log Ên

[
enγg(τn,λn)

]
≤ 2γ log(K) <∞.

Hence the moment condition for Varadhan’s Lemma (Dembo–Zeitouni [16], Theorem
4.3.1) applies and so

lim
n→∞

1

n
log Ên

[
eng(λn,τn)

]
= sup

{
g(µ, t)− J̃13(µ, t) : (µ, t) ∈M1(N)× [0, 1]

}
.

Let ρ̂µ denote the left-hand side above and note that ρµ = ρ̂µ + log 4. So

log(ρµ) = sup

{
1

m

∞∑
n=1

pn log kn +
1

m
H(p)− 2 log

(
1− 1

m

)
: m1(p) = m

}

which is (5.3).
We now turn to the general case, that is, we remove the assumption that the se-

quence of free cumulants is bounded. Because µ is compactly supported, its R-transform
is analytic on a neighbourhood of zero, by Theorem 3.2.1 in Hiai–Petz [22]. So there
exist Γ, R ∈ (0,∞) with kn ≤ ΓRn for all n ∈ N. Define the dilation operator of scale
1
R by DR−1(µ)(A) = µ

(
R−1A

)
,
(
where tA = {tx : x ∈ A}

)
and let k̂n = R−nkn be the

nth cumulant of DR−1(µ). The sequence
(
k̂n

)
n∈N

is bounded, so the above applies to

ρDR−1 (µ) =
ρµ
R . In particular,

log ρDR−1(µ) = sup

{
1

m

∞∑
n=1

pn log k̂n +
1

m
H(p) +

1

m
Θ(m) : m1(p) = m

}

= sup

{
1

m

∞∑
n=1

pn log kn +
1

m
H(p) +

1

m
Θ(m) : m1(p) = m

}
− log(R)

which completes the proof of Theorem 5.2.

5.2 Non-Negative Free Cumulants

We now consider non-commutative random variables of which all free cumulants
are non-negative but some of them are allowed to take the value zero. We will denote
by L the set of n ∈ N such kn 6= 0. As a prominent example we mention the centred
semicircle distributions, where L = {2}.

It turns out that the variational formula (5.3) still holds, provided we follow the
convention that 0 log 0 = 0.

Theorem 5.4. Let µ be a compactly supported probability measure whose free cumu-
lants (kn)n∈N are all non-negative. Then the maximum of the support ρµ of µ is given
by

log (ρµ) = sup

{
1

m1(p)

∑
n∈L

pn log

(
kn
pn

)
− Θ(m1(p))

m1(p)
: p ∈M1

1(L)

}
(5.6)

where M1
1(L) denotes the set of p ∈M1

1(N) such that p(Lc) = 0.
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Proof. Since the set {p ∈M1(N) : m1(Lc) = 0} is closed the direction ‘≤’ in (5.6) follows
directly from Exercise 2.1.24 in Deuschel–Stroock [17]. So we only need to show that
the logarithm of the maximum of the support of our measure is bounded below by the
variational formula. Let p be the free Poisson distribution with parameter 1 and recall
that p has support [0, 4]. For ε > 0 let νε = Dε−1(p), the ε-dilation of p (see the proof of
Theorem 5.2). Then kn(νε) = εn. By the remarks after Example 3.2.3 in [22] (page 98)
the maximum of the support of µε := µ� νε is no bigger than the sum of those of µ and
νε. Moreover Theorem 5.2 applies to µε so that

ρµ + 4ε ≥ ρµε

= sup

{
1

m1(p)

∞∑
n=1

pn log

(
kn + εn

pn

)
+

Θ(m1(p))

m1(p)
: p ∈M1

1(N)

}

≥ sup

{
1

m1(p)

∞∑
n=1

pn log

(
kn + εn

pn

)
+

Θ(m1(p))

m1(p)
: p ∈M1

1(L)

}

≥ sup

{
1

m1(p)

∞∑
n=1

pn log

(
kn
pn

)
+

Θ(m1(p))

m1(p)
: p ∈M1

1(L)

}

using the fact that ε > 0. Letting ε tend to zero yields the ‘≥’ direction of (5.6).

6 Examples

We conclude with a few examples where our formula can be applied. The main
requirement, that the free cumulants be non-negative, is satisfied in a wide range of
cases.

Example 6.1. As a warm-up let us consider two (known) examples where the varia-
tional problem can be solved to give an explicit formula for the maximum of the support.
The simplest example is the centred semicircle law of radius r given by

σr(dt) =
2

πr2

√
r2 − t2 1[−r,r]dt.

Then, in the notation of Section 5, L = {2} and k2(σr) = r2

4 . The only probability
measure on L is δ2 which has m1(δ2) = 2. Therefore,

log ρσr =
1

2
log k2 +

1

2
Θ(2)

= log
(r

2

)
+

1

2

(
2 log

(
1− 1

2

))
= log(r).

Next let λ ≥ 1 and consider the free Poisson distribution pλ with parameter λ, i.e.,

pλ(dt) =
1

2πt

√
4λ− (t− 1− λ)

2
1[(1−

√
λ)2,(1+

√
λ)2](t) dt.

The free cumulants are given by kn = λ for all n ∈ N and therefore

log ρpλ = sup

{
2τ log(λ) + 2τH(p) + 2τΘ

(
1

2τ

)
: m1(p) =

1

2τ

}
= 2 sup

τ≤ 1
2

[
τ log λ+ 2τΘ

(
1

2τ

)]
.
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Putting Ψλ(τ) = τ log λ + 2τΘ
(

1
2τ

)
we easily verify that Ψ′λ(τ∗) = 0 for τ∗ =

√
λ

2(
√
λ+1)

and that this critical point is the absolute maximum of Ψλ on
[
0, 1

2

]
. Another direct

computation yields log ρpλ = 2Φλ(τ∗) = 2 log
(

1 +
√
λ
)

, i.e. ρpλ =
(

1 +
√
λ
)2

.

Example 6.2. Let us consider µ = p � u where p is the free Poisson law of parameter
1 and u is the uniform distribution on [−1, 1]. This corresponds, for example, to the
limiting distribution of T ∗NTN+diag(ρ1, . . . , ρN ) where TN is anN×N real random matrix
with i.i.d. entries of mean 0 and variance 1 and all moments bounded and ρN (j) =

j − 1− N
2 . The R-transform of µ is given by

Rµ(z) = Rp(z) +Ru(z) =
1

1− z
+ coth(z)− 1

z

which cannot be inverted explicitly. We obtain an implicit equation for the maximum of
the support of µ, i.e. the limiting largest eigenvalue:

ρµ =
π(m− 1)

mγ

where (γ,m) is the unique pair of positive reals satisfying the equations

1

m− 1
=

γ

1− γ
+ coth(γ)

λ(m− 1)

1− γ
+ (m− 1) coth(γ) =

m− 1

γ
+
γ2 + (1− γ)2

mγ(1− γ)2
+
γ

m

(
1− coth2(γ)

)
.

6.1 Freely Infinitely Divisible Distributions

Let µ be freely infinitely divisible. That is, for every n ∈ N there exists a compactly
supported probability law µn such that µ is the n-fold free convolution of µn with itself:

µ = µn � . . .� µn︸ ︷︷ ︸
n times

.

Freely infinitely divisible probability measures have been studied by Barndorff-Nielsen
– Thorbjørnsen [5, 6]. Many of their properties are non-commutative analogues of those
enjoyed by classical infinitely divisible distributions, for example they lead to the con-
cept of free Lévy processes. There exists an analogue of the Lévy-Khintchine repre-
sentation, a version of which is given in [22], where Theorem 3.3.6 states that µ is
freely infinitely divisible if and only if there exist α ∈ R and a positive finite measure ν
with compact support in R such that the R-transform Rµ of µ can be written, for z in a
neighbourhood of (C \R) ∪ {0}, as

Rµ(z) = α+

∫
z

1− xz
ν(dx). (6.1)

We call ν the free Lévy–Khintchine measure associated to µ. By Remark 5.1 we lose
no generality by setting k1(µ) = α = 0. Setting m0(ν) := ν(R) we can express the
cumulants of µ in terms of the sequence (mn(ν))n≥0 by observing that kn(µ) = mn−2(ν)

for n ≥ 2.
So if µ is freely infinitely divisible and the moments of its free Lévy-Khintchine mea-

sure are all non-negative the variational formula for the maximum of the support of µ
from Theorem 5.4 applies.
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6.2 Series of Free Random variables

Let ξ1, ξ2, . . . be a sequence of free self-adjoint random variables of identical distri-
bution µ1 and consider the series

ξ =

∞∑
n=1

n−βξn

where β > 0 is chosen large enough for the series to converge in the operator norm.
Let kn(µ1) denote the free cumulants of µ1 then the R-transform Rξ of ξ is given by

Rξ(z) =

∞∑
n=1

n−βRξ1
(
n−βz

)
=

∞∑
n=1

n−β
∞∑
r=0

kr(µ1)
(
n−βz

)r
.

Let U be a neighbourhood of zero where Rξ1 is analytic then we have absolute conver-
gence on U and hence may interchange the order of the two summations:

Rξ(z) =

∞∑
r=0

∞∑
n=1

n−rβkr(µ1)zr =

∞∑
r=0

ζ(βr)kr(µ1)zr−1

where ζ denotes the Riemann zeta function. So we conclude that the free cumulants of
ξ are given in terms of those of ξ1 by kn = ζ(βn) kn(µ1).

It may not be possible to locally invert the corresponding analytic function R0 in
closed form. In this case our formula comes in useful and we obtain:

Corollary 6.3. Suppose that the free cumulants of µ1 are all non-negative. Then the
right edge ρ0 of the support of the law of the series ξ is given by

log (ρ0) = sup

{
1

m1(p)

∞∑
n=1

pn log

(
ζ(βn)k

(0)
n

pn

)
− Θ(m1(p))

m1(p)
: p ∈M1

1(L)

}
. (6.2)

In some cases we can solve this variational problem and obtain a more or less explicit
formula for the maximum of the support.

Example 6.4. Suppose µ1 is the free Poisson distribution of parameter λ ≥ 1. We set
β = 2 and study

∑
n n
−2ξn where the ξn are free and all distributed according to the

free Poisson law. The corresponding R-transform is

R(z) =
λ (1−

√
z cot (

√
z))

2z

for which no closed-form inverse exists. However there is a unique maximiser for the
corresponding variational problem (6.2), given by pn = λζ(2n)

Z emtn and determined by
its mean m. That mean is given implicitly by

λ(m− 1)− 2 =
√

4λm2 − 2λm− 2(λ− 2) cot

(√
4λm2 − 2λm− 2(λ− 2)

λ(m− 1)

)

which has a unique solution m∗ in the relevant interval. The right edge is therefore
given by

ρ = log
λ2m2

∗(m∗ − 1)

4λm2
∗ − 2λm∗ − 2(λ− 2)

.

The choice λ = 1 corresponds to the square integral of a free Brownian bridge which
has been studied in [30].
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Another example, where the ξn are distributed according to the commutator of the
standard semicircle law with itself, can also be found in [30]. The commutator of two
free random variables a and b is [a, b] = i (ab− ba), see Nica–Speicher [28]. The free
random variable [a, b] is bounded and self-adjoint, provided a and b are. In [30] implicit
equations for the maximum of the support of [a, b] are obtained when a and b are two
free standard semicircular random variables.
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Large deviations for non-crossing partitions

Figure 1: The partition {{8}, {9}, {10, 7, 6}, {11, 5}, {12, 4, 3, 2, 1}} is non-crossing,
{{5, 1}, {8}, {9, 3}, {10, 7, 6}, {12, 4, 2}} is crossing.

Figure 2: An example for the bijection Φ.
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