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FAST COMMUNICATION

ON THE CHANG AND COOPER SCHEME APPLIED TO A LINEAR

FOKKER-PLANCK EQUATION∗

CHRISTOPHE BUET† AND STÉPHANE DELLACHERIE‡

Abstract. We show that for a particular linear Fokker-Planck operator, the explicit Chang and
Cooper scheme is positive and entropy satisfying under a CFL criterion when the initial condition
is positive. Then, we deduce that the distribution given by the explicit Chang and Cooper scheme
converges toward a discrete Maxwellian equilibrium.
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1. Introduction

The Chang and Cooper scheme [1] is a classical scheme [2, 3, 4, 5] used to solve
a spatially homogeneous kinetic equation of the type

∂f

∂t
=S(f) (1.1)

where f(t,v) ((t,v)∈R+×R
3) is a non-negative distribution and where S(f) is a linear

or non-linear Fokker-Planck operator. The main property of the Chang and Cooper
scheme is that the numerical fluxes used to discretize S(f) are equal to zero when the
distribution f is equal to the equilibrium distribution fe of equation (1.1) (thus, fe is
such that S(fe)=0). In other words, this scheme preserves the equilibrium fe when it
is reached. Nevertheless, up to now there does not exist any convergence proof for the
Chang and Cooper scheme, even in the linear case, showing that lim

t→+∞
f(t,v)=fe(t,v)

at the discrete level.
In this paper, we show that by using the explicit Chang and Cooper scheme to

discretize the particular linear Fokker-Planck operator

S(f)=Ω∇v ·

[
(v−Ue)f+

Te

m
∇vf

]
, (1.2)

under a Courant-Friedrichs-Levy (CFL) criterion, the distribution f converges in large
time toward the Maxwellian equilibrium

MN,Ue,Te
(v)=

N

(2πTe/m)3/2
exp

[
−
m(v−Ue)

2

2Te

]
(1.3)

at the discrete level, the quantity N ∈R
∗
+ being the macroscopic density given by∫

R3 f(v)dv (when S(f) is given by (1.2), the equilibrium distribution fe is equal to
MN,Ue,Te

). The physical quantities Ue∈R
3, Te∈R

∗
+, m∈R

∗
+, and Ω∈R

∗
+ in (1.2) are
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1080 CHANG AND COOPER SCHEME FOR LINEAR FOKKER-PLANCK

respectively the velocity of the medium, the temperature of the medium, the atomic
mass of the particle, and the collision frequency of the particle on the medium. In the
linear case, all these quantities are supposed to be constant. Let us underline that
when |v|→+∞, we suppose that (v−Ue)f(v)+

Te

m∇vf→0 because of the exponential
decreasing of f . Then, by applying an integration by parts in

∫
R3

S(f)dv, we obtain that

N is also constant when f is solution of (1.1). Let us note that the linear Fokker-Planck
operator (1.2) is the linear version of the non-linear ion-electron collision operator
studied in [7, 8] in which Ue, Te, and Ω depend on the time. The explicit Chang and
Cooper scheme based on the Chang and Cooper average (see Definition 2.1 below)
applied to (1.2) is built in order to have (v−Ue)f(v)+

Te

m∇vf =0 when f =MN,Ue,Te

at the discrete level. To obtain the convergence result, we use the fact that, at the
continuous level, S(f) defined by the convection-diffusion operator (1.2) is equivalent
to

S(f)=Ω
Te

m
∇v ·

[
MN,Ue,Te

∇v

(
f

MN,Ue,Te

)]
. (1.4)

The operator (1.4) is the non-logarithmic Landau formulation of (1.2). The key point
of the convergence proof is to show that the Chang and Cooper scheme makes equiv-
alent (1.2) and (1.4) at the discrete level. Let us note that S(f) given by (1.2) is also
equivalent to

S(f)=Ω
Te

m
∇v ·

[
f∇v log

(
f

MN,Ue,Te

)]
. (1.5)

The operator (1.5) is the Landau formulation of (1.2). In [7, 8], it was proven in
the non-linear case that the scheme based on the entropic average (see Definition 2.3
below) makes equivalent (1.2) and (1.5) at the discrete level. A similar approach was
proposed in [6] in the case of the non-linear isotropic ion-ion collision operator.

For the sake of simplicity, we define the Fokker-Planck operator S(f) in monodi-
mensional Cartesian geometry. Thus, the microscopic velocity v belongs to R, and we
replace (2πTe/m)3/2 with

√
2πTe/m and ∇v with ∂v in (1.2), (1.3), and (1.4), which

means that (1.2) is now given by

S(f)=Ω∂v

[
(v−Ue)f+

Te

m
∂vf

]
, (1.6)

and that (1.3) and (1.4) are now given by

MN,Ue,Te
(v)=

N√
2πTe/m

exp

[
−
m(v−Ue)

2

2Te

]
(1.7)

and

S(f)=Ω
Te

m
∂v

[
MN,Ue,Te

∂v

(
f

MN,Ue,Te

)]
. (1.8)

The velocity domain is discretized with {vj}j where j∈{1, ...,jmax} (jmax<+∞).
The velocity step is constant and equal to ∆v. More precisely, we suppose that this
domain is bounded and is equal to [v1/2,vjmax+1/2] with (v1/2,vjmax+1/2)∈R

∗
−×R

∗
+,

and we define vj and vj+1/2 with vj :=v1/2+(j−1/2)∆v and vj+1/2 :=v1/2+j∆v
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where ∆v := (vjmax+1/2−v1/2)/jmax. Let us note that since v1/2>−∞ and vjmax+1/2<
+∞, we will have to define particular boundary conditions in order to conserve the
mass. The time subscript is n and the time step is defined by ∆t. Thus, we have
tn+1= tn+∆t knowing that t0=0, and fn

j is an approximation of f(t= tn,v=vj). At
last, we define

〈g〉=

jmax∑

j=1

gj ∆v

that is a discrete version of
∫
R

g(v)dv.

2. The explicit Chang and Cooper scheme

The explicit Chang and Cooper scheme applied to (1.6) is defined by

1

∆t
(fn+1

j −fn
j )=S(fn)j (2.1)

with

S(fn)j =
Ω

∆v

[
(vj+1/2−Ue)f

n

j+1/2−(vj−1/2−Ue)f
n

j−1/2

]

+
ΩTe

m∆v2
(ajf

n
j+1−bjf

n
j +cjf

n
j−1)

(2.2)

where aj = cj =1 and bj =2 except at the boundary of the velocity domain (see below).

The discrete distribution f
n

j+1/2 is an approximation of f(t= tn,v=vj+1/2) defined
by [1]:

Definition 2.1. The Chang and Cooper average f j+1/2 of the quantities fj and fj+1

is defined by

f j+1/2= δj+1/2fj+(1−δj+1/2)fj+1 (2.3)

where




δj+1/2=
1

wj+1/2
−

1

exp(wj+1/2)−1
,

wj+1/2=
m∆v

Te
(vj+1/2−Ue).

In order to make the Chang and Cooper scheme conservative, we have to impose the
Robin boundary condition

(v−Ue)f+
Te

m
∂vf =0 (2.4)

at the boundary of the discrete velocity domain. This is equivalent to defining for the
numerical scheme





aj =1 if j 6= jmax,
bj =2 if j∈{2, ...,jmax−1},
cj =1 if j 6=1,
b1= bjmax

=1 and ajmax
= c1=0

(2.5)
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and

f1/2=f jmax+1/2 :=0. (2.6)

We have the following classical conservation property:

Property 2.2. The discrete operator S(f) defined by (2.2), and (2.5), (2.6) verifies
〈S(f)〉=0, which implies that the explicit scheme (2.1), (2.2) verifies

Nn+1=Nn,

where N := 〈f〉 is the macroscopic density.

Of course, this property is not a consequence of the Chang and Cooper average but
is a direct consequence of the conservative formulation (2.2) of S(f).

Let us now introduce

Mf =
N√

2πTe/m
exp

[
−
m(v−Ue)

2

2Te

]

and

M̂f,j+1/2=
Mf,jMf,j+1

M̃f,j+1/2

, (2.7)

where M̃f,j+1/2 is the entropic average of Mf,j and Mf,j+1, that is to say,

Definition 2.3. The entropic average f̃j+1/2 of the positive quantities fj and fj+1

is defined by

f̃j+1/2=





fj+1−fj
logfj+1− logfj

if fj 6=fj+1,

fj otherwise.

(2.8)

By continuity, we extend this definition by setting f̃j+1/2=0 if fj =0 or fj+1=0.

Thus, M̃f,j+1/2 in (2.7) is given by

M̃f,j+1/2=
Mf,j+1−Mf,j

logMf,j+1− logMf,j
.

The entropic average was introduced to discretize the non-linear ion-electron collision
operator [6, 8] and the non-linear isotropic ion-ion collision operator [7]. Due to

Property 2.2, we have Mfn =Mf0 and, thus, M̂fn,j+1/2=M̂f0,j+1/2 for all n∈N.
We have the following result:

Lemma 2.4. When f
n

j+1/2 is the Chang and Cooper average of fn
j and fn

j+1, the
discrete operator S(fn)j defined by (2.2) can be written as

S(fn)j =
ΩTe

m∆v2

{
M̂f0,j+1/2

[(
fn

Mf0

)

j+1

−

(
fn

Mf0

)

j

]

−M̂f0,j−1/2

[(
fn

Mf0

)

j

−

(
fn

Mf0

)

j−1

]} (2.9)
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where boundary conditions (2.5), (2.6) are replaced with the boundary conditions

fn
0 :=fn

1 ·
Mf0,0

Mf0,1
and fn

jmax+1 :=fn
jmax

·
Mf0,jmax+1

Mf0,jmax

. (2.10)

In other words, the Chang and Cooper average (2.3) makes equivalent at the dis-
crete level the convection-diffusion formulation (1.6) and the non-logarithmic Landau
formulation (1.8). Moreover, let us remark that boundary conditions (2.10) are equiv-
alent at the discrete level to the boundary condition

∂v(f/Mf0)=0. (2.11)

Of course, (2.11) is equivalent at the continuous level to Robin boundary condition
(2.4). Let us note that (2.9) shows that when fn is equal to the Maxwellian equilib-
rium Mf0 , we have S(fn)=0 which implies that fn+1=fn: the Chang and Cooper
scheme was initialy built to verify this property that may be easily deduced from the
convection-diffusion formulation (2.2). At last, we immediatly deduce from Lemma
2.4:

Corollary 2.5. When f
n

j+1/2 is the Chang and Cooper average of fn
j and fn

j+1 and
when fn

j =0, the discrete operator S(fn)j defined by (2.2) can be written as

S(fn)j =
ΩTe

m∆v2

(
M̂f0,j+1/2

Mf0,j+1
fn
j+1+

M̂f0,j−1/2

Mf0,j−1
fn
j−1

)
. (2.12)

Thus, for any ∆t>0, fn+1
j >0 when, for example, fn

j+1>0 and fn
j−1≥0.

This result shows that Dirac type initial conditions can be treated with the Chang
and Cooper scheme. This property is a direct consequence of the Chang and Cooper
average.

The proof of Lemma 2.4 uses the following property:

Property 2.6. When f
n

j+1/2 is the Chang and Cooper average of fn
j and fn

j+1, we

can define f
n

j+1/2 with

f
n

j+1/2=
fn
j+1−fn

j

logMf0,j+1− logMf0,j
+

(
fn
j

Mf0,j
−

fn
j+1

Mf0,j+1

)
Mf0,j+1Mf0,j

Mf0,j+1−Mf0,j
. (2.13)

Proof of Lemma 2.4. By using (2.13), we obtain that when j∈{2, . . . ,jmax−1}

S(fn)j =
Ω

∆v

(
fn
j

Mf0,j
−

fn
j+1

Mf0,j+1

)
Mf0,j+1Mf0,j

Mf0,j+1−Mf0,j

(
vj+1/2−Ue

)

−
Ω

∆v

(
fn
j−1

Mf0,j−1
−

fn
j

Mf0,j

)
Mf0,jMf0,j−1

Mf0,j−Mf0,j−1

(
vj−1/2−Ue

)

+
Ω

∆v

[
fn
j+1−fn

j

logMf0,j+1− logMf0,j

(
vj+1/2−Ue

)

−
fn
j −fn

j−1

logMf0,j− logMf0,j−1

(
vj−1/2−Ue

)]

+
ΩTe

m∆v2
(
fn
j+1−2fn

j +fn
j−1

)
.
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But, since vj+1=vj+∆v and vj+1/2=(vj+vj+1)/2, we also have

wj+1/2 :=
m∆v

Te
(vj+1/2−Ue)=−

[
(logMf0)j+1−(logMf0)j

]
. (2.14)

Thus, we can write that

Mf0,j+1Mf0,j

Mf0,j+1−Mf0,j

(
vj+1/2−Ue

)
=−

Te

m∆v
M̂f0,j+1/2

and that
(
vj+1/2−Ue

)

logMf0,j+1− logMf0,j
=−

Te

m∆v
.

Then, we have

S(fn)j =
ΩTe

m∆v2

[(
fn
j+1

Mf0,j+1
−

fn
j

Mf0,j

)
M̂f0,j+1/2

−

(
fn
j

Mf0,j
−

fn
j−1

Mf0,j−1

)
M̂f0,j−1/2

]

−
ΩTe

m∆v2
(
fn
j+1−2fn

j +fn
j−1

)
+

ΩTe

m∆v2
(
fn
j+1−2fn

j +fn
j−1

)

that is to say

S(fn)j =
ΩTe

m∆v2

{
M̂f0,j+1/2

[(
fn

Mf0

)

j+1

−

(
fn

Mf0

)

j

]

−M̂f0,j−1/2

[(
fn

Mf0

)

j

−

(
fn

Mf0

)

j−1

]}
.

If j∈{1,jmax}, we verify that the equality (2.9) remains true when

fn
0 :=fn

1 ·
Mf0,0

Mf0,1
and fn

jmax+1 :=fn
jmax

·
Mf0,jmax+1

Mf0,jmax

.
2

Proof of Property 2.6. By using (2.14), we obtain that

δj+1/2=−
1

logMf0,j+1− logMf0,j
+

Mf0,j+1

Mf0,j+1−Mf0,j
.

Then

f
n

j+1/2=
fn
j+1−fn

j

logMf0,j+1− logMf0,j
+

fn
j −fn

j+1

Mf0,j+1−Mf0,j
Mf0,j+1+fn

j+1

which shows that

f
n

j+1/2=
fn
j+1−fn

j

logMf0,j+1− logMf0,j
+

(
fn
j

Mf0,j
−

fn
j+1

Mf0,j+1

)
Mf0,j+1Mf0,j

Mf0,j+1−Mf0,j
.

2
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3. Positivity of the scheme

Let us define




hn
max=max

j

(
fn

Mf0

)

j

,

hn
min=min

j

(
fn

Mf0

)

j

.

We have the following result:

Proposition 3.1. For all initial conditions {f0
j }j, when f

n

j+1/2 is the Chang and
Cooper average of fn

j and fn
j+1, under the CFL criterion

∆t≤
m∆v2

ΩTe
min
j

(
Mf0,j

M̂f0,j+1/2+M̂f0,j−1/2

)
, (3.1)

then the explicit scheme (2.1), (2.2) verifies the maximum principle

hn
min≤hn+1

min ≤hn+1
max ≤hn

max. (3.2)

Thus, for all non-negative initial condition {f0
j }j, the scheme (2.1), (2.2) verifies

inf
j,n

fn
j ≥0,

this inequality being strict when the initial condition {f0
j }j is positive.

This result proves that the numerical scheme (2.1), (2.2) preserves the positivity of
the distribution fn

j under a CFL criterion. But, it also proves that there exists h∞
min

and h∞
max such that the sequences {hn

min}n and {hn
max}n admit the respective limits

h∞
min and h∞

max when n goes to +∞. Let us underline that we cannot deduce from this
result that h∞

min=h∞
max, equality which would imply that there would exist a constant

C>0 such that

∀j : lim
n→∞

fn
j =C ·Mf0,j .

Here, we can just deduce from (3.2) that h∞
min≤h∞

max. In the sequel, we will deduce the
equality between h∞

min and h∞
max from the fact that the scheme (2.1) (2.2) is entropy

satisfying under a CFL criterion that is more restrictive than (3.1).

Proof of Proposition 3.1. By defining hn
j =fn

j /Mf0,j and by using Lemma 2.4,
we can write

fn+1
j =fn

j +
∆tΩTe

m∆v2

[
M̂f0,j+1/2

(
hn
j+1−hn

j

)
−M̂f0,j−1/2

(
hn
j −hn

j−1

)]
.

Then, it is obvious that

hn
j −

∆tΩTe

m∆v2
·
M̂f0,j+1/2+M̂f0,j−1/2

Mf0,j

(
hn
j −hn

min

)
≤hn+1

j

and that

hn+1
j ≤hn

j +
∆tΩTe

m∆v2
·
M̂f0,j+1/2+M̂f0,j−1/2

Mf0,j

(
hn
max−hn

j

)
.
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Let us now suppose that ∆t is such that

∆t≤
m∆v2

ΩTe
min
j

(
Mf0,j

M̂f0,j+1/2+M̂f0,j−1/2

)
.

Then, we obtain that

∀j : hn
min≤hn+1

j ≤hn
max,

that is to say

hn
min≤hn+1

min ≤hn+1
max ≤hn

max.
2

4. Convergence toward a Maxwellian equilibrium

Let us now define

∆tn=∆t∗
hn
min

hn
max

(4.1)

with




∆t∗=
m

4ΩTe
·
∆v2

M0
,

M0=max
j

(
Mf0,j±1

Mf0,j

)
.

We also define the discrete entropy

Hn=

〈
fn log

(
fn

Mf0

)〉
.

The following proposition shows that the distribution fn converges toward a
Maxwellian equilibrium:

Proposition 4.1. For all positive initial condition {f0
j }j, when f

n

j+1/2 is the Chang
and Cooper average of fn

j and fn
j+1, under the CFL criterion

∆t≤∆tn, (4.2)

the explicit scheme (2.1), (2.2) verifies the inequality

Hn+1≤Hn, (4.3)

which implies that

lim
n→+∞

∆tn=∆t∗ (4.4)

and that

lim
n→+∞

fn
j =

N0

〈Mf0,j〉
Mf0,j (4.5)

as soon as ∆t>0.
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This result shows that the Chang and Cooper scheme is entropy satisfying and
is a convergent scheme in the case of the linear Fokker-Planck operator (1.6) under
the CFL criterion (4.2). We wish to underline that the maximum principle (3.2) and
Definition (4.1) show that the sequence {∆tn}n≥0 is an increasing sequence bounded
by ∆t∗. This means that the CFL criterion (4.2) is less and less restrictive when n goes
to infinity. Let us note that we suppose in Proposition 4.1 that the initial condition
is positive. In fact, we have almost the same result when the initial condition is only
non-negative:

Corollary 4.2. For all non-negative initial condition {f0
j }j such that N0>0, when

f
n

j+1/2 is the Chang and Cooper average of fn
j and fn

j+1, under a CFL criterion, the
explicit scheme (2.1), (2.2) verifies (4.4) and (4.5) as soon as ∆t>0. Nevertheless,
if there exists j0 such that f0

j0
=0, we can just say that there exists n0∈N

∗ such that,
under the CFL criterion (4.2), (4.3) is satisfied when n≥n0.

This corollary is a consequence of Corollary 2.5. Let us note that Corollary 4.2
does not mean that when n<n0, the scheme (2.1), (2.2) cannot be entropy satisfying
under a CFL criterion. In fact, Corollary 4.2 means that the approach used in the
proof of Proposition 4.1 to prove that the scheme is entropy satisfying under the
CFL criterion (4.2) may not be valid when n<n0 (we easily understand this point
by noting that ∆tn=0 as soon as there exists j0 such that fn

j0
=0). Nevertheless, by

using the fact that lim
x→0+

x logx=0, it should be possible to prove that the scheme is

also entropy satisfying under a CFL criterion when n<n0.

To prove Proposition 4.1, we use the following lemma.

Lemma 4.3.

∀j :
Mf0,j

M̂f0,j+1/2+M̂f0,j−1/2

≥
1

2M0
. (4.6)

Proof of Proposition 4.1. Let us suppose that ∆t>0 satisfies the CFL criterion
(4.2). Thus, by using Lemma 4.3, we obtain that ∆t also satisfies the CFL criterion
(3.1) which implies that fn+1

j >0 by using Proposition 3.1. As a consequence, we can

evaluate the entropy Hn+1. By using the fact that fn+1
j =fn

j +∆tS(fn)j , we obtain
that

Hn+1 =
∑

j

[
fn
j +∆tS(fn)j

]
log

(
fn
j +∆tS(fn)j

Mf0,j

)
∆v

= Hn+∆t
∑

j

S(fn)j log

(
fn

Mf0

)

j

∆v

+
[
fn
j +∆tS(fn)j

]
log

(
1+

∆tS(fn)j
fn
j

)
∆v.

Since fn+1
j >0, we also have

∆tS(fn)j
fn
j

>−1. Thus, by using the inequality

∀x>−1 : log(1+x)<x
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and by using the fact that
∑

jS(f
n)j∆v=0 (see Property 2.2), we obtain that

Hn+1≤Hn+∆t
∑

j

[
S(fn)j log

(
fn

Mf0

)

j

+∆t
S(fn)2j
fn
j

]
∆v. (4.7)

By applying the Schwarz inequality to (2.9), we obtain that

S(fn)2j ≤
ΩTe

m∆v2

(
M̂f0,j+1/2+M̂f0,j−1/2

) ΩTe

m∆v2

[
M̂f0,j+1/2

(
hn
j+1−hn

j

)2

+M̂f0,j−1/2

(
hn
j−1−hn

j

)2]
,

where we have defined hn
j =fn

j /Mf0,j . And, by using the fact that M̂f0,j±1/2>0
and by using again Lemma 4.3, we obtain

∑

j

S(fn)2j
fn
j

≤
ΩTe

m∆v2
·
2M0

hn
min

·
2ΩTe

m∆v2

∑

j

M̂f0,j+1/2

(
hn
j+1−hn

j

)2
.

By using the fact that x 7→ logx is an increasing function, we can write that

∀x≥0,∀y≥0 :
x−y

logx− logy
≤max(x,y),

which implies that

∑

j

S(fn)2j
fn
j

≤
ΩTe

m∆v2
·
2M0

hn
min

·
2ΩTe

m∆v2

∑

j

M̂f0,j+1/2

(
hn
j+1−hn

j

)(
loghn

j+1− loghn
j

)
hn
max.

Moreover, by using (2.9), we have
∑

j

S(fn)j · log(f
n/Mf0)j

=
ΩTe

m∆v2

∑

j

M̂f0,j+1/2[(f
n/Mf0)j+1−(fn/Mf0)j ] log(f

n/Mf0)j

−
ΩTe

m∆v2

∑

j

M̂f0,j−1/2[(f
n/Mf0)j−(fn/Mf0)j−1] log(f

n/Mf0)j ,

that is to say

∑

j

S(fn)j log(f
n/Mf0)j =−

ΩTe

m∆v2

∑

j

M̂f0,j+1/2

(
hn
j+1−hn

j

)(
loghn

j+1− loghn
j

)
≤0

(4.8)
by again using the fact that x 7→ logx is an increasing function. Thus, we can write
that

∑

j

S(fn)2j
fn
j

≤−
4ΩTe

m∆v2
·
hn
max

hn
min

M0
∑

j

S(fn)j log

(
fn

Mf0

)

j

.

Finally, we obtain

Hn+1≤Hn+∆t

(
1−∆t

4ΩTe

m∆v2
·
hn
max

hn
min

M0

)∑

j

S(fn)j log

(
fn

Mf0

)

j

∆v.
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Then, when ∆t<∆tn, by using inequality (4.8) we obtain the inequality

Hn+1≤Hn+∆t

(
1−

∆t

∆tn

)
·
∑

j

S(fn)j log

(
fn

Mf0

)

j

∆v≤Hn. (4.9)

Thus, under CFL criterion (4.2), we obtain that Hn is a decreasing sequence.
Moreover, (3.2) implies that fn

j is bounded. As a consequence, Hn is also bounded.
This implies that there exists H∞∈R such that

lim
n→+∞

Hn=H∞. (4.10)

Moreover, by again using (3.2), we obtain that

∆tn≤∆tn+1≤∆t∗,

that is to say

inf
n
∆tn>0, (4.11)

which means that we can choose ∆t at any time tn in such a way ∆t≥ ε with ε>0.
Thus, when Hn+1=Hn=H∞, (4.9), (4.10), and (4.11) imply that

∑

j

S(fn)j log

(
fn

Mf0

)

j

∆v=0,

that is to say

∀j : hn
j+1=hn

j

by using (4.8). We deduce from this equality limit (4.4) and that

∀j : lim
n→+∞

fn
j =C ·Mf0,j ,

where C ∈R
∗. The mass conservation Property 2.2 allows to write that C= N0

〈M
f0,j

〉 .2

Proof of Lemma 4.3. We have

M̂f0,j+1/2+M̂f0,j−1/2

Mf0,j
=

log
(
Mf0,j/Mf0,j+1

)

Mf0,j/Mf0,j+1−1
+

log
(
Mf0,j/Mf0,j−1

)

Mf0,j/Mf0,j−1−1
.

Then

M̂f0,j+1/2+M̂f0,j−1/2

Mf0,j
≤

1

min(1,Mf0,j/Mf0,j+1)
+

1

min(1,Mf0,j/Mf0,j−1)

since ∀x≥0 :min(1,x)≤ (x−1)/logx. But

1

min(1,Mf0,j/Mf0,j+1)
+

1

min(1,Mf0,j/Mf0,j−1)
≤

2

min
k

(Mf0,k±1/Mf0,k)

=2max
k

(Mf0,k±1/Mf0,k)

=2M0,

which gives the result. 2
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5. Conclusion

We have shown that for a particular linear Fokker-Planck operator that is a linear
version of an ion-electron collision operator, the explicit Chang and Cooper scheme
[1] has good properties. Indeed, when the initial condition is positive, and under
a classical CFL criterion, the entropy decreases, the distribution is positive and it
converges toward a Maxwellian equilibrium. The proof is based on the fact that, at
the discrete level, the convection-diffusion formulation of the studied linear Fokker-
Planck operator is equivalent to a non-logarithmic Landau formulation in the case
of the Chang and Cooper scheme. For this Fokker-Planck operator, it seems to be
difficult to obtain similar results in the non-linear case whereas it is possible to obtain
such results by replacing the Chang and Cooper average by the entropic average
[6, 7, 8]. Nevertheless, the Chang and Cooper scheme is interesting also in the non-
linear case because it is easy to propose an implicit version of this scheme. At last, it
should be interesting to try to apply the proposed approach to other linear Fokker-
Planck operators as those coming from the Wilkins model of neutron thermalization
[9] or from a linearization of the Compton (and inverse Compton) operator [10] (see
also the introduction in [2] for these models).
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