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ON THE L2-WELL POSEDNESS OF AN INITIAL BOUNDARY
VALUE PROBLEM FOR THE 3D LINEAR ELASTICITY∗

ALESSANDRO MORANDO† AND DENIS SERRE‡

Abstract. In a recent paper, we analyzed the L2-well posedness of an initial boundary value
problem (ibvp) for the two-dimensional system of the linear elasticity under the uniform Kreiss-
Lopatinskii condition. The present work is devoted to studying the analog of this problem in the
three-dimensional case, when the Majda-Osher’s analysis cannot be applied. The well-posedness is
achieved by constructing an everywhere smooth non-degenerate dissipative Kreiss symmetrizer of the
ibvp: this is done by adapting to the present situation the techniques already implemented for the
two-dimensional linear elasticity. Compared with the latter case, some further technical difficulties
have to be accounted for.
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1. Introduction

We are concerned with the system of linear elasticity in three space dimension
(3D). This system reads as follows

∂tF +∇z =0,

∂tz+divT =0, (1.1)

where the unknowns z =z(x,t)∈R3 and F =F (x,t)∈M3×3(R) (for x=(x1,x2,x3)∈
R3 and t>0) represent respectively the opposite of the material velocity and the
infinitesimal deformation tensor, while the stress tensor T is defined by

T :=λ(F +FT )+µ(TrF )I3 (1.2)

and λ,µ are given positive constants (the so-called Lamé coefficients). A detailed
analysis of the elasticity model can be found, for instance, in the books of P. G.
Ciarlet [2] and C. Dafermos [3].
Since in (1.1) the skew-symmetric part of F decouples from the rest, we may reduce
to the system describing the evolution of z and the symmetric part of F . The latter
system is Friedrichs symmetrizable, since it admits the quadratic energy

Q :=
1
2
|z|2 +

λ

4
|F +FT |2 +

µ

2
(TrF )2. (1.3)
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‡U. M. P. A. -École Normale Supérieure de Lyon, 46 Allée d’Italie, 69364 Lyon Cedex 07, CNRS

UMR 5669, France (serre@umpa.ens-lyon.fr).

575



576 L2-WELL POSEDNESS OF THE 3D LINEAR ELASTICITY

Setting cP :=
√

2λ+µ (the velocity of pressure waves), the choice of new variables

u :=




cP

√
λ(2λ+3µ)√
λ+µ

F1,1

cP

√
λ(F1,2 +F2,1)√

λµ√
λ+µ

F1,1 +2
√

λ(λ+µ)F2,2

cP

√
λ(F1,3 +F3,1)

cP

√
λ(F2,3 +F3,2)

µF1,1 +µF2,2 +c2
P F3,3

cP z




(1.4)

puts this system in the symmetric form

Lu :=∂tu+A1∂1u+A2∂2u+A3∂3u=0. (1.5)

For ξ =(η,ξ3)T =(ξ1,ξ2,ξ3)T , agreeing with usual notations for matrices, we compute

A(ξ)=A1ξ1 +A2ξ2 +A3ξ3 =
(

03 a1,2(η)
a1,2(η)T a2(η)+ξ3a

2

)
; (1.6)

hereafter, we will write 0m×n for the zero matrix of size m×n, in particular we set
0n :=0n×n and 0n :=0n×1; furthermore

a1,2(η) :=(03 Φ(η) 03) Φ(η) :=




Λξ1 0√
λξ2

√
λξ1

Ξξ1 Θξ2


, (1.7)

with Λ :=
√

λ(2λ+3µ)√
λ+µ

, Ξ := µ
√

λ
cP

√
λ+µ

, Θ := 2
√

λ(λ+µ)

cP
,

a2(η) :=
(

03 b(η)T

b(η) 03

)
, b(η)=

(
02

µ
cP

η√
ληT 0

)
(1.8)

and

a2 :=
(
03 b2

b2 03

)
, b2 :=



√

λ 0 0
0
√

λ 0
0 0 cP


. (1.9)

We are interested in the well posedness of an initial boundary value problem (ibvp)
for (1.5) on the half-space R3

+ :=R2×R+; setting for brevity y =(x1,x2), the ibvp
reads as follows:

Lu(y,x3,t)=f(y,x3,t), y∈R2, x3,t>0,

Bu(y,0,t)=g(y,t), y∈R2,t>0,

u(y,x3,0)=a(y,x3), y∈R2,x3 >0. (1.10)

Here f,g,a are given smooth functions, while B is a given 3×9 real matrix with
rankB =3. Since rankA3 =6, the ibvp (1.10) is uniformly characteristic in the sense
of [5]. In [5], Majda and Osher studied the well posedness of an ibvp for a wide
class of symmetric hyperbolic linear systems obeying several structural hypotheses.
However, Majda-Osher’s analysis does not encompass the 3D elasticity system (1.5)-
(1.9); indeed, differently from the two-dimensional (2D) case (cf. [7]), the matrix
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A(η,0) (which can be written down by setting ξ3 =0 in (1.6)) does not fulfill the
Assumption 1.1 of Majda-Osher’s [5] where the upper-left block of A(η,0) is required
to have simple eigenvalues.W̧e assume that KerA3 =R3×{06}⊂KerB, which yields
B =(03 B2) with B2∈M3×6(R) of full rank. This last assumption, which is called
reflexivity by T. Ohkubo [8], is natural for characteristic ibvps, since for L2 solutions
u the best control of boundary terms that we expect is that of A3u; as a matter of
fact, this restriction is also justified by [5].W̧e study the strong L2-well posedness of
(1.10), assuming that the matrix B satisfies the well-known uniform Kreiss-Lopatinskii
condition (written (UKL), for the sake of brevity). Recall that the characteristic ibvp
(1.10) is said to fulfill the (UKL) condition provided that there exists a positive
constant C for which the estimate below

|A3V |≤C|BV |, V ∈E−(τ,η),

holds true for all pairs (τ,η)∈C×R2, with <τ >0. For any (τ,η) as before, we mean
by E−(τ,η) the stable subspace of the system

(τI9 + iA(η,0))V +A3 dV

dx3
=0,

obtained by taking the Fourier-Laplace transform of (1.5) with respect to (y,t). We
refer to [4] (see also [9] Chapter 14) for the precise statement of the (UKL) condition.
The main result of the paper can be stated as follows

Theorem 1.1. Let us consider the ibvp (1.10); let the matrix B∈M3×9(R) satisfy
the reflexivity and the (UKL) condition. Then for every data f ∈L2(R3

+×(0,T )),
g∈L2(R2×(0,T )) and a∈L2(R3

+), with arbitrary T >0, there exists one, and only
one, solution u∈L2(R3

+×(0,T )) of (1.10) such that:
a. u∈C([0,T ];L2(R3

+));
b. A3u admits a trace γ0A

3u on the boundary ∂R3
+≡R2 of R3

+ of class L2(R2×
(0,T )).

Finally, for every positive number γ, the following a priori estimate holds true

e−2γT ‖u(T )‖2L2 +‖u‖2γ,T ≤C

(
‖a‖2L2 +

∫ T

0

e−2γt

(
1
γ
‖f(t)‖2L2 +‖g(t)‖2L2

)
dt

)
,

(1.11)
where the constant C >0 does not depend on f,g,a and γ,T . In (1.11) ‖.‖L2 denotes
either the norm in L2(R3

+) or that in L2(R2); moreover we have set

‖u‖2γ,T :=
∫ T

0

∫

R2
e−2γt|(γ0A

2u)(y,t)|2dydt+γ

∫ T

0

∫ +∞

0

∫

R2
e−2γt|u(y,x3,t)|2dydx3dt.

(1.12)

The preceding theorem is precisely the 3D counterpart of Theorem 1.1. in [7]. To
prove this result, we look for the existence of a dissipative Kreiss symmetrizer of
(1.10) (cf. [1, 4, 6]). Recall that a dissipative symmetrizer consists of a smooth
matrix-valued function (τ,η) 7→K(τ,η)∈M9×9(C), defined on the set X :={(τ,η)∈
C×R2 : <τ ≥0, |τ |+ |η| 6=0}, fullfilling the following assumptions:

i. Σ(τ,η) :=K(τ,η)A3 is Hermitian for every (τ,η)∈X ;
ii. Σ(τ,η) must be non positive on KerB and its restriction to KerB vanishes

only on KerA3, uniformly in X ;
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iii. For P (τ,η) :=K(τ,η)(τI9 + iA(η,0)), there exists a positive number c0 such
that:

<P ≥ c0(<τ)I9, ∀(τ,η)∈X . (1.13)

As in the case of a non-characteristic strictly hyperbolic ibvp, considered by Kreiss
[4], a dissipative symmetrizer K(τ,η) turns out to be a fundamental tool in order to
investigate the well posedness of ibvps in more general situations. Besides the already
mentioned work of Majda and Osher [5], let us quote a recent result by D. Serre
(cf. [1], §6.2) where the existence of a dissipative symmetrizer is proved for a general
characteristic Friedrichs symmetric ibvp, fulfilling the (UKL) condition, under an
auxiliary assumption due to T. Ohkubo. Namely Ohkubo considers in [8] a Friedrichs
symmetric system like (1.5)-(1.6) for which a2(η) vanishes identically. In fact the
assumption made by Ohkubo is slightly more general and it is satisfied by many
relevant physical examples such as the curl operator, Maxwell system and the shallow
water equations. However the system of linear elasticity does not meet the Ohkubo
assumption; indeed for the linear elasticity we get the nontrivial a2(η) displayed in
(1.8). Analogously to the case of a non-characteristic ibvp, actually we are led to find
a symmetrizer K(τ,η) which is homogeneous of degree zero in (τ,η). Therefore, it
will be enough to build K(τ,η) in the unit hemi-sphere of X , namely the set of pairs
(τ,η)∈X such that <τ ≥0 and |τ |2 + |η|2 =1. By a compactness argument, we still
reduce to define K(τ,η), with properties i.-iii., locally in a neighborhood of each point
of the unit hemi-sphere. A̧s in the 2D case, studied in [7], we see that the arguments
used in [1] to build the dissipative symmetrizer of a characteristic ibvp, under the
Ohkubo hypothesis, work as well in order to make a dissipative symmetrizer of (1.10)
near the “interior points” (τ,η)∈X , with <τ >0, and the “boundary points” (τ,η)∈X ,
with <τ =0 and τ 6=0. I̧t is just in the vicinity of the “central points” (0,η), with
η 6=0, that the aforesaid Ohkubo assumption plays a fundamental role in the analysis
performed in [1]. The next section is devoted to presenting an alternative strategy of
construction of the symmetrizer near the latter critical points.

2. Construction of a dissipative symmetrizer near the central points
Throughout this section, we will assume that the matrix B∈M3×9(R) satisfies

the reflexivity and the (UKL) condition. Remember that we are looking for a smooth
function (τ,η) 7→K(τ,η)∈M9×9(C), defined in an open neighborhood of each point
(0,η0), with η0 6=0, displaying properties i.-iii., listed at the end of the preceding
section. Due to the homogeneity, actually we restrict our construction to the points
(0,η0) such that |η0|=1. A̧greeing with the notations of §1 and setting also η =
(ξ1,ξ2)T , we write blockwise the matrices A3 and τI9 + iA(η,0) of the linear elasticity
as

A3 =




03 03×2 03 03×2 03

0T
3×2 02 02

√
λI2 02

0T
3 0T

2 0 0T
2 cP

0T
3×2

√
λI2 02 02 02

0T
3 0T

2 cP 0T
2 0




, (2.1)

τI9 + iA(η,0)=




τI3 03×2 03 iΦ(η) 03

0T
3×2 τI2 02 02 i

√
λη

0T
3 0T

2 τ i µ
cP

ηT 0
iΦ(η)T 02 i µ

cP
η τI2 02

0T
3 i

√
ληT 0 0T

2 τ




. (2.2)
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In this way, the above matrices keep exactly the same expressions as in the 2D case
(cf. [7]). It is worthwhile remarking that for an arbitrary η 6=02 we have KerΦ(η)=
{02}; this implies the existence of a 2×3 real matrix Ψ(η) such that Ψ(η)Φ(η)= I2.
Ŗequiring that the matrix Σ=KA3 is Hermitian leads to the next expression of K

K =
(

kI,I 03×6

K1 K2

)
(2.3)

with suitable kI,I∈M3×3(C), K1∈M6×3(C) and K2∈M6×6(C); consequently, Σ itself
reduces to

Σ=
(

03 03×6

0T
3×6 Σ2

)
, (2.4)

where Σ2 :=K2a
2 must be Hermitian too. Later on, we will adopt for K the same

blockwise structure that we used to express the matrices (2.1), (2.2); namely, by
referring to (2.3), we will write K1,K2 as

K1 =




kII,I

kIII,I

kIV,I

kV,I


, K2 =




kII,II kII,III kII,IV kII,V

kIII,II kIII,III kIII,IV kIII,V

kIV,II kIV,III kIV,IV kIV,V

kV,II kV,III kV,IV kV,V


; (2.5)

the blocks ki,j , i=II,... ,V,j =I,... ,V, together with kI,I, are complex matrices (to be
determined appropriately), whose sizes are equal to that of the corresponding blocks
in (2.1), (2.2). Agreeing with (2.3), (2.5), we split the variable z =(z1,... ,z9)T of C9

as z =(zI ,zII,zIII,zIV,zV)T , with zI∈C3, zII,zIV∈C2 and zIII,zV∈C. Ŗequiring that
Σ2 is Hermitian produces the next conditions on the blocks ki,j ; they are formally
analogous to the conditions that we already got in the 2D case (cf. [7]).

kII,IV =k∗II,IV, kIV,II =k∗IV,II (i.e. kII,IV and kIV,II areHermitian),
kIII,V,kV,III∈R√
λkIII,IV = cP k∗II,V, kIV,IV =k∗II,II,√
λkV,IV = cP k∗II,III, cP kIV,V =

√
λk∗III,II,

kV,V =kIII,III,
√

λkV,II = cP k∗IV,III. (2.6)

In view of the inclusion KerA3⊂KerB, the assumption ii. reduces to the existence of
a positive constant ε0 such that the inequality

Σ2|KerB2 ≤−ε0I6, (2.7)

holds true for all (τ,η)∈X belonging to a neighborhood of each point (0,η0) with
|η0|=1 on the unit hemi-sphere. Setting z′=(zII,zIII,zIV,zV)T , we find also

(z′)∗Σ2z
′=z∗II

√
λkII,IVzII +cP kIII,V|zIII|2 +z∗IV

√
λkIV,IIzIV +cP kV,III|zV|2

+ 2<(z∗IIcP kII,VzIII)+2<(z∗II
√

λkII,IIzIV)+2<(z∗IIcP kII,IIIzV)

+ 2<(zIII

√
λkIII,IIzIV)+2<(zIIIcP kIII,IIIzV)+2<(z∗IVcP kIV,IIIzV), (2.8)
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z∗Pz = τz∗I kI,IzI +z∗II(τkII,I + ikII,IVΦ(η)T )zI +zIII(τkIII,I + i
cP√

λ
k∗II,VΦ(η)T )zI

+z∗IV(τkIV,I + ik∗II,IIΦ(η)T )zI +zV(τkV,I + i
cP√

λ
k∗II,IIIΦ(η)T )zI +z∗II(τkII,II

+ i
√

λkII,VηT )zII +zIII(τkIII,II + i
√

λkIII,VηT )zII +z∗IV(τkIV,II + i
λ

cP
k∗III,IIη

T )zII

+zV(τ
cP√

λ
k∗IV,III + i

√
λkIII,IIIη

T )zII +z∗II(τkII,III + i
µ

cP
kII,IVη)zIII +(τkIII,III

+ i
µ√
λ

k∗II,Vη)|zIII|2 +z∗IV(τkIV,III + i
µ

cP
k∗II,IIη)zIII +zV(τkV,III + i

µ√
λ

k∗II,IIIη)zIII

+z∗I ikI,IΦ(η)zIV +z∗II(ikII,IΦ(η)+ i
µ

cP
kII,IIIη

T +τkII,IV)zIV +zIII(ikIII,IΦ(η)

+ i
µ

cP
kIII,IIIη

T +τ
cP√

λ
k∗II,V)zIV +z∗IV(ikIV,IΦ(η)+ i

µ

cP
kIV,IIIη

T +τk∗II,II)zIV

+zV(ikV,IΦ(η)+ i
µ

cP
kV,IIIη

T +τ
cP√

λ
k∗II,III)zIV +z∗II(i

√
λkII,IIη+τkII,V)zV

+zIII(i
√

λkIII,IIη+τkIII,V)zV +z∗IV(i
√

λkIV,IIη+τ

√
λ

cP
k∗III,II)zV +(icP k∗IV,IIIη

+τkIII,III)|zV|2. (2.9)

Analogously to the 2D case, we go to specialize the values of the blocks ki,j of K(τ,η);
namely for any τ =γ+ iρ, with γ≥0, and η∈R2 such that |τ |2 + |η|2 =1, |τ | is suffi-
ciently small and η ranges over a small neighborhood V0 of a given η0 with |η0|=1,
we set

kI,I =(h+χτ)I3, kII,II =(h+χτ)I2, kIII,III =h+χτ,

kII,I =γΦ(η)T , kIII,I =kV,I =γηT Φ(η)T , kIV,I =GM,N (η)Ψ(η),

kII,IV =−ργI2, kII,III =kII,V =−
√

λ

cP
ργη,

kIII,II =0T
2 , kIII,V =− µ

cP

√
λ

ργ,

kIV,II =−AI2, kIV,III = iNη, kV,III =−A
cP

√
λ

µ
. (2.10)

Here h,χ,A,M,N are positive constants to be chosen in a suitable way, while for given
positive M,N and η 6=02, GM,N (η) is the squared matrix

GM,N (η)=−i


Mξ2

1 +
(
M− µ

cP
N

)
ξ2
2

µ
cP

Nξ1ξ2

µ
cP

Nξ1ξ2

(
M− µ

cP
N

)
ξ2
1 +Mξ2

2


 (2.11)

and Ψ(η) is a left inverse of Φ(η). The blocks ki,j of K which are not explicitly listed
in (2.10) are determined by positions (2.10) themselves through the relations in (2.6).
Putting (2.10) into (2.8) we get for (z′)∗Σ2z

′ the following expression

(z′)∗Σ2z
′=S(z′)−AQ(z′)+Rχ(z′), (2.12)

where

S(z′) :=−
√

λργ|zII|2− µ

cP

√
λ

ργ|zIII|2 +2<(−
√

λργz∗IIηzIII)

+2< (z∗II
√

λhzIV)+2<(−
√

λργz∗IIηzV)+2<(z̄IIIcP hzV)+2<(icP Nz∗IVηzV); (2.13)
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Q(z′) :=
√

λ|zIV|2 +
c2
P

√
λ

µ
|zV|2; (2.14)

Rχ(z′) :=2<(
√

λχτ̄z∗IIzIV)+2<(cP χτ̄ z̄IIIzV). (2.15)

For any η 6=02, let us define the vector space H(η) by

H(η) :=
∑

ξ∈Rη+Re3
ξ 6=03

KerA(ξ), (2.16)

where, hereafter, we set e1 =(1,0,0)T , e2 := (0,1,0)T , e3 := (0,0,1)T and η denotes
also the three-dimensional vector ξ1e1 +ξ2e2. For Friedrichs symmetric systems like
(1.5), H(η) is shown to be an isotropic subspace of all the matrices A(ξ), for any ξ
belonging to the vector plane Rη+Re3; in particular this implies that the dimension
of H(η) is not larger than 6 (cf. [1], §6.1.4-5). Since H(η) contains KerA3 =R3×{06},
for any η 6=02 it can be splitted as R3×H1(η), where H1(η) is an isotropic subspace,
of dimension not larger that 3, for both the matrices a2(η) and a2 defined in (1.8),
(1.9). In the case of the 3D linear elasticity system, a direct computation shows
that for any η 6=02 and ξ =η+ξ3e3 we have that KerA(ξ), hence H(η), is included in
R6×{03} (cf. (1.6), (1.7) and recall that, for every η 6=02, Φ(η) is injective). Actually,
it can be shown that, for any non zero η, the dimension of H(η) is maximal, so that
H(η)=R6×{03}; indeed the system of linearly independent vectors




e1

02

0
03


,




e2

02

0
03


,




e3

02

0
03


,




Ψ(η)T η
02

− cP

µ

03


,




03

η⊥

0
03


,




z0
I

η

−
√

λ
cP
|η|2

03


, (2.17)

where η⊥ := (−ξ2,ξ1)T and z0
I :=

√
λ( µ

c2
P
|η|2−1)Ψ(η)T η, provides a basis of H(η) (re-

member that Ψ(η) is a left inverse of Φ(η)). Analogously to the 2D case, we can also
check that there are not non trivial vectors U ∈H(η)⊥ fulfilling

A(η+ξ3e3)U ∈H(η)⊥, (2.18)

for η 6=02 and non real ξ3 =−iσ, σ 6=0. It has been shown in [1] (see Proposition 6.6
there) that, in view of the preceding properties, the matrix B =(03B2) satisfies the
(UKL) condition near a central point (0,η0), with |η0|=1, if, and only if,

C6 =KerB2⊕H1(η), (2.19)

where, hereafter, H1(η) denotes both the real space and its complexification. For the
3D linear elasticity system, we easily compute

H1(η)=








zII

zIII

02

0








, Kera1,2(η)=








zII

zIII

02

zV








, for η 6=02, (2.20)

as zII and zIII,zV span C2 and C respectively, so that H1(η)⊂Kera1,2(η); actually the
latter inclusion holds true in the framework of a general Friedrichs symmetric system
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with characteristic boundary (cf. [1], §6.1.4 again). Let H1(η)⊥ be the subspace of
Kera1,2(η) orthogonal to H1(η); thus we get the following decomposition

C6 =H1(η)⊕⊥H1(η)⊥⊕⊥R(a1,2(η)T ), (2.21)

where ⊕⊥ stands for the orthogonal direct sum operator. As we already specified, let
us assume that η runs through a small neighborhood V0 of a given point η0 with |η0|=
1; following the analysis performed in [1] for the Ohkubo’s case (cf. also [7]), from
(2.19) we show the existence of a linear operator D=D(η), acting from H1(η)⊥⊕⊥
R(a1,2(η)T ) to H1(η), depending smoothly thus boundedly on η

|η| , such that

KerB2 ={r+Dr; r∈H1(η)⊥⊕⊥R(a1,2(η)T )}. (2.22)

For the 3D linear elasticity, we compute explicitly H1(η)⊥⊕⊥R(a1,2(η)T )={03}×C3.
Therefore we may conclude, like in 2D, that the quadratic form Q(z′) in (2.14) is
positive definite on KerB2; more precisely there exists a positive constant ε>0 such
that for all z′∈KerB2, η∈V0 and |ρ|,γ≥0 sufficiently small

Q(z′)≥ ε|z′|2. (2.23)

Straightforward computations give also the following estimates for the quadratic forms
S(z′) and Rχ(z′)

S(z′)≤ c∗|z′|2,
Rχ(z′)≤C1χ|τ ||z′|2, (2.24)

as z′,η,γ,|ρ| range as before, C1 :=max{cP ,
√

λ} and c∗ depends only (increasingly)
on N,h. Analogously to the 2D case, estimates (2.23), (2.24) and formula (2.12) lead
to prove the following result about Σ2.

Lemma 2.1. For given h,N,δ0 >0 there exists a constant A>0 such that for every
χ>0 we find σ0 =σ0(χ)>0 for which

(z′)∗Σ2z
′≤−δ0|z′|2, z′∈KerB2, η∈V0, |τ |<σ0, <τ ≥0. (2.25)

The remaining part of the construction will be devoted to seeking for suitable values
of the constants h,M,N involved in (2.10), in such a way that the corresponding
K =K(τ,η) satisfies the estimate (1.13). Later on, for a given matrix W =(wi,j), we
will set ‖W‖ :=maxi,j |wi,j |. It is worthwhile emphasizing some simple facts about the
matrices GM,N (η), Φ(η) and Ψ(η) previously introduced (cf. (1.7), (2.11)). Firstly,
let us assume that M > µ

cP
N ; then the matrix GM,N (η) fulfills

‖GM,N (η)‖≤M |η|2.

On the other hand, when η belongs to a small neighborhood V0 of some point η0,
with |η0|=1, the matrix Ψ(η) may be constructed in such a way that it depends
smoothly, thus boundedly, on η. Therefore, its norm, as well as the norm of Φ(η),
is bounded from above as η∈V0. The computations we need here are very similar
to the ones performed in the 2D case, due to the formal analogy between (2.9) and
its 2D counterpart (cf. [7]). However, for convenience of the reader, let us sketch
here below the main arguments leading to the desired result. Firstly, we plug the
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expressions (2.10) in (2.9) and take the real part of the resulting z∗Pz. From the
values of kI,I,kII,II,kIII,III we find immediately

<(z∗IVik∗II,IIΦ(η)T zI)+<(z∗I ikI,IΦ(η)zIV)=0,

<(zVi
√

λkIII,IIIη
T zII)+<(z∗IIi

√
λkII,IIηzV)=0,

<(z∗IVi µ
cP

k∗II,IIηzIII)+<(zIIIi
µ
cP

kIII,IIIη
T zIV)=0.

On the other hand, from (2.10) we derive directly
√

λkIII,VI2 = µ
cP

kII,IV, µ
cP

kV,IIII2 =√
λkIV,II. Hence we get

<(zIIIi
√

λkIII,VηT zII)+<(z∗IIi
µ
cP

kII,IVηzIII)=0,

<(zVi µ
cP

kV,IIIη
T zIV)+<(z∗IVi

√
λkIV,IIηzV)=0.

Eventually, by the help of the Cauchy-Schwarz and Young inequalities, the remaining
terms of <(z∗Pz) are estimated as follows:

<(τz∗I kI,IzI)=(hγ+χ|τ |2)|zI|2;
<(z∗II(τkII,I + ikII,IVΦ(η)T )zI)≥−γ2‖Φ(η)‖

2 (|zI|2 + |zII|2);
<(zIII(τkIII,I + i cP√

λ
k∗II,VΦ(η)T )zI)≥−γ2|η|‖Φ(η)‖

2 (|zI|2 + |zIII|2);
<(z∗IVτkIV,IzI)≥−M |η|2‖Ψ(η)‖

2 (χ1|τ |2|zI|2 + 1
χ1
|zIV|2);

<(zV(τkV,I + i cP√
λ
k∗II,IIIΦ(η)T )zI)≥−γ2|η|‖Φ(η)‖

2 (|zI|2 + |zV|2);
<(z∗II(τkII,II + i

√
λkII,VηT )zII)=(hγ +χ|τ |2)|zII|2;

<(z∗IVτkIV,IIzII)≥−A
2 (χ2|τ |2|zII|2 + 1

χ2
|zIV|2);

<(zVτ cP√
λ
k∗IV,IIIzII)≥− cP N |η|

2
√

λ
(χ3|τ |2|zII|2 + 1

χ3
|zV|2);

<(z∗IIτkII,IIIzIII)≥−
√

λ|ρ||τ ||η|γ
2cP

(|zII|2 + |zIII|2);
<((τkIII,III + i µ√

λ
k∗II,Vη)|zIII|2)=(γh+χ|τ |2)|zIII|2;

<(z∗IVτkIV,IIIzIII)≥−N |η|
2 (χ4|τ |2|zIII|2 + 1

χ4
|zIV|2);

<(zV(τkV,III + i µ√
λ
k∗II,IIIη)zIII)≥−

√
λcP A
2µ (χ5|τ |2|zIII|2 + 1

χ5
|zV|2)

−µ|ρ|γ|η|2
2cP

(|zIII|2 + |zV|2);
<(z∗II(ikII,IΦ(η)+ i µ

cP
kII,IIIη

T +τkII,IV)zIV)≥−‖Φ(η)‖2
2 (γ2|zII|2 + |zIV|2)

−µ
√

λ|ρ|γ|η|2
2c2

P
(|zII|2 + |zIV|2)− |τ ||ρ|γ

2 (|zII|2 + |zIV|2);
<(zIII(ikIII,IΦ(η)+τ cP√

λ
k∗II,V)zIV)≥− |η|‖Φ(η)‖2

2 (γ2|zIII|2 + |zIV|2)
−γ|ρ||τ |

2 (|zIII|2 + |zIV|2);
<(z∗IV(ikIV,IΦ(η)+ i µ

cP
kIV,IIIη

T +τk∗II,II)zIV)

=
((

M− µ
cP

N
)
|η|2 +hγ+χ(γ2−ρ2)

)
|zIV|2;

<(zV(ikV,IΦ(η)+τ cP√
λ
k∗II,III)zIV)≥− |η|‖Φ(η)‖2γ

2 (|zIV|2 + |zV |2)
−γ|ρ||τ |

2 (|zIV|2 + |zV|2);
<(z∗IIτkII,VzV)≥−

√
λ|ρ|γ|τ |
2cP

(|zII|2 + |zV|2);
<(zIIIτkIII,VzV)≥−µ|τ ||ρ|γ

2cP

√
λ

(|zIII|2 + |zV|2);
<(

(icP k∗IV,IIIη+τkIII,III)|zV|2
)
=(cP N |η|2 +γh+χ(γ2−ρ2))|zV|2.

In the above inequalities χj , j =1,... ,5, are positive constants to be precised later
together with the values of h,M,N . Analogously to the 2D case, gathering the latter
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estimates leads us to obtain

<(z∗Pz)≥ cI|zI|2 +cII|zII|2 +cIII|zIII|2 +cIV|zIV|2 +cV|zV|2, (2.26)

where η belongs to V0, |ρ|,γ≥0 are sufficiently small and cj = cj(τ,η) are given con-
tinuous functions of (τ,η). Let us set for brevity φ0 :=‖Φ(η0)‖, ψ0 :=‖Ψ(η0)‖; in view
of the inequalities listed just above, the functions cIV(τ,η),cV(τ,η) will satisfy

cIV(τ,η0)≥M− µ

cP
N−φ2

0−
Mψ0

2χ1
− A

2χ2
− N

2χ4
+χ(γ2−ρ2)−

√
λγ|ρ|
2c2

P

− 3γ|ρ|
2

|τ |− φ2
0

2
γ,

cV (τ,η0)≥ cP N− cP N

2
√

λχ3

−
√

λcP A

2µχ5
+χ(γ2−ρ2)− φ2

0

2
γ2− µγ|ρ|

cP
− φ0

2
γ− γ|ρ|

2
|τ |

−
√

λγ|ρ|
2cP

|τ |− µγ|ρ|
2cP

√
λ
|τ |. (2.27)

The latter inequalities suggest to choose the constants M,N so that

C̃ :=M− µ

cP
N−φ2

0 >0. (2.28)

Once M,N have been fixed, for given h,δ0 >0, Lemma 2.1 allows to find also a pos-
itive constant A for which (2.25) is satisfied with arbitrary χ>0 provided that |τ | is
sufficiently small; now, let us assume that χj , j =1,.. .,5, are large enough so that

νIV :=2C̃−Mψ0

χ1
− A

χ2
− N

χ4
>0,

νV :=2cP N− cP N√
λχ3

−
√

λcP A

µχ5
>0, (2.29)

and observe that the terms in the right-hand sides of (2.27), which are not involved
in (2.29), are O(|τ |); thus by shrinking |τ |, if it is necessary, we get

cj(τ,η0)>
νj

4
, j =IV,V. (2.30)

Besides (2.27), the functions cj(τ,η), for j =I,II,III, will satisfy

cI (τ,η0)≥
(

h− 3φ0

2
γ

)
γ+

(
χ−Mψ0

2
χ1

)
|τ |2,

cII (τ,η0)≥
(

h− φ0

2
γ−

√
λ|ρ|

2cP
|τ |− φ2

0

2
γ− µ

√
λ|ρ|

2c2
P

− |ρ|
2
|τ |−

√
λ|ρ|

2cP
|τ |

)
γ

+
(

χ− A

2
χ2− cP N

2
√

λ
χ3

)
|τ |2,

cIII(τ,η0)≥
(

h− φ0

2
γ−

√
λ|ρ|

2cP
|τ |− µ|ρ|

2cP
− φ2

0

2
γ− |ρ|

2
|τ |− µ|ρ|

2cP

√
λ
|τ |

)
γ

+

(
χ−N

2
χ4−

√
λcP A

2µ
χ5

)
|τ |2. (2.31)
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If we take a positive χ so that

χ>
1
2

{
Mψ0χ1,Aχ2 +

cP N√
λ

χ3,Nχ4 +

√
λcP A

µ
χ5

}
, (2.32)

from (2.31) we derive

cj(τ,η0)>
h

2
γ, j =I,II,III, (2.33)

provided that γ≥0 and |ρ| are sufficiently small. Because of the continuity of cj(τ,η)
with respect to η, inequalities (2.30), (2.33) hold true, replacing η0 with any point η
into some small neighborhood of η0; therefore we derive from (2.26)

<(z∗Pz)>
h

2
γ(|zI|2 + |zII|2 + |zIII|2)+

νIV

4
|zIV|2 +

νV

4
|zV|2 >C∗γ|z|2, (2.34)

for every z∈C9 and (τ,η) belonging to a small neighborhood of (0,η0), with |η0|=1,
on the unit hemi-sphere of X ; C∗ :=min

{
h
2 , νIV

4 , νV
4

}
is independent of γ,ρ,η. The

above estimate just provides (1.13). Ļet us now summarize the basic steps in the
choice of the constants h,χ,A,M,N involved in (2.10).

1. Firstly, we choose the positive constants M, N satisfying (2.28).
2. For fixed δ0,h>0, by means of Lemma 2.1 we find also A>0 such that (2.25)

holds true; we emphasize that the given value of A does not depend on χ,
provided |τ | is small enough.

3. After estimating <(z∗Pz) by means of (2.26), we choose the positive constants
χj , j =1,... ,5, from (2.27), (2.31) in such a way that inequalities (2.29) hold
true; these inequalities, as well as (2.25), are achieved independently of the
value of χ, provided that |ρ|,γ (then |τ |) are sufficiently small.

4. Finally, in view of estimates (2.31), we take χ fulfilling (2.32). Thus we get
estimates (2.33) that, jointly with (2.30), yield (2.34).

Agreeing with the blockwise structure introduced at the beginning of this section (cf.
(2.3), (2.5)), the matrix-valued function K =K(τ,η) that we have just built near the
central points (0,η0) of the unit hemi-sphere |τ |2 + |η|2 =1, <τ ≥0, takes the following
form

K(τ,η)=




(h+χτ)I3 03×2 03 03×2 03

γΦ(η)T (h+χτ)I2 −
√

λ
cP

ργη −ργI2 −
√

λ
cP

ργη

γηT Φ(η)T 0T
2 h+χτ −ργηT − µ

cP

√
λ
ργ

GM,N (η)Ψ(η) −AI2 iNη (h+χτ)I2 02

γηT Φ(η)T −i cP√
λ
NηT −A cP

√
λ

µ −ργηT h+χτ




, (2.35)

where h,χ,A,M,N are positive constants to be chosen as it was previously explained,
Φ(η), GM,N (η) are defined by (1.7), (2.11) and Ψ(η) is a 2×3 real matrix such that
Ψ(η)Φ(η)= I2. O̧nce a function K =K(τ,η), displaying properties i.-iii., has been
made locally in a neighborhood of each point of the unit hemi-sphere of X , by use
of a smooth partition of unity and exploiting a homogeneity argument, the global
existence of a dissipative symmetrizer for the ibvp (1.10) plainly follows. When a
Kreiss symmetrizer K(τ,η) of (1.10) has been constructed, the result of Theorem 1.1
is achieved by standard arguments. We refer to [1], Chapter 4, for a detailed proof of
the non-characteristic counterpart of Theorem 1.1; we summarize here only the basic
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steps of this proof in our framework. Firstly, under the hypotheses of Theorem 1.1,
we find that any function u∈C∞(R3×R) compactly supported in R3

+×R obeys the
following estimate

e−2γT ‖u(T )‖L2 +γ

∫∫

R3
+×R

e−2γt|u(y,x3,t)|2dydx3dt+
∫∫

R2×R

e−2γt|A3u(y,0,t)|2dydt

≤C


 1

γ

∫∫

R3
+×R

e−2γt|Lu(y,x3,t)|2dydx3dt+
∫∫

R2×R

e−2γt|Bu(y,0,t)|2dydt


 (2.36)

for all real T and γ >0, where the positive constant C does not depend on γ,T
and u. By a duality argument relying on the above estimate for an “adjoint”
ibvp, one shows the existence of a solution to the ibvp (1.10) in the weighted
space L2

γ(R3
+×R) for every γ >0. Let us recall that, for a given positive γ,

L2
γ(R3

+×R) is the space of all measurable functions u(y,x3,t) for which the norm
‖u‖2γ :=

∫∫
R3

+×R
e−2γt|u(y,x3,t)|2dydx3dt is finite. The uniqueness of the solution into the

space L2(R3
+×(0,T )), for a finite T >0, then follows by arguing directly on estimates

(2.36). Eventually, the a priori estimates (1.11) are derived from (2.36) themselves,
by a density argument.
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