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#### Abstract

A gauge invariant notion of a strong connection is presented and characterized. It is then used to justify the way in which a global curvature form is defined. Strong connections are interpreted as those that are induced from the base space of a quantum bundle. Examples of both strong and non-strong connections are provided. In particular, such connections are constructed on a quantum deformation of the two-sphere fibration $S^{2} \rightarrow R P^{2}$. A certain class of strong $U_{q}(2)$-connections on a trivial quantum principal bundle is shown to be equivalent to the class of connections on a free module that are compatible with the $q$-dependent hermitian metric. A particular form of the Yang-Mills action on a trivial $U_{q}(2)$-bundle is investigated. It is proved to coincide with the Yang-Mills action constructed by A. Connes and M. Rieffel. Furthermore, it is shown that the moduli space of critical points of this action functional is independent of $q$.


## Introduction

Two of the mainstreams of Noncommutative Geometry concentrate around the notions of a projective module [12, 14] and of a quantum group [24, 38]. Quite recently (see $[9,22,28]$ ), the concept of a quantum principal bundle was systematically developed with quantum groups (Hopf algebras) in the role of structure groups. Hence, since both projective modules and quantum principal bundles serve as starting points for quantum geometric considerations, the conceptual framework provided by the notion of a quantum principal bundle has a good chance of unifying those two branches of Noncommutative Geometry.

In the classical differential geometry, it is hard to overestimate the interplay between Lie groups and $K$-theory. Therefore, it is natural to expect that establishing a similar interaction in the noncommutative case is necessary for better understanding of quantum geometry. It is already known that the classification of quantum

[^0]principal bundles over manifolds depends only on the classical subgroups of quantum structure groups [19]. This leads to the following questions: Is the classification of (general) quantum principal bundles over noncommutative spaces richer than the classification of classical-group bundles over noncommutative spaces? Is there a bimodule that can be obtained as the bimodule of intertwiners (noncommutative analogue of equivariant vector valued functions on a total space) only from a bundle with a noncommutative structure Hopf algebra? More generally, when does a deformation of a group into a quantum group entail essential consequences in the geometry (e.g., in the classification of bundles or in the Yang-Mills theory)?

Since this article is to a great extent a follow-up of [9], much of the mathematical and physical motivations listed there can also be considered as motivations for this work, and so will not be repeated here. Let us just emphasize that our main purpose is to specify and analyze a class of connections on quantum principal bundles (called strong connections) that enjoy some additional properties making them more like their classical counterparts, and (taking advantage of the notion of a strong connection) to discuss a link between the two approaches to noncommutative differential geometry based on quantum principal bundles and projective modules. The study of the precise relationship between those two approaches is thought of as a move towards answering the questions mentioned above.

We begin this article by fixing the notation and recalling the fundamentals of quantum bundles and Yang-Mills theory on projective modules. In the first section, in addition to this vocabulary review, we also study the definition of a quantum principal bundle using snake diagrams (see Remark 1.2 and Proposition 1.5). Taking advantage of Remark 1.2 , we prove (Corollary 1.3) that the fundamental vector field compatibility condition (see Point 3 in Definition 1.1) implies its stronger version. (The latter version of the fundamental vector field compatibility condition was assumed in Example 4.11 [9].)

The formalism used in this paper is a generalization of the corresponding formalism used in classical differential geometry. The calculations showing this, though often very instructive, are straightforward and we will not fully elaborate on that fact later on. Differential geometry on quantum principal bundles is still in the process of being born - the umbilical cord has hardly been cut yet - and it seems premature at this point to make precise categorical statements establishing the relationship between classical and quantum differential geometries. As Yu. I. Manin mentioned in a similar context (see p. 86 in [27]), "Here, one should not act too hastily since even in supergeometry this program was started only recently and revealed both rich content and some puzzling new phenomena."

In Sect. 2, we define and provide examples of strong connections. Proposition 2.2 allows one to interpret strong connections on trivial quantum bundles as those induced from the base space, and to produce examples of strong connections in the case of trivial quantum bundles with the universal calculus. In the Introduction to the preliminary version of [9], one can read regarding inducing connection forms from the base space that "...in the general non-commutative or quantum case there would appear to be slightly more possibilities..." than in the classical case. Examples of connections that are not strong (and thus realize the just mentioned "quantum possibility") are supplied as well. More precisely, we construct both strong and nonstrong connections on a very simple (yet rich enough) example of a 'discrete bundle' and on a quantum version of the two-sphere fibration $S^{2} \rightarrow R P^{2}$. (As a byproduct of our considerations we obtain a $q$-deformation of the real projective space $R P^{2}$.)

It might be worthwhile to note that the latter construction does not employ the trivial-bundle or the quantum-group-quotient techniques. We end this section with presenting an example of a non-strong connection in the set-up of a strict monoidal category dual to the category of sets with Cartesian product.

In the subsequent section, we describe the action of (global) gauge transformations on the space of connections on a bundle with the universal differential calculus, and show that this action preserves the strongness of a connection.

In Sect. 4, we use the notion of a strong connection to justify the definition of a global curvature form. (We need to assume that a connection is strong if we want to show that its curvature form has certain properties that classical curvature forms possess automatically; e.g., the usual relation to the square of the exterior covariant derivative.)

In Sect. 5, we present a link between gauge theory on a quantum principal bundle and Yang-Mills theory on a projective module. First we show how, in the case of a free module, to incorporate the Yang-Mills action constructed in [13, 30] into the quantum bundle picture. Then, to obtain a Hermitian metric compatible connection on a free module from a strong $U_{q}(2)$-connection on a trivial quantum principal bundle, we mimic the classical geometry formula which permits one to determine the values of a connection form on the Hopf algebra of smooth functions on a matrix Lie group by knowing its values on the matrix of generators. (Note that usually one thinks of a connection form as a map sending smooth vector fields to elements of a Lie algebra, but we can also view it as a map from the Hopf algebra of smooth functions on a Lie group into the space of smooth 1 -forms.) It turns out that the connections compatible with a particular $q$-dependent Hermitian structure can be identified with the strong $U_{q}(2)$-connections that satisfy a certain condition. We close this section by concluding that, in the setting under consideration, the moduli space of critical points of $U_{q}(2)$ and $U(2)$-Yang-Mills theory coincide. Thus, at least in this case, the $q$-deformation of the structure group alone has no essential bearing on the Yang-Mills theory. This seems to bring us a step closer to answering the question posed at the end of the first paragraph: One should expect geometrically interesting effects of the noncommutativity of a Hopf algebra in YangMills theory only for non-trivial bundles (comodule algebras that are not crossed product algebras) or non-strong connections.

Finally, in the Appendix, we examine the advantages of adding a twist to the definition of a quantum associated bundle formulated in [9] and point out the possibility of using the axiomatic definition of a frame bundle to try to define its noncommutative analogue (cf. Sect. 5.1 in [9]).

## 1. Preliminaries

The notation used throughout this article is quite standard and not much different from that of [9]. Nevertheless, to eschew any possible misunderstanding or confusion, we enclose a table of basic notations:
$[\cdots]_{X}$ an equivalence class defined by $X$
$\delta_{m, n}$ equals 1 iff $m=n$, and 0 otherwise (Kronecker symbol)
g Lie algebra of a Lie group $G$
$k \quad$ field of characteristic zero (except for Proposition 1.13)
$\otimes$ tensor product over $k$
$\tau \quad$ flip $(\tau(u \otimes v):=v \otimes u)$
$\Omega^{1} A$ first order universal differential calculus $\left(\Omega^{1} A:=\operatorname{Ker} m_{A}, d a:=1 \otimes a-a \otimes 1\right)$
$\Omega A$ differential envelope of $A$
$\Omega(A)$ differential algebra over $A$ (i.e. a quotient of $\Omega A$ by some differential ideal)
$m_{X}$ multiplication on $X$, or in $X$ (We will simply write $m$ for the multiplication in a Hopf algebra.)
$\Delta \quad$ comultiplication: $\Delta(a)=a_{(1)} \otimes a_{(2)}$ (Sweedler sigma notation with suppressed summation sign, cf. Sect. 1.2 in [35])
$\Delta_{n}$ comultiplication applied $n$ times (Due to coassociativity we do not have to remember where $\Delta$ is put in consecutive tensor products; $\Delta_{n} a=a_{(1)} \otimes \cdots \otimes$ $a_{(n+1)}$.)
$\eta_{Y}$ unit map of an algebra $Y$ (often suppressed)
$\varepsilon \quad$ counit (unless otherwise obvious from the context)
$S \quad$ antipode, i.e. $a_{(1)} S\left(a_{(2)}\right)=\varepsilon(a)=S\left(a_{(1)}\right) a_{(2)}$
$A^{\mathrm{op}}$ algebra identical with algebra $A$ as a vector space but with the multiplication defined by $m_{A^{\mathrm{op}}}=m_{A} \circ \tau$
$\rho_{R} \quad$ right coaction: $\rho_{R}(x)=x_{(0)} \otimes x_{(1)}$ (Sweedler sigma notation for comodules with suppressed summation sign, cf. p. 32-3 in [35])
$\Delta_{R}$ right coaction on the "total space" of a quantum principal bundle
$\Delta_{\mathscr{R}}$ right coaction on a right-covariant differential algebra of the "total space" given by $\quad \forall m \in \mathbb{N}: \Delta_{\mathscr{R}}\left(p_{0} d p_{1} \cdots d p_{m}\right)=\left(p_{0}\right)_{(0)} d\left(p_{1}\right)_{(0)} \cdots d\left(p_{m}\right)_{(0)} \otimes$ $\left(p_{0}\right)_{(1)} \cdots\left(p_{m}\right)_{(1)}$, where for any $n \in\{0, \ldots, m\},\left(p_{n}\right)_{(0)} \otimes\left(p_{n}\right)_{(1)}=\Delta_{R} p_{n}$ (A differential algebra is right-covariant iff $\Delta_{\mathscr{R}}$ determined by the above formula is well-defined; cf. (21) and Sect. 4.2 in [9].)
$\operatorname{ad}_{R}:=(\mathrm{id} \otimes m) \circ(\mathrm{id} \otimes S \otimes \mathrm{id}) \circ(\tau \otimes \mathrm{id}) \circ \Delta_{2} \quad$ (right adjoint coaction; $\operatorname{ad}_{R} a=$ $\left.a_{(2)} \otimes S\left(a_{(1)}\right) a_{(3)}\right)$
$P^{c o A}$ the space of right coinvariants $\left(P^{c o A}:=\left\{p \in P \mid \Delta_{R} p=p \otimes 1\right\}\right)$
$*_{\rho} \quad$ convolution: $\forall f \in \operatorname{Hom}_{k}(Q, X), \quad g \in \operatorname{Hom}_{k}(A, Y): f *_{\rho} g=m \circ(f \otimes g) \circ \rho_{R}$, where $\left(Q, \rho_{R}\right)$ is a right $A$-comodule and $m: X \otimes Y \rightarrow Z$ is a multiplication map (If $\rho_{R}$ equals $\Delta_{\mathscr{R}}, \Delta_{R}$ or $\Delta$, we will use $*_{\mathscr{R}}, *_{R}$ or $*$ respectively to denote the corresponding convolution.)
$f^{-1}$ unless otherwise obvious from the context, convolution inverse of $f$, i.e. $f^{-1}\left(a_{(1)}\right) f\left(a_{(2)}\right)=\left(f^{-1} * f\right)(a)=\varepsilon(a)=\left(f * f^{-1}\right)(a)=f\left(a_{(1)}\right) f^{-1}\left(a_{(2)}\right) \quad$ (In general, one has: $x_{(0)} \otimes \cdots \otimes x_{(n)} \otimes f\left(x_{(n+1)}\right) g\left(x_{(n+2)}\right) \otimes x_{(n+3)} \otimes \cdots \otimes x_{(m)}=$ $x_{(0)} \otimes \cdots \otimes x_{(n)} \otimes(f * g)\left(x_{(n+1)}\right) \otimes x_{(n+2)} \otimes \cdots \otimes x_{(m-1)} \quad$ and $\mathscr{F}\left(x_{(0)}\right) g\left(x_{(1)}\right)$ $\left.\otimes x_{(2)} \otimes \cdots \otimes x_{(m)}=\left(\mathscr{F} *_{\rho} g\right)\left(x_{(0)}\right) \otimes x_{(1)} \otimes \cdots \otimes x_{(m-1)}.\right)$

All algebras are assumed to be unital and associative. Now, let us recall the basic notions and constructions of [9] necessary to establish the language used in this paper.

Definition 1.1 (4.9 [9]). Let $P$ be an algebra over a field $k, A$ a Hopf algebra over the same field, $N_{P} \subseteq \Omega^{1} P$ a P-bimodule defining the first order differential calculus $\Omega^{1}(P), M_{A} \subseteq \operatorname{Ker} \varepsilon$ an $d_{R}$-invariant right ideal defining the bicovariant differential calculus $\Omega^{1}(A)$, and

$$
\Delta_{R}: P \rightarrow P \otimes A
$$

an algebra homomorphism making $P$ a right $A$-comodule algebra Then $\left(P, A, \Delta_{R}\right.$, $N_{P}, M_{A}$ ) is called a quantum principal bundle iff:

1. $\mathrm{T}_{R}: P \otimes P \ni t \stackrel{\text { def }}{\longmapsto}(m \otimes \mathrm{id}) \circ\left(\mathrm{id} \otimes \Delta_{R}\right) t \in P \otimes A$ is a surjection (freeness),
2. $\Delta_{\mathscr{R}}\left(N_{P}\right) \subseteq N_{P} \otimes A$ (right covariance of the differential structure),
3. $\mathrm{T}_{R}\left(N_{P}\right) \subseteq P \otimes M_{A}$ ( fundamental vector field compatibility condition),
4. KerT $\subseteq P \Omega^{1}\left(P^{c o A}\right) P($ exactness $)$, where $\Omega^{1}\left(P^{c o A}\right):=\Omega^{1} P^{c o A} /\left(N_{P} \cap \Omega^{1} P^{c o A}\right)$

$$
\text { and } \mathrm{T}: \Omega^{1}(P) \ni[\alpha]_{N_{P}} \stackrel{\text { def }}{\longleftrightarrow}\left(\left(\mathrm{id} \otimes \pi_{A}\right) \circ \mathrm{T}_{R}\right) \alpha \in P \otimes\left(\operatorname{Ker} \varepsilon / M_{A}\right) \text {. }
$$

(The map $\pi_{A}: \operatorname{Ker} \varepsilon \rightarrow \operatorname{Ker} \varepsilon / M_{A}$ is the canonical projection, and $\alpha \in \operatorname{Ker} m_{P}$.)

For simplicity, as well as to emphasize the analogy with the classical situation, a quantum principal bundle is often denoted by $P(B, A)$, where $B:=P^{c o A}$ is the "base space" of the bundle. The map $T$ (denoted by $\sim_{N_{P}}$ in [9]) can be more explicitly described by the formula

$$
\mathrm{T}(p d q)=p q_{(0)} \otimes\left[q_{(1)}\right]_{M_{A}}-p q \otimes 1 . \quad \text { (cf. (24) in [9]) }
$$

Remark 1.2. Let $\mathrm{T}_{U}: \operatorname{Ker} m_{P} \rightarrow P \otimes \operatorname{Ker} \varepsilon$ and $\mathrm{T}_{N M}: N_{P} \rightarrow P \otimes M_{A}$ be the appropriate restrictions of $T_{R}$. It is straightforward to check that the following diagrams are commutative diagrams (of left $P$-modules) with exact rows and columns:


Applying the Snake Lemma (e.g., see Sect. 1.2 in [5]) to both diagrams, we obtain the following two exact sequences:

$$
\begin{align*}
0 & \rightarrow \operatorname{KerT}_{U} \rightarrow \operatorname{Ker}_{R} \rightarrow 0 \rightarrow \operatorname{Coker}_{U} \rightarrow \operatorname{Coker}_{R} \rightarrow 0  \tag{3}\\
0 \rightarrow \operatorname{Ker}_{N M} & \rightarrow \operatorname{Ker}_{U} \rightarrow \operatorname{KerT} \rightarrow \operatorname{Coker} \mathrm{~T}_{N M} \rightarrow \operatorname{Coker} \mathrm{~T}_{U} \rightarrow \operatorname{Coker} \mathrm{~T} \rightarrow 0 . \tag{4}
\end{align*}
$$

Observe that the freeness condition means exactly that Coker $\mathrm{T}_{R}=0$, which, by (3), is equivalent to Coker $\mathrm{T}_{U}=0$ (see (33) in [9]). Note also that $\operatorname{Ker} \mathrm{T}_{N M}=N_{P} \cap$ $\operatorname{Ker}_{U}$.

Corollary 1.3. Let $\left(P, A, \Delta_{R}, N_{P}, M_{A}\right)$ be a quantum principal bundle Then $\mathrm{T}_{R}\left(N_{P}\right)$ $=P \otimes M_{A}$ (cf. Example 4.11 in [9] and the discussion below it).

Proof. From the exactness condition, we know that $\operatorname{Ker} T=\pi_{P}\left(P \Omega^{1} B . P\right)$. On the other hand, since $P \Omega^{1} B . P \subseteq \operatorname{KerT}_{U}$ and the map $\pi_{U}: \operatorname{KerT}_{U} \rightarrow \operatorname{KerT}$ in (4) is a restriction of $\pi_{P}$ to $\operatorname{Ker} \mathrm{T}_{U}$, we can conclude that $\pi_{U}$ is surjective. Consequently, by the freeness condition and the exactness of (4), $\operatorname{Coker} \mathrm{T}_{N M}=0$, i.e. $\mathrm{T}_{R}\left(N_{P}\right)=P \otimes M_{A}$.

The above corollary makes the following definition of a trivial quantum principal bundle equivalent to the definition proposed in Example 4.11 in [9].

Definition 1.4. A quantum principal bundle $\left(P, A, \Delta_{R}, N_{P}, M_{A}\right)$ is called trivial iff there exists a convolution invertible map (trivialization) $\Phi \in \operatorname{Hom}_{k}(A, P)$ such that

$$
\begin{equation*}
\Delta_{R} \circ \Phi=(\Phi \otimes \mathrm{id}) \circ \Delta \tag{5}
\end{equation*}
$$

(i.e. $\Phi$ is right-covariant) and $\Phi(1)=1$. In such a case, $P$ is also called a crossed product or cleft extension (see p. 273 in [32]).

Definition 1.5 (1.1 [32]). Let $P$ be a right $A$-comodule algebra and $B$ be the algebra of all right coinvariants. The comodule $P$ is called an $A$-Galois extension iff the canonical left $P$-algebra and right $A$-coalgebra map

$$
\mathrm{T}_{B}:=\left(m_{P} \otimes \mathrm{id}\right) \circ\left(\mathrm{id} \otimes_{B} \Delta_{R}\right): P \otimes_{B} P \ni p \otimes_{B} q \mapsto p q_{(0)} \otimes q_{(1)} \in P \otimes A
$$

is bijective.
Proposition 1.6 ${ }^{1}$. Let $P, A$ and $B$ be as above. $A$ comodule algebra $P$ is an $A$ Galois extension if and only if $P(B, A)$ is a quantum principal bundle with the universal calculus.

[^1]Proof. Consider the following commutative diagram (of left $P$-modules) with exact rows and columns:


Again, we can apply the Snake Lemma to obtain the exact sequence

$$
\begin{equation*}
0 \rightarrow P \Omega^{1} B . P \rightarrow \operatorname{Ker}_{R} \rightarrow \operatorname{Ker~}_{B} \rightarrow 0 \rightarrow \operatorname{Coker}_{R} \rightarrow \operatorname{Coker} \mathrm{~T}_{B} \rightarrow 0 \tag{7}
\end{equation*}
$$

Assume first that $P$ is an $A$-Galois extension. Then $\operatorname{Ker} \mathrm{T}_{B}=0=\operatorname{Coker} \mathrm{T}_{B}$, and, from the exactness of (7), we can infer that $\operatorname{Coker} \mathrm{T}_{R}=0$ (freeness condition) and $\operatorname{Ker} \mathrm{T}_{R}=P \Omega^{1} B . P$. On the other hand, by the exactness of (3), we have $\operatorname{Ker} \mathrm{T}_{U}$ $=\operatorname{Ker} \mathrm{T}_{R}$. Hence the exactness condition follows, and we can conclude that $P(B, A)$ is a quantum principal bundle with the universal calculus.

Conversely, assume that $P(B, A)$ is a quantum principal bundle with the universal calculus. Then $\operatorname{Ker} \mathrm{T}_{R}=\operatorname{Ker} \mathrm{T}_{U}=P \Omega^{1} B . P$ and $\operatorname{Coker} \mathrm{T}_{R}=0$. Consequently, again due to the exactness of (7), we have that $\operatorname{Ker}_{B}=0=\operatorname{Coker}_{B}$, i.e. $P$ is an $A$ Galois extension.

Definition 1.7 ([9]). A left P-module projection $\Pi$ on $\Omega^{1}(P)$ is called a connection on $P(B, A)$ iff

1. $\operatorname{Ker} \Pi=\Omega_{\mathrm{hor}}^{1}(P)(\operatorname{Im} \Pi$ is called the space of vertical forms $)$,
2. $\Delta_{\mathscr{R}} \circ \Pi=(\Pi \otimes \mathrm{id}) \circ \Delta_{\mathscr{R}}$ (right covariance).

Due to Proposition 4.10 in [9], a connection form can be defined in the following way:

Definition 1.8. $A$-homomorphism $\omega: A \rightarrow \Omega^{1}(P)$ is called a connection form on $P(B, A)$ iff it satisfies the following properties:

1. $\omega\left(k \oplus M_{A}\right)=0$ (compatibility with the differential structure),
2. $\mathrm{T} \circ \omega=\left(\mathrm{id} \otimes \pi_{A}\right) \circ(1 \otimes(\mathrm{id}-\varepsilon))$ (fundamental vector field condition),
3. $\Delta_{\mathscr{R}} \circ \omega=(\omega \otimes \mathrm{id}) \circ a d_{R}$ (right adjoint covariance).

For every $P(B, A)$, there is a one-to-one correspondence between connections and connection forms. In particular, the connection $\Pi^{\omega}$ associated to a connection form $\omega$ is given by the formula: $\Pi^{\omega}=m_{\Omega^{1}(P)} \circ(\mathrm{id} \otimes \omega) \circ \mathrm{T}\left((47)\right.$ in [9]). Since $\Pi^{\omega}$ is a left $P$-module homomorphism, to calculate $\Pi^{\omega}$ it suffices to know its values on
exact forms, and on exact forms (47) [9] simplifies to

$$
\begin{equation*}
\Pi^{\omega} \circ d=\mathrm{id} *_{R} \omega \tag{8}
\end{equation*}
$$

The following four definitions are based on Appendix A in [9].
Definition 1.9. Let $\Omega(P)$ be any differential algebra having $\Omega^{1}(P)$ as in Definition 1.1 For all $n \in \mathbb{N}$, the space $\left(P \Omega^{1}(B) P\right)^{n}$ is called the space of horizontal $n$-forms and is denoted by $\Omega_{\mathrm{hor}}^{n}(P)$. The space of horizontal 0 -forms is identified with $P$.

Definition 1.10. Let $\Omega(B)$ be the differential algebra obtained by the restriction of $\Omega(P)$ For all $n \in \mathbb{N}$, the space $\Omega^{n}(B) P$ is called the space of strongly horizontal $n$-forms and is denoted by $\Omega_{\text {shor }}^{n}(P)$. The space of strongly horizontal 0 -forms is identified with $P$.

Note that in the classical case $\Omega_{\text {hor }}^{*}(P)$ and $\Omega_{\text {shor }}^{*}(P)$ coincide.
Definition 1.11. Let $\left(V, \rho_{R}\right)$ be a right $A^{\mathrm{op}}$-comodule algebra (see Remark A.2). Then $\varphi \in \operatorname{Hom}_{k}(V, \Omega(P))$ is called a pseudotensorial form on $P$ iff

$$
\Delta_{\mathscr{R}} \circ \varphi=(\varphi \otimes \mathrm{id}) \circ \rho_{R}
$$

A pseudotensorial form taking values in $\Omega_{\text {hor }}^{*}(P)\left(\right.$ in $\left.\Omega_{\text {shor }}^{*}(P)\right)$ is called a tensorial (strongly tensorial) form on $P$. The space of all pseudotensorial, tensorial and strongly tensorial $n$-forms $(n \geqq 0)$ will be denoted by $P T_{\rho}\left(V, \Omega^{n}(P)\right), T_{\rho}\left(V, \Omega^{n}(P)\right)$ and $S T_{\rho}\left(V, \Omega^{n}(P)\right)$ respectively.
Definition 1.12 ((68) [9]). Let $\Pi$ be a connection on $P$. The $k$-homomorphism $D$ from $\Omega^{*} P$ to $\Omega_{\text {hor }}^{*+1} P$ given by

$$
\begin{equation*}
D: p_{0} d p_{1} \cdots d p_{n} \mapsto(\mathrm{id}-\Pi)\left(d p_{0}\right) \cdots(\mathrm{id}-\Pi)\left(d p_{n}\right) \tag{9}
\end{equation*}
$$

where $n \geqq 0$, is called the exterior covariant derivative associated to $\Pi$.
To complete this vocabulary review, we recall some basic definitions used in the Yang-Mills theory on projective modules. We choose here right rather than left modules, but one should bear in mind that the formulation of this formalism for left modules is analogous.
Proposition 1.13 (cf. p. 369 in [34]). Let $\mathscr{B}$ be an associative unital algebra over a commutative ring $k$. Let $\mathscr{L}_{k}$ be a $k$-Lie subalgebra of the space of all $k$-derivations of $\mathscr{B}$, and let $\mathscr{E}$ be any right $\mathscr{B}$-module admitting a connection. If $\Omega(\mathscr{B})$ is a differential graded subalgebra of $\mathscr{B} \oplus \bigoplus_{n \geqq 1}^{\infty} \operatorname{Hom}_{k}\left(\wedge^{n} \mathscr{L}_{k}, \mathscr{B}\right)$ with the differential (see the first section in [18]) given by:

$$
\begin{aligned}
& (d \alpha)\left(X_{0}, X_{1}, \ldots, X_{n}\right)=\sum_{0 \leqq i \leqq n}(-)^{i} X_{i} \alpha\left(X_{0}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{n}\right) \\
& \quad+\sum_{0 \leqq r<s \leqq n}(-)^{r+s} \alpha\left(\left[X_{r}, X_{s}\right], X_{0}, \ldots, X_{r-1}, X_{r+1}, \ldots, X_{s-1}, X_{s+1}, \ldots, X_{n}\right)
\end{aligned}
$$

then

$$
\begin{equation*}
\forall \xi \in \mathscr{E}, X, Y \in \mathscr{L}_{k}:\left(\nabla^{2} \xi\right)(X, Y)=\left(\left[\nabla_{X}, \nabla_{Y}\right]-\nabla_{[X, Y]}\right)(\xi), \tag{10}
\end{equation*}
$$

where, as in the classical differential geometry, $\nabla_{Z} \xi$ denotes $(\nabla \xi)(Z)$.

Proof. Straightforward.
Definition 1.14 ( $[13,30])$. Let $\mathscr{L}$ be a finite dimensional Lie subalgebra of $\operatorname{Der} B$, let $\left\{X_{l}\right\}_{l \in\{1, \text {, } \operatorname{dim} \mathscr{L}\}}$ be a basis of $\mathscr{L}$, and let $\Omega(B)$ be a differential algebra defined as in Proposition 1.13. A bilinear form

$$
\{,\}:\left(\operatorname{End}_{B}(\mathscr{E}) \otimes_{B} \Omega^{2}(B)\right) \times\left(\operatorname{End}_{B}(\mathscr{E}) \otimes_{B} \Omega^{2}(B)\right) \rightarrow \operatorname{End}_{B}(\mathscr{E})
$$

is defined by

$$
\left\{\psi_{1}, \psi_{2}\right\}=\sum_{i<j} \psi_{1}\left(X_{i} \wedge X_{j}\right) \psi_{2}\left(X_{i} \wedge X_{j}\right)
$$

Definition 1.15 (cf. p. 553-4 in [12]). Let $\mathscr{E}$ be a finitely generated projective right $B$-module.

1. A linear map $\nabla: \mathscr{E} \otimes_{B} \Omega^{*}(B) \rightarrow \mathscr{E} \otimes_{B} \Omega^{*+1}(B)$ is called a connection on $\mathscr{E}$ iff

$$
\forall \xi \in \mathscr{E}, \alpha \in \Omega(B): \nabla\left(\xi \otimes_{B} \alpha\right)=(\nabla \xi) \alpha+\xi \otimes_{B} d \alpha
$$

2. The endomorphism $\nabla^{2} \in \operatorname{End}_{\Omega(B)}\left(\mathscr{E} \otimes_{B} \Omega(B)\right)$ is called the curvature of $a$ connection $\nabla$.
3. If $B$ is $a *$-algebra and $\mathscr{E}$ is equipped with a Hermitian metric $\langle\rangle:, \mathscr{E} \times \mathscr{E} \rightarrow B$, then we say that a connection on $\mathscr{E}$ is compatible with this Hermitian metric iff

$$
\begin{equation*}
\forall \xi, \eta \in \mathscr{E}: d\langle\xi, \eta\rangle=\langle\nabla \xi, \eta\rangle+\langle\xi, \nabla \eta\rangle \tag{11}
\end{equation*}
$$

Remark 1.16. The group $U(\mathscr{E}):=\left\{U \in \operatorname{End}_{B}(\mathscr{E}) \mid \forall \xi, \eta \in \mathscr{E}:\langle U \xi, U \eta\rangle=\langle\xi, \eta\rangle\right\}$ of unitary automorphisms of $\mathscr{E}$ acts on the space of connections in the following way: $\nabla \mapsto U \nabla U^{*}$. This action maps compatible connections to compatible connections (see near the end of Sect. 1 in [13]).

Remark 1.17 The sign in the formula (11) depends on whether we want $d\left(a^{*}\right)$ $=(d a)^{*}$ or $d\left(a^{*}\right)=-(d a)^{*}$. We have " + " in (11) because here we choose that $d$ commute with ${ }^{*}$.

Definition $1.18([13,30]) . A$ trace $\mathscr{T}_{E}: \operatorname{End}_{B}(\mathscr{E}) \rightarrow k$ is given by $\mathscr{T}_{E}(\xi\langle\zeta, \cdot\rangle)=$ $\mathscr{T}_{B}\langle\zeta, \xi\rangle$, where $\mathscr{T}_{B}$ is a trace on $B$.

Corollary 1.19. Let $\mathscr{E}=B^{n}$ for some $n \in \mathbb{N}$, and $N \in \operatorname{End}_{B}\left(B^{n}\right)=M_{n}(B)$. Then

$$
\mathscr{T}_{E}(N)=\left(\mathscr{T}_{B} \circ \operatorname{Tr}\right)(N),
$$

where $\operatorname{Tr}$ is the usual matrix trace.
Proof. Straightforward.
Definition 1.20 ([13, 30], cf. [12, 17, 18]). Let $\nabla$ be a connection on $\mathscr{E}$. The function YM given by the formula

$$
\begin{equation*}
Y M(\nabla)=-\mathscr{T}_{E}\left\{\Theta_{\nabla}, \Theta_{\nabla}\right\} \tag{12}
\end{equation*}
$$

where $\Theta$ is defined by $\Theta_{\nabla}(X, Y)=\left[\nabla_{X}, \nabla_{Y}\right]-\nabla_{[X, Y]}$, is called the Yang-Mills action functional.

Example 1.21. Let $G$ be a compact Lie group and $B=C^{\infty}(G)$. Let $W$ be a finite dimensional vector space, $X(G, G L(W))$ a principal bundle, $\mathscr{E}=$ $\Gamma\left(X(G, G L(W)) \times{ }_{\text {id }} W\right)$ the projective module of the smooth sections of the idassociated vector bundle, and $g$ a Riemannian metric on $G$. (The choice of a metric on $\mathscr{E}$ makes no difference.) Then, for any connection form $\omega$ on $X(G, G L(W))$, one has $Y M\left(\nabla^{\omega}\right)=-\int_{G} \operatorname{Tr}\left(F^{\omega} \wedge \star F^{\omega}\right)$, where $\nabla^{\omega}$ is the covariant derivative (connection on $\mathscr{E}$ ) associated to $\omega$, the symbol $\star$ denotes the Hodge star associated to $g$, and $F^{\omega}$ is the curvature 2 -form of $\omega$ (see pp. 336, 337 and 360 in [4]).

## 2. Strong Connections

We can now proceed to formulate the notion of a strong connection. This notion will be used to justify the definition of a global curvature form. It will also be needed for characterizing these connections on a trivial $U_{q}(2)$-bundle that correspond to the hermitian connections on the free module associated with this bundle.

Definition 2.1. Let $\left(P, A, \Delta_{R}, N_{P}, M_{A}\right)$ be a quantum principal bundle. A connection $\Pi$ on $P$ is called strong iff $(\mathrm{id}-\Pi)(d P) \subseteq \Omega_{\text {shor }}^{1}(P)$ (see also Remark 4.3).

For every connection $\Pi$, the left $P$-module homomorphism (id $-\Pi$ ) maps exact 1 -forms to horizontal, but not necessarily to strongly horizontal, 1-forms. A strong connection $\Pi$ is defined by requiring that $(\mathrm{id}-\Pi$ ) sends exact 1 -forms to strongly horizontal 1 -forms. It turns out that, for the trivial quantum principal bundles, the strongness of a connection means that the connection is induced from the base space of a bundle. (A similar fact is described in Lemma 6.11 in [20].) More precisely, let $\beta \in \operatorname{Hom}_{k}\left(A, \Omega^{1}(B)\right)$ be the map given by the formula

$$
\begin{equation*}
\beta=\Phi * \omega * \Phi^{-1}+\Phi *\left(d \circ \Phi^{-1}\right) \tag{13}
\end{equation*}
$$

(This formula can be obtained by solving formula (37) in [9] for $\beta$ and extending the solution to a general differential calculus.) It is straightforward to check that in the classical case the thus defined $\beta$ corresponds exactly to the pullback of a connection 1 -form with respect to the section associated with a given trivialization. Therefore, we can think of $\beta$ as a noncommutative analog of the aforementioned pullback of a connection form (see also Remark 2.6). (For a discussion of connection forms which can be understood as elements of $\operatorname{Hom}_{k}\left(A / k, \Omega^{1}(B)\right)$, and which are also called quantum group gauge fields, see Sect. 3 in [9].) With the help of (13), we can characterize the class of strong connections on any trivial quantum principal bundle in the following way:

Proposition 2.2. Let $\left(P, A, \Delta_{R}, N_{P}, M_{A}\right)$ be a trivial quantum principal bundle with a trivialization $\Phi$ and a connection form $\omega$, and let $\beta$ be as above. Then $\Pi^{\omega}$ is strong if and only if $\beta(A) \subseteq \Omega^{1}(B)$.

Proof. It is known (e.g., see (27) in [9]) that

$$
\forall p \in P \exists \sum_{i} b_{i} \otimes a_{i} \in B \otimes A: p=\sum_{i} b_{i} \Phi\left(a_{i}\right)
$$

Using this fact, formulas (8), (5), (37) [9], and the Leibniz rule it can be calculated that

$$
\begin{equation*}
\left(\mathrm{id}-\Pi^{\omega}\right)(d p)=\sum_{i}\left(d b_{i} . \Phi\left(a_{i}\right)-b_{i}(\beta * \Phi)\left(a_{i}\right)\right) \tag{14}
\end{equation*}
$$

(This calculation appeared in the preliminary version of [9].) Clearly, $\beta(A) \subseteq \Omega^{1}(B)$ implies that $\Pi^{\omega}$ is a strong connection. To prove the reverse implication, we will use the following lemmas and corollary:

Lemma 2.3. Let $\left\{\left(Q_{i}, \rho_{i}\right)\right\}_{i \in I}$ and $\left(\mathscr{C}, \rho_{\mathscr{C}}\right)$ be right $A$-comodules, and $\left\{V_{i j}\right\}_{i, j \in I}$ be vector spaces, where I is a non-empty finite set. Assume also that, for all $i, j \in I$, we have multiplication maps

$$
\begin{aligned}
& m_{i j}: Q_{i} \otimes Q_{j} \rightarrow V_{i j} \\
& m_{i j, l}: V_{i j} \otimes Q_{l} \rightarrow \mathscr{C} \\
& m_{i, j l}: Q_{i} \otimes V_{j l} \rightarrow \mathscr{C}
\end{aligned}
$$

satisfying the associativity condition

$$
\forall i, j, l \in I: m_{i j, l} \circ\left(m_{i j} \otimes \mathrm{id}\right)=m_{i, j l} \circ\left(\mathrm{id} \otimes m_{j l}\right),
$$

and that coactions $\left\{\rho_{i}, \rho_{\mathscr{C}}\right\}_{i \in I}$ are compatible in the following sense:

$$
\forall i, j, l \in I, q_{i} \in Q_{i}, q_{j} \in Q_{j}, q_{l} \in Q_{l}: \rho_{\mathscr{G}}\left(q_{i} q_{j} q_{l}\right)=\rho_{i}\left(q_{i}\right) \rho_{j}\left(q_{j}\right) \rho_{l}\left(q_{l}\right)
$$

Then, for any $i, j, l \in I$, if $\kappa_{i} \in \operatorname{Hom}_{k}\left(A, Q_{i}\right), \quad \varpi_{j} \in \operatorname{Hom}_{k}\left(A, Q_{j}\right)$ and $\lambda_{l} \in$ $\operatorname{Hom}_{k}\left(A, Q_{l}\right)$ are homomorphisms with the right-covariance properties:

$$
\begin{aligned}
& \rho_{i} \circ \kappa_{i}=\left(\kappa_{i} \otimes \mathrm{id}\right) \circ \Delta, \\
& \rho_{j} \circ \varpi_{j}=\left(\varpi_{j} \otimes \mathrm{id}\right) \circ a d_{R}, \\
& \rho_{l} \circ \lambda_{l}=\left(\lambda_{l} \otimes S\right) \circ \tau \circ \Delta,
\end{aligned}
$$

the homomorphism $\kappa_{i} * m_{j} * \lambda_{l}$ is right-invariant, i.e.

$$
\rho_{\mathscr{G}} \circ\left(\kappa_{i} * \varpi_{j} * \lambda_{l}\right)=\left(\kappa_{i} * \varpi_{j} * \lambda_{l}\right) \otimes 1
$$

Proof. A direct sigma notation computation proves this lemma.
Corollary 2.4. Let $\omega$ be a connection form on a trivial quantum principal bundle with a trivialization $\Phi$. The map $\beta$ given by (13) takes values in right-invariant differential forms, i.e.

$$
\Delta_{\mathscr{R}} \circ \beta=\beta \otimes 1 .
$$

Proof. Taking advantage of the formula

$$
\Delta_{R} \circ \Phi^{-1}=\left(\Phi^{-1} \otimes S\right) \circ \tau \circ \Delta, \quad((28) \text { in [9] })
$$

one can deduce from Lemma 2.3 that

$$
\begin{equation*}
\Delta_{\mathscr{R}} \circ\left(\Phi * \omega * \Phi^{-1}\right)=\left(\Phi * \omega * \Phi^{-1}\right) \otimes 1 \tag{15}
\end{equation*}
$$

(Observe that, since

$$
\left(\left(\Phi^{-1} \otimes S\right) \circ \tau \circ \Delta\right) *\left(\Delta_{R} \circ \Phi\right)=\eta_{P \otimes A} \circ \varepsilon=\left(\Delta_{R} \circ \Phi\right) *\left(\left(\Phi^{-1} \otimes S\right) \circ \tau \circ \Delta\right)
$$

formula (28) in [9] follows by the same argument as used in the proof of Proposition 3.2.) Furthermore, as

$$
\begin{aligned}
\Delta_{\mathscr{R}} \circ\left(d \circ \Phi^{-1}\right)= & (d \otimes \mathrm{id}) \circ \Delta_{R} \circ \Phi^{-1} \\
& \left(\text { see the beginning of Sect. } 1 \text { for this property of } \Delta_{\mathscr{R}}\right) \\
= & \left(\left(d \circ \Phi^{-1}\right) \otimes S\right) \circ \tau \circ \Delta,
\end{aligned}
$$

and $\eta_{P} \circ \varepsilon$ is $a d_{R}$-covariant - i.e. $\Delta_{R} \circ \eta_{P} \circ \varepsilon=\left(\left(\eta_{P} \circ \varepsilon\right) \otimes \mathrm{id}\right) \circ a d_{R}$ - it also follows from Lemma 2.3 that

$$
\begin{equation*}
\Delta_{\mathscr{R}} \circ\left(\Phi *\left(\eta_{P} \circ \varepsilon\right) *\left(d \circ \Phi^{-1}\right)\right)=\left(\Phi *\left(\eta_{P} \circ \varepsilon\right) *\left(d \circ \Phi^{-1}\right)\right) \otimes 1 . \tag{16}
\end{equation*}
$$

Combining formulas (15) and (16) we get the assertion of the corollary.
Lemma 2.5. Let $\left(Q, \rho_{0}\right)$ be a right $A$-comodule, and let $\left\{\left(Q_{i}, \rho_{i}\right)\right\}_{i \in\{1,2\}}, V_{12}$ and $m_{12}$ be as in Lemma 2.3. If $f_{1} \in \operatorname{Hom}_{k}\left(Q, Q_{1}\right)$ is right-covariant (i.e. $\rho_{1} \circ f_{1}=$ $\left.\left(f_{1} \otimes \mathrm{id}\right) \circ \rho_{0}\right)$ and $f_{2} \in \operatorname{Hom}_{k}\left(A, Q_{2}\right)$, then

$$
\left(\mathrm{id} *_{\rho_{1}} f_{2}\right) \circ f_{1}=f_{1} *_{\rho_{0}} f_{2}
$$

Proof. Straightforward.
Assume now that $\Pi^{\omega}$ is strong. Then, by setting $p=\Phi(a)$ in (14), we obtain:

$$
\begin{equation*}
(\beta * \Phi)(A) \subseteq \Omega_{\text {shor }}^{1}(P) \tag{17}
\end{equation*}
$$

Furthermore, it is a general fact that

$$
\begin{equation*}
\left(\operatorname{id} *_{\mathscr{R}} \Phi^{-1}\right)\left(\Omega_{\text {shor }}^{1}(P)\right) \subseteq \Omega^{1}(B) . \tag{18}
\end{equation*}
$$

Indeed, for any $b \in B, p \in P$,
$\left(\mathrm{id} *_{\mathscr{R}} \Phi^{-1}\right)(d b . p)=\left(m_{\Omega^{4}(P)} \circ\left(\mathrm{id} \otimes \Phi^{-1}\right)\right)\left(d b_{(0)} \cdot p_{(0)} \otimes b_{(1)} p_{(1)}\right)=d b . \mathrm{s}_{\Phi}(p)$,
where

$$
\begin{equation*}
\mathrm{s}_{\Phi}: P \ni p \stackrel{\text { def }}{\longrightarrow}\left(\mathrm{id} *_{R} \Phi^{-1}\right)(p)=p_{(0)} \Phi^{-1}\left(p_{(1)}\right) \in B \tag{20}
\end{equation*}
$$

is a left $B$-module homomorphism that can be interpreted as the section of $P(B, A)$ associated with the trivialization $\Phi$ (see the subsequent remark, cf. Sect. 3.1 in [10]). Taking again advantage of the formula (28) in [9] (see the proof of Corollary 2.4) we can infer that

$$
\Delta_{R} \circ\left(\mathrm{id} *_{R} \Phi^{-1}\right)=\left(\mathrm{id} *_{R} \Phi^{-1}\right) \otimes 1
$$

(cf. the second calculation in the proof of Proposition A. 7 in [9]). Hence $s_{\Phi}$ indeed maps into $B$, and (18) follows as claimed. Combining (17) and (18) one can conclude that

$$
\begin{equation*}
\left(\left(\mathrm{id} *_{\mathscr{R}} \Phi^{-1}\right) \circ(\beta * \Phi)\right)(A) \subseteq \Omega^{1}(B) \tag{21}
\end{equation*}
$$

On the other hand, taking into account Corollary 2.4 , one can see that $\beta * \Phi$ is right-covariant:

$$
\begin{aligned}
& \Delta_{\mathscr{R}} \circ(\beta * \Phi)=\left(\left(\Delta_{\mathscr{R}} \circ \beta\right) *\left(\Delta_{R} \circ \Phi\right)\right) \quad(\mathrm{cf} \text {. Lemma 4.0.2 in [35] }) \\
& \quad=m_{\Omega^{2}(P) \otimes A} \circ((\beta \otimes 1) \otimes(\Phi \otimes \mathrm{id})) \circ \Delta_{2}=((\beta * \Phi) \otimes \mathrm{id}) \circ \Delta .
\end{aligned}
$$

Hence, by Lemma 2.5,

$$
\left(\operatorname{id} *_{\mathscr{R}} \Phi^{-1}\right) \circ(\beta * \Phi)=(\beta * \Phi) * \Phi^{-1}=\beta,
$$

and (21) reduces to $\beta(A) \subseteq \Omega^{1}(B)$, as needed.
Remark 2.6. A natural question arises here as to whether or not one can, analogously to the classical case, use $\mathrm{s}_{\Phi}$ directly to compute the pullback of $\omega$. For instance, in the case of the universal differential calculus, we can define the pullback of a differential 1-form on $P$ with respect to $\mathrm{s}_{\Phi}$ to be

$$
\mathrm{s}_{\Phi}^{*}\left(\sum_{i} p_{i} d q_{i}\right)=\sum_{i} \mathrm{~s}_{\Phi}\left(p_{i}\right)\left(d \circ \mathrm{~s}_{\Phi}\right)\left(q_{i}\right)
$$

Clearly, since $\mathrm{s}_{\Phi}^{*}\left(\Omega^{1} P\right) \subseteq \Omega^{1} B$ and there exists a non-strong connection on a trivial quantum principal bundle with the universal differential calculus (see Example 2.7), Proposition 2.2 allows one to conclude that, in general, $\mathrm{s}_{\Phi}^{*} \circ \omega$ and $\beta$ given by (13) do not coincide. (Otherwise $\omega$ would always have to be a strong connection form.) Furthermore, even if we assume that $\omega$ is a strong connection form, the direct calculation of $\mathrm{s}_{\Phi}^{*} \circ \omega$ shows why, in the noncommutative case, we cannot claim $\mathrm{s}_{\Phi}^{*} \circ \omega=\beta$. An advantage of defining $\beta$ by (13) rather than by $\mathrm{s}_{\Phi}^{*} \circ \omega=\beta$ is that $\beta$ given by formula (13) transforms in a familiar manner under local gauge transformations (see Sect. 3 and (38) in [9]).

Let us also remark that, assuming the existence of $S^{-1}$, one can define a quantum principal bundle section which is a right, rather than left, $B$-module homomorphism from $P$ to $B$ :

$$
\widetilde{\mathrm{s}}_{\Phi}:=m_{P} \circ\left(\left(\Phi \circ S^{-1}\right) \otimes \mathrm{id}\right) \circ \tau \circ \Delta_{R} .
$$

Much as in the case of $\mathrm{s}_{\Phi}$, it is straightforward to check that $\widetilde{\mathrm{s}}_{\Phi}$ is indeed a right $B$-module homomorphism into $B$. From (28) in [9] (see the proof of Corollary 2.4), it is also clear that $\widetilde{\mathbf{s}}_{\Phi}$ satisfies the equation $\widetilde{\mathbf{s}}_{\Phi} \circ \Phi^{-1}=\varepsilon$. This formula and the analogous formula $\mathrm{s}_{\Phi} \circ \Phi=\varepsilon$ for $\mathrm{s}_{\Phi}$ reflect the classical geometry relationship between the section of a principal bundle and the map from the total space to the structure group that are associated to the same trivialization. The pullback of a connection form $\omega$ defined with the help of $\widetilde{\mathrm{s}}_{\Phi}$ has very similar properties to the pullback of $\omega$ defined with the help of $\mathbf{s}_{\Phi}$. Obviously, $\mathbf{s}_{\Phi}$ and $\widetilde{\mathbf{s}}_{\Phi}$ coincide in the classical case.

Due to Proposition 2.2 and Proposition 4.6 in [9] we know that every $\beta \in$ $\operatorname{Hom}_{k}\left(A, \Omega^{1} B\right)$ vanishing on $k$ induces a strong connection on a trivial quantum bundle with the universal differential calculus (cf. Sect. 6.4 in [20]). The quantum Dirac monopole considered in [9] is an example of a strong connection on a quantum bundle with a non-universal differential calculus (for a proof of this fact see Corollary 6.4.4 in [6]). In what follows, we present an example of a weak (i.e. nonstrong) connection. This example points out an interesting fact that the noncommutativity alone of the "total space" $P$ or the "structure group" $A$ of a quantum principal
bundle $P(B, A)$ cannot be held responsible for the weakness of a connection. Nor, for that matter, can we blame the noncocommutativity of $A$.

Example 2.7. Let $2 \mathbb{Z}_{2}$ denote the two-element group represented by 0 and 2. Also, let $P:=\operatorname{Map}\left(\mathbb{Z}_{4}, k\right)$ and $A:=\operatorname{Map}\left(2 \mathbb{Z}_{2}, k\right)$ be the standard commutative Hopf algebras over $k$ (e.g., see [15] or Sect. 2.2 in [1]), $\imath: 2 \mathbb{Z}_{2} \hookrightarrow \mathbb{Z}_{4}$ be the inclusion, and

$$
B:=\left\{b \in P \mid \Delta_{R} b:=\left(\left(\operatorname{id} \otimes 2^{*}\right) \circ \Delta\right)(b)=b \otimes 1\right\}
$$

be the corresponding quantum homogeneous space (see Sect. 5.1 in [9]). Since

$$
\operatorname{Ker} \imath^{*} \subseteq m_{P} \circ\left(\left(\operatorname{Ker} \imath^{*} \cap B\right) \otimes P\right)
$$

by Lemma 5.2 in [9], $\left(P, A,\left(\mathrm{id} \otimes \imath^{*}\right) \circ \Delta, 0,0\right)$ is a quantum principal bundle with the universal differential calculus. Now, let $j: \mathbb{Z}_{4} \rightarrow 2 \mathbb{Z}_{2}$ be the surjection defined by $j(g)=\delta_{2, g}$. Clearly, $\imath \circ j=\mathrm{id}$ and $j\left(h^{-1} g h\right)=h^{-1} j(g) h$ for all $g \in \mathbb{Z}_{4}, h \in 2 \mathbb{Z}_{2}$. (Although $2 \mathbb{Z}_{2}$ and $\mathbb{Z}_{4}$ are additive groups, to emphasize the usefulness of calculations shown in this example even in more general cases, as well as to shorten some formulas, we use the shorter and more abstract multiplicative notation.) Hence, by Proposition 5.3 in [9], we have the canonical connection form given by the formula $\omega=(S * d) \circ j^{*}$. Our task is now to show that the connection defined by $\omega$ is weak. Suppose that this is not the case, i.e. that $\left(\mathrm{id}-\Pi^{\omega}\right)(d P) \subseteq \Omega_{\text {shor }}^{1} P$. Then, since it can be calculated that, for all $p \in P$,

$$
\left(\mathrm{id}-\Pi^{\omega}\right)(d p)=d\left(p_{(1)} S\left(\left(\left(j^{*} \circ \imath^{*}\right)\left(p_{(2)}\right)\right)_{(1)}\right)\right) \cdot\left(\left(j^{*} \circ \imath^{*}\right)\left(p_{(2)}\right)\right)_{(2)}
$$

and $\Omega^{1} P$ can be treated as the set of all functions on $\mathbb{Z}_{4} \times \mathbb{Z}_{4}$ vanishing on the diagonal (e.g., see Sect. 2.6 in [14]), we can conclude that, for any $p \in P, g, r \in \mathbb{Z}_{4}$, $h \in 2 \mathbb{Z}_{2}$,

$$
\begin{aligned}
& \left.\left(d\left(p_{(1)} S\left(\left(\left(j^{*} \circ \imath^{*}\right)\left(p_{(2)}\right)\right)\right)_{(1)}\right)\right) \cdot\left(\left(j^{*} \circ \imath^{*}\right)\left(p_{(2)}\right)\right)_{(2)}\right)(g h, r) \\
& \quad=\left(d\left(p_{(1)} S\left(\left(\left(j^{*} \circ \imath^{*}\right)\left(p_{(2)}\right)\right)_{(1)}\right)\right) \cdot\left(\left(j^{*} \circ \imath^{*}\right)\left(p_{(2)}\right)\right)_{(2)}\right)(g, r)
\end{aligned}
$$

i.e.

$$
p(r)-p\left(g h j\left(h^{-1} g^{-1} r\right)\right)=p(r)-p\left(g j\left(g^{-1} r\right)\right)
$$

In particular, it implies that

$$
\forall h \in 2 \mathbb{Z}_{2}, g \in \mathbb{Z}_{4}: j(h g)=h j(g)
$$

(cf. Lemma 5.5 .5 in [6]). But $h=2, g=1$ do not satisfy that equality and therefore we have a contradiction proving that $\Pi^{\omega}$ is a weak connection.

Alternatively, since the pullback of the map $\widetilde{\Phi}: \mathbb{Z}_{4} \rightarrow 2 \mathbb{Z}_{2}$ given by

$$
\widetilde{\Phi}: g \mapsto \begin{cases}0 & \text { for } g \leqq 1 \\ 2 & \text { otherwise }\end{cases}
$$

is a trivialization of the quantum bundle $P(B, A)$ (see Definition 1.4), one can prove that $\Pi^{\omega}$ is a weak connection by analyzing the map $\beta$ associated to it (see (13)) and using Proposition 2.2. Note also that the trivial connection (see Example 4.5 in [9]) induced by the trivialization $\widetilde{\Phi}^{*}$ is, by Proposition 2.2, strong.

Our next example is concerned with a construction of both strong and non-strong connections on certain quantum analogues of the $\mathbb{Z}_{2}$-fibration of the two-dimensional sphere over the real projective space $\left(S^{2} \rightarrow R P^{2}\right)$.

Example 2.8. Let $P_{F}$ be a unital free $*$-algebra over $\mathbb{C}$ generated by $\left\{x_{m}\right\}_{m \in\{1,2,3\}}$, (i.e. $P_{F}=\mathbb{C}\left\langle x_{1}, x_{2}, x_{3}, 1\right\rangle$ ), let $\mathscr{I}_{0}$ be a two-sided $*$-ideal of $P_{F}$ generated by

$$
\left\{x_{m}-x_{m}^{*}, \sum_{j} a_{j} x_{j}^{2}-r^{2}\right\}, \quad m, j \in\{1,2,3\}, a_{j}, r \in \mathbb{R}, a_{j}, r>0
$$

and let $\mathscr{I}_{1}$ be a two-sided $*$-ideal of $P_{F}$ generated by

$$
\begin{aligned}
& \left\{x_{m}-x_{m}^{*}, x_{1}^{2}+x_{2}^{2}+2 \frac{1+q^{4}}{\left(1+q^{2}\right)^{2}} x_{3}^{2}-1, x_{1} x_{2}-x_{2} x_{1}-2 i \frac{1-q^{4}}{\left(1+q^{2}\right)^{2}} x_{3}^{2}\right. \\
& \left.\quad x_{1} x_{3}-\frac{q^{-2}+q^{2}}{2} x_{3} x_{1}-i \frac{q^{2}-q^{-2}}{2} x_{3} x_{2}, x_{2} x_{3}-\frac{q^{-2}+q^{2}}{2} x_{3} x_{2}+i \frac{q^{2}-q^{-2}}{2} x_{3} x_{1}\right\}, \\
& \quad m \in\{1,2,3\}, q \in \mathbb{R}, 1 \geqq|q|>0 .
\end{aligned}
$$

(The second generator of $\mathscr{I}_{1}$ resembles the right-hand side of the formula (164) in [26] that describes the metric on the $q$-Minkowski space discussed in Sect. 7.2 of [26].) The algebras $P_{F} / \mathscr{I}_{0}$ and $P_{F} / \mathscr{I}_{1}$ can be regarded as noncommutative twospheres. Indeed, $P_{F} / \mathscr{I}_{0}$ is "the most noncommutative two-sphere," and $P_{F} / \mathscr{I}_{1}$ corresponds to the equator sphere $(c=\infty)$ given by (7b) in [29] (see Remark 2.13). Obviously, for $q= \pm 1$, the algebra $P_{F} / \mathscr{I}_{1}$ corresponds to the usual $S^{2}$. Since both $P_{F} / \mathscr{I}_{0}$ and $P_{F} / \mathscr{I}_{1}$ can be used in the same way to construct noncommutative fibrations and connections, we denote, for the sake of brevity, $P_{F} / \mathscr{I}_{v}$ by $P_{v}$, where $v \in\{0,1\}$. We also put $x_{0 j}=\left[x_{j}\right]_{\mathscr{g}_{0}}, x_{1 j}=\left[x_{j}\right]_{\mathscr{I}_{1}}, a_{0 j}=a_{j}, j \in\{1,2,3\}$, $a_{11}=1, a_{12}=1, a_{13}=2 \frac{1+q^{4}}{\left(1+q^{2}\right)^{2}}, r_{0}=r, r_{1}=1$, and thus define the coefficients $\left\{a_{v j}, r_{v}\right\}_{v \in\{0,1\}, j \in\{1,2,3\}}$. Unless stated otherwise, all the following statements of this example will be valid for any of the two values of $v$. The proposition below allows one to turn $P_{v}$ into a right $A$-comodule algebra, where $A=\operatorname{Map}\left(\mathbb{Z}_{2}, \mathbb{C}\right)$.

Proposition 2.9. Let $P_{F}$ and $A$ be as above. Also, let $\Delta_{R}$ be a coaction of $A$ on $P_{F}$ making it a right $A$-comodule algebra. If $\Delta_{R} \circ *=\left(* \otimes^{-}\right) \circ \Delta_{R}$, where ${ }^{-}$denotes the complex conjugation, and

$$
\begin{equation*}
\Delta_{R}: P_{F} \ni x_{j} \mapsto x_{j} \otimes(1-2 \delta) \in P_{F} \otimes A \tag{22}
\end{equation*}
$$

where $\delta$ is the map such that $\delta(-1)=1$ and $\delta(1)=0$, then $\Delta_{R}\left(\mathscr{I}_{v}\right) \subseteq \mathscr{I}_{v} \otimes A$.
Proof. Clearly, $\Delta_{R}\left(x_{j}-x_{j}^{*}\right) \in \mathscr{I}_{v} \otimes A$ for any $j \in\{1,2,3\}$. Also, for any $j, l \in$ $\{1,2,3\}$, we have

$$
\Delta_{R}\left(x_{j} x_{l}\right)=\Delta_{R}\left(x_{j}\right) \Delta_{R}\left(x_{l}\right)=x_{j} x_{l} \otimes(1-2 \delta)^{2}=x_{j} x_{l} \otimes 1 .
$$

Hence $\Delta_{R}\left(\mathscr{I}_{v}\right) \subseteq \mathscr{I}_{v} \otimes A$, as claimed.
It follows now that a $*$-algebra homomorphism $\Delta_{v}: P_{v} \rightarrow P_{v} \otimes A$ given by the formula $\Delta_{v} x_{v j}=x_{v j} \otimes(1-2 \delta)$ makes $P_{v}$ a right $A$-comodule algebra.

Proposition 2.10. Let $P_{v}$ be a right $A$-comodule algebra as above. Then $\left(P_{v}, A, \Delta_{v}\right.$, 0,0 ) is a quantum principal bundle with the universal differential calculus.

Proof. By Proposition 1.6, it suffices to show that the canonical map $\mathrm{T}_{B}$ : $P_{v} \otimes_{B_{v}} P_{v} \rightarrow P_{v} \otimes A$, where $B_{v}:=P_{v}{ }^{c o A}$, is bijective. First, however, let us prove the following.

Lemma 2.11. Let $B_{v}$ be as above. Then $B_{v}$ is the space spanned by monomials from $P_{v}$ whose total degree is even, i.e.

$$
\begin{equation*}
B_{v}=\left\{\sum_{k \geqq 1} \sum_{i_{1},, i_{2 k}} a_{i_{1}} i_{2 k} x_{v i_{1}} \cdots x_{v i_{2 k}} \in P_{v} \mid a_{i_{1}} \quad i_{2 k} \in \mathbb{C}, i_{1}, \ldots, i_{2 k} \in\{1,2,3\}\right\} . \tag{23}
\end{equation*}
$$

Proof. To simplify notation, let us denote the right-hand side of (23) by $\widetilde{B}_{v}$. Thanks to (22), it is clear that every element of $\widetilde{B}_{v}$ is right coinvariant. It is also clear that every element of $P_{v}$ can be written as $b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}$ for some $\left\{b_{l}\right\}_{l \in\{0,, 3\}} \subseteq \widetilde{B}_{v}$. (Observe that any number $c \in \mathbb{C}$ can be expressed as $c=c r_{v}^{-2} \sum_{i=1}^{3} a_{v i} x_{v i}^{2} \in \widetilde{B}_{v}$.) Furthermore, since

$$
\begin{aligned}
\Delta_{v} p-p \otimes 1 & =b_{0} \otimes 1+\sum_{j=1}^{3}\left(b_{j} x_{v j} \otimes 1-2 b_{j} x_{v j} \otimes \delta\right)-b_{0} \otimes 1-\sum_{j=1}^{3} b_{j} x_{v j} \otimes 1 \\
& =-2\left(\sum_{j=1}^{3} b_{j} x_{v j}\right) \otimes \delta
\end{aligned}
$$

we can conclude that $\Delta_{v} p=p \otimes 1 \Rightarrow p=b_{0} \in \widetilde{B}_{v}$. Hence $B_{v}=\widetilde{B}_{v}$, as claimed.
Now, consider a left $P_{v}$-module map $\widetilde{\mathrm{T}}_{B}: P_{v} \otimes A \rightarrow P_{v} \otimes_{B_{v}} P_{v}$ given by the formula:

$$
\widetilde{\mathrm{T}}_{B}(1 \otimes a) \mapsto \begin{cases}1 \otimes_{B_{v}} 1 & \text { for } a=1 \\ \frac{1}{2}\left(1 \otimes_{B_{v}} 1-r_{v}^{-2} \sum_{i=1}^{3} a_{v i} x_{v i} \otimes_{B_{v}} x_{v i}\right) & \text { for } a=\delta\end{cases}
$$

Recall that every element of $P_{v}$ can be written as $b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}$ for some $\left\{b_{l}\right\}_{l \in\{0,, 3\}} \subseteq B_{v}$. Therefore, since $\widetilde{\mathrm{T}}_{B} \circ \mathrm{~T}_{B}$ is a left $P_{v}$-module map, it suffices to check that

$$
\left(\widetilde{\mathrm{T}}_{B} \circ \mathrm{~T}_{B}\right)\left(1 \otimes_{B_{v}}\left(b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}\right)\right)=1 \otimes_{B_{v}}\left(b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}\right)
$$

for arbitrary $\left\{b_{l}\right\}_{l \in\{0,3\}} \subseteq B_{v}$. With the help of Lemma 2.11, we have

$$
\begin{aligned}
& \left(\widetilde{\mathrm{T}}_{B} \circ \mathrm{~T}_{B}\right)\left(1 \otimes_{B_{v}}\left(b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}\right)\right) \\
& \quad=b_{0}\left(\widetilde{\mathrm{~T}}_{B} \circ \mathbf{T}_{B}\right)\left(1 \otimes_{B_{v}} 1\right)+\sum_{j=1}^{3} b_{j}\left(\widetilde{\mathrm{~T}}_{B} \circ \mathbf{T}_{B}\right)\left(1 \otimes_{B_{v}} x_{v j}\right) \\
& \quad=b_{0} \otimes_{B_{v}} 1+\sum_{j=1}^{3} b_{j} \widetilde{\mathrm{~T}}_{B}\left(x_{v j} \otimes 1-2 x_{v j} \otimes \delta\right)
\end{aligned}
$$

$$
\begin{aligned}
& =b_{0} \otimes_{B_{v}} 1+\sum_{j=1}^{3} b_{j}\left(x_{v j} \otimes_{B_{v}} 1-2 x_{v j} \widetilde{T}_{B}(1 \otimes \delta)\right) \\
& =b_{0} \otimes_{B_{v}} 1+\sum_{j=1}^{3}\left(b_{j} x_{v j} \otimes_{B_{v}} 1-b_{j} x_{v j} \otimes_{B_{v}} 1+r_{v}^{-2} \sum_{i=1}^{3}\left(a_{v i} b_{j} x_{v j} x_{v i} \otimes_{B_{v}} x_{v i}\right)\right) \\
& =1 \otimes_{B_{v}} b_{0}+\sum_{j=1}^{3} \sum_{i=1}^{3} r_{v}^{-2} a_{v i} \otimes_{B_{v}} b_{j} x_{v j} x_{v i}^{2} \\
& =1 \otimes_{B_{v}}\left(b_{0}+\sum_{j=1}^{3} b_{j} x_{v j} \sum_{i=1}^{3} r_{v}^{-2} a_{v i} x_{v i}^{2}\right) \\
& =1 \otimes_{B_{v}}\left(b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}\right) .
\end{aligned}
$$

Thus we have shown that $\widetilde{\mathrm{T}}_{B} \circ \mathrm{~T}_{B}=\mathrm{id}$. Furthermore, it is straightforward to verify that $\mathrm{T}_{B} \circ \widetilde{\mathrm{~T}}_{B}=$ id. Hence $\widetilde{\mathrm{T}}_{B}$ is the inverse of $\mathrm{T}_{B}$ and consequently $\mathrm{T}_{B}$ is bijective, as needed.

Remark 2.12. Note that, since $\operatorname{Map}\left(\mathbb{Z}_{2}, \mathbb{C}\right)$ is finite dimensional, the injectivity of $\mathrm{T}_{B}$ follows immediately from its surjectivity and Theorem 1.3 in [32].
Remark 2.13. Recall that a classical point of an algebra $B$ over a field $k$ is defined as an algebra homomorphism from $B$ to $k$. For $q \neq \pm 1$, the space of all classical points of $P_{1}$ is parameterized by all pairs $(x, y) \in \mathbb{R}^{2}$ subject to the relation $x^{2}+y^{2}=$ $r_{1}=1$. Any such pair yields an algebra homomorphism $f: P_{1} \rightarrow \mathbb{C}$ via the formulas $f\left(x_{11}\right)=x, f\left(x_{12}\right)=y, f\left(x_{13}\right)=0$. It is clear that the classical "subspace" of $P_{1}$ is precisely its equator. Hence the name "equator sphere." (To see the correspondence between $P_{1}$ and the $C^{*}$-algebra defined by (7b) in [29], put $\mu=q$ and

$$
\begin{equation*}
x_{11}=\frac{i}{2}\left(B^{*}-B\right), \quad x_{12}=-\frac{1}{2}\left(B^{*}+B\right), \quad x_{13}=\frac{-1-q^{2}}{2} A ; \tag{24}
\end{equation*}
$$

cf. the beginning of Sect. 7 in [29].) The quantum sphere employed in Sect. 5.2 of [9] ( $c=0$ in [29]) can be, in the same manner, regarded as a "north pole sphere". Now, the quantum principal bundles considered in Proposition 2.10 were constructed to generalize the usual two-sphere fibration $S^{2} \rightarrow R P^{2}$ (set $q= \pm 1$ in the bundle ( $\left.P_{1}, A, \Delta_{1}, 0,0\right)$ ) where $\mathbb{Z}_{2}$ moves the points on the sphere to their antipodal counterparts (see p. 69 in [37]), and on the north pole sphere used in [9], there is no other classical point to which the north pole could be moved under the free action of $\mathbb{Z}_{2}$. This is why, in order to deform the fibration $S^{2} \rightarrow R P^{2}$, we used here the equator sphere instead. ${ }^{2}$
Proposition 2.14. Let $P_{v}\left(B_{v}, A\right)$ be a quantum principal bundle as in Proposition 2.10 and Lemma 2.11. Also, let $\omega \in \operatorname{Hom}_{\mathbb{C}}\left(A, \Omega^{1} P_{v}\right)$ be a homomorphism defined by the formula

$$
\omega(a)= \begin{cases}0 & \text { for } a=1 \\ -\frac{1}{2 r_{v}^{2}} \sum_{i=1}^{3} a_{v i} x_{v i} d x_{v i} & \text { for } a=\delta\end{cases}
$$

Then $\omega$ is a strong connection form on $P_{v}\left(B_{v}, A\right)$.

[^2]Proof. To prove that $\omega$ is a connection form it suffices to verify that (To $\omega$ ) $\delta$ $=1 \otimes \delta$. (Other conditions of Definition 1.8 are immediately satisfied.) We have

$$
\begin{aligned}
(\mathrm{T} \circ \omega) \delta & =-\frac{1}{2 r_{v}^{2}} \sum_{i=1}^{3} a_{v i} x_{v i} \mathrm{~T}_{R}\left(1 \otimes x_{v i}-x_{v i} \otimes 1\right) \\
& =-\frac{1}{2 r_{v}^{2}} \sum_{i=1}^{3} a_{v i} x_{v i}\left(x_{v i} \otimes 1-2 x_{v i} \otimes \delta-x_{v i} \otimes 1\right) \\
& =1 \otimes \delta
\end{aligned}
$$

Hence $\omega$ is indeed a connection form. Our next step is to show that $\omega$ is strong (see Definition 2.1). With the help of formula (8) and the Leibniz rule, for any $\left\{b_{l}\right\}_{l \in\{0,, 3\}} \subseteq B_{v}$, we have

$$
\begin{aligned}
\left(\Pi^{\omega} \circ d\right)\left(b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}\right) & =-2 \sum_{j=1}^{3} b_{j} x_{v j} \omega(\delta)=r_{v}^{-2} \sum_{j=1}^{3} \sum_{i=1}^{3} a_{v i} b_{j} x_{v j} x_{v i} d x_{v i} \\
& =r_{v}^{-2} \sum_{j=1}^{3} \sum_{i=1}^{3} a_{v i} b_{j}\left(d\left(x_{v j} x_{v i}^{2}\right)-d\left(x_{v j} x_{v i}\right) \cdot x_{v i}\right) \\
& =\sum_{j=1}^{3} b_{j} d x_{v j}-r_{v}^{-2} \sum_{i, j \in\{1,2,3\}} a_{v i} b_{j} d\left(x_{v j} x_{v i}\right) \cdot x_{v i}
\end{aligned}
$$

Applying the Leibniz rule again, we obtain

$$
\begin{aligned}
& \text { (id }-\Pi^{\omega} \text { ) }\left(d\left(b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}\right)\right) \\
& \quad=d b_{0}+\sum_{j=1}^{3} d b_{j} \cdot x_{v j}+r_{v}^{-2} \sum_{i, j \in\{1,2,3\}} a_{v i} b_{j} d\left(x_{v j} x_{v i}\right) \cdot x_{v i} \in \Omega_{\text {shor }}^{1} P_{v} .
\end{aligned}
$$

Taking advantage of the fact that any $p \in P_{v}$ can be expressed as $b_{0}+\sum_{j=1}^{3} b_{j} x_{v j}$ for some $\left\{b_{l}\right\}_{l \in\{0,3\}} \subseteq B_{v}$, we can conclude that $\omega$ is strong.

Proposition 2.15. Let $P_{v}\left(B_{v}, A\right)$ and $\omega$ be as in the proposition above. $A$ homomorphism $\widetilde{\omega} \in \operatorname{Hom}_{\mathbb{C}}\left(A, \Omega^{1} P_{v}\right)$ defined by the formula

$$
\widetilde{\omega}(a)= \begin{cases}0 & \text { for } a=1 \\ \omega(\delta)+d x_{v l}^{2} & \text { for } a=\delta,\end{cases}
$$

where $l \in\{1,2,3\}$, is a connection 1 -form of a connection that is not strong
Proof. Let $l$ be any fixed element of $\{1,2,3\}$. Since $\Delta_{\mathscr{R}}\left(d x_{v l}^{2}\right)=d x_{v l}^{2} \otimes 1$ and $\mathrm{T}\left(d x_{v l}^{2}\right)=0$, it is clear that $\widetilde{\omega}$ is a connection 1 -form. To prove that $\Pi^{\tilde{\omega}}$ is not a strong connection, we will demonstrate that $\left(\mathrm{id}-\Pi^{\tilde{\omega}}\right)\left(d x_{v l}\right) \notin \Omega_{\text {shor }}^{1} P_{v}$. With the
help of formula (8), we have:

$$
\begin{aligned}
\left(\mathrm{id}-\Pi^{\tilde{\omega}}\right)\left(d x_{v l}\right) & =d x_{v l}+2 x_{v l} \widetilde{\omega}(\delta)=d x_{v l}+2 x_{v l} \omega(\delta)+2 x_{v l} d x_{v l}^{2} \\
& =\left(\mathrm{id}-\Pi^{\omega}\right)\left(d x_{v l}\right)+2 x_{v l} d x_{v l}^{2}
\end{aligned}
$$

Therefore, as $\Pi^{\omega}$ is a strong connection, it is enough to show that $x_{v l} d x_{v l}^{2} \notin \Omega_{\text {shor }}^{1} P_{v}$. To this end, let us put $B_{v}^{c}:=\left\{\sum_{j=1}^{3} b_{j} x_{v j} \in P_{v} \mid b_{j} \in B_{v}, j \in\{1,2,3\}\right\}$. Clearly, $P_{v}=$ $B_{v}+B_{v}^{c}$. An argument similar to that used in the proof of Lemma 2.11 shows that $B_{v} \cap B_{v}^{c}=0$. It follows now that $P_{v}=B_{v} \oplus B_{v}^{c}$. As we consider here the universal calculus on $P_{v}$, we have an isomorphism $\psi: \Omega^{1} P_{v} \ni d p . u \mapsto[p]_{\mathbb{C}} \otimes u$ $\in P_{\nu} / \mathbb{C} \otimes P_{\nu}$. Furthermore, we have

$$
\begin{align*}
\Omega^{1} P_{v} & =\psi^{-1}\left(\psi\left(\Omega^{1} P_{v}\right)\right)=\psi^{-1}\left(B_{v} / \mathbb{C} \otimes P_{v}\right) \oplus \psi^{-1}\left(\left(B_{v}^{c} \oplus \mathbb{C}\right) / \mathbb{C} \otimes P_{v}\right) \\
& =d B_{v} \cdot P_{v} \oplus d\left(B_{v}^{c} \oplus \mathbb{C}\right) \cdot P_{v}=\Omega^{1} B_{v} \cdot P_{v} \oplus d\left(B_{v}^{c}\right) \cdot P_{v} \tag{25}
\end{align*}
$$

On the other hand, taking into account the isomorphism $\Omega^{1} P_{v} \cong P_{v} \otimes\left(P_{v} / \mathbb{C}\right)$, one can show (with some help of the representation presented in Point III.(a) of Proposition 4 in [29] and formulas (24)) that $x_{v l} d x_{v l}^{2} \neq 0$. Therefore, since $x_{v l} d x_{v l}^{2}=$ $d x_{v l}^{3}-d x_{v l} \cdot x_{v l}^{2} \in d\left(B_{v}^{c}\right) \cdot P_{v}$, we can conclude, by virtue of (25), that $x_{v l} d x_{v l}^{2}$ $\notin \Omega_{\text {shor }}^{1} P_{v}$, as desired.

Remark 2.16. The strong connection form $\omega$ defined in Proposition 2.14 is nontrivial. Indeed, taking (8) into account, one can see that

$$
\Pi^{\omega}\left(d x_{v l}\right)=-2 x_{v l} \omega(\delta)=r_{v}^{-2} \sum_{i=1}^{3} a_{v i} x_{v l} x_{v i} d x_{v i}
$$

where, as before, $l$ is any fixed element of $\{1,2,3\}$. On the other hand, it can be checked that $\left\{\left[x_{v i}\right]_{\mathbb{C}}\right\}_{i \in\{1,2,3\}}$ are linearly independent and that $x_{v l}^{2} \neq 0$. (Again, one can take advantage of the representation presented in Point III.(a) of Proposition 4 in [29] and formulas (24).) Hence, with the help of an isomorphism $\Omega^{1} P_{v} \cong P_{v} \otimes\left(P_{v} / \mathbb{C}\right)$, it follows that $\Pi^{\omega}\left(d x_{v l}\right) \neq 0$. Consequently, the space of vertical forms (i.e. $\operatorname{Im} \Pi^{\omega}$ ) is non-zero.

We end our display of examples with a strict monoidal category (see Sect. 6.1 in [33]) example of a weak connection.

Example 2.17. Similarly to Example 2.7, this example is concerned with a translation of the concept of the canonical connection on a homogeneous space to a different set-up. Only this time, the groups employed are neither Abelian, nor finite. The former makes our bundle look more interesting, the latter forces us to replace the algebraic tensor product by the appropriate dual of the Cartesian product. More precisely, let $\mathfrak{M}$ be the image of the category of sets under the contravariant functor $\operatorname{Map}(\cdot, k)$. The tensor product $\otimes_{\mathfrak{M}}$ defined by

$$
\operatorname{Map}(X, k) \otimes_{\mathfrak{M}} \operatorname{Map}(Y, k)=\operatorname{Map}(X \times Y, k)
$$

makes $\mathfrak{M}$ a strict monoidal category. Moreover, if $X$ is a group, then $\operatorname{Map}(X, k)$ is an $\mathfrak{M}$-Hopf algebra, where the definition of an $\mathfrak{M}$-Hopf algebra is the same as that
of a Hopf algebra but with the tensor product taken to be $\otimes_{\mathfrak{m}}$. In what follows we define several gauge theoretic notions in the setting of the category $\mathfrak{M}$ :

1. $\Omega_{\mathfrak{M}}^{1} X:=\{F \in \operatorname{Map}(X \times X, k) \mid \forall x \in X: F(x, x)=0\}$ ( $\operatorname{Map}(X, k)$-bimodule of $\mathfrak{M}$-differential 1-forms).
2. $\Delta_{\mathfrak{M}-R}:=R^{*}$ (right coaction), where $R: X \times G \rightarrow X$ is a right free action of the group $G$ on $X$ (e.g., see p. 55 in [37]; $G$ will denote a group and $R$ its right free action throughout the rest of this example).
3. $\Delta_{\mathfrak{M}-\mathscr{R}}: \Omega_{\mathfrak{M}}^{1} X \rightarrow\{K \in \operatorname{Map}(X \times X \times G, k) \mid \forall x \in X, g \in G: K(x, x, g)=0\}$ (right coaction on $\mathfrak{M}$-differential 1-forms), where $\forall F \in \Omega_{\mathfrak{M}}^{1} X, \quad x, y \in X, \quad g \in G$ : $\left(\Delta_{\mathfrak{M}-\mathscr{R}} F\right)(x, y, g):=F(R(x, g), R(y, g))$.
4. A triple $\left(\operatorname{Map}(X, k), \operatorname{Map}(G, k), \Delta_{\mathfrak{M}-R}\right)$ is called an $\mathfrak{M}$-principal bundle and, for simplicity, denoted by $(X, G, R)$.
5. $\Omega_{\mathfrak{M} \text {-hor }}^{1} X:=\left\{F \in \Omega_{\mathfrak{M}}^{1} X \mid \forall x \in X, g \in G: F(R(x, g), x)=0\right\}$ (horizontal $\mathfrak{M}_{\text {-diff- }}$ erential 1 -forms).
6. $B:=\operatorname{Map}(X / G, k)$ (base space of $(X, G, R)$ ).
7. $\Omega_{\mathfrak{M} \text {-shor }}^{1} X:=\left\{F \in \Omega_{\mathfrak{M}-\text { hor }}^{1} X \mid \forall x, y \in X, g \in G: F(R(x, g), y)=F(x, y)\right\}$ (strongly horizontal $\mathfrak{M}$-differential 1 -forms).
8. Let $(X, G, R)$ be an $\mathfrak{M}$-principal bundle and let

$$
\widetilde{\Pi}:=\tilde{\Pi}_{1} \times \tilde{\Pi}_{2} \in \operatorname{Map}(X \times X, X \times X)
$$

be an idempotent satisfying the following conditions:
a) $\forall x, y \in X: \widetilde{\Pi}_{1}(x, y)=x$,
b) $\forall F \in \Omega_{\mathfrak{M}}^{1} X: F \circ \widetilde{\Pi}=0 \Leftrightarrow F \in \Omega_{\mathfrak{M} \text {-hor }}^{1} X$,
c) $\forall x, y \in X, g \in G: \widetilde{\Pi}_{2}(R(x, g), R(y, g))=R\left(\widetilde{\Pi}_{2}(x, y), g\right)$.

Then $\widetilde{\Pi}^{*}$ is called an $\mathfrak{M}$-connection and is denoted by $\Pi_{\mathfrak{M}}$.
9. An $\mathfrak{M}$-connection $\Pi_{\mathfrak{M}}$ is called a strong $\mathfrak{M}$-connection iff

$$
\forall x, y \in X, g \in G: \widetilde{\Pi}_{2}(R(x, g), y)=\widetilde{\Pi}_{2}(x, y)
$$

The above definitions were constructed so that the $\mathfrak{M}$-objects thus defined become the corresponding "quantum objects" (the universal differential calculus assumed) when both $X$ and $G$ are finite and the $\mathfrak{M}$-tensor product is the same as the algebraic tensor product. In particular, one can rethink and equivalently describe Example 2.7 in $\mathfrak{M}$-terms. Doing so blurs the view of general principles making that example work, but it allows one to have a better insight into its concrete mathematical fabric.

Clearly, if $H$ is a subgroup of $G$ acting on $G$ on the right by the group multiplication (let us denote this action by $R_{G}$ ), then $\left(G, H, R_{G}\right)$ is an $\mathfrak{M}$-principal bundle. Furthermore, any surjection $j: G \rightarrow H$ satisfying $j \circ \imath=\mathrm{id}$, where $\imath: H \hookrightarrow G$ is the inclusion, and

$$
\begin{equation*}
\forall g \in G, h \in H: j\left(h^{-1} g h\right)=h^{-1} j(g) h \tag{26}
\end{equation*}
$$

yields an $\mathfrak{M}$-connection on $\left(G, H, R_{G}\right)$. Indeed, let $\widetilde{\Pi}^{j}(g, r):=\left(g, g j\left(g^{-1} r\right)\right)$, for any $g, r \in G$. Then, for all $g, r \in G, h \in H$, we have:

1. $\left(\widetilde{\Pi}^{j}\right)^{2}(g, r)=\left(g, g j\left(g^{-1} g j\left(g^{-1} r\right)\right)\right)=\left(g, g j\left(g^{-1} r\right)\right)=\widetilde{\Pi}^{j}(g, r)$, where the middle equality is implied by the formula $j \circ \imath=\mathrm{id}$.
2. $\widetilde{\Pi}_{1}^{j}(g, r)=g$ (obvious).
3. $F \in \Omega_{\mathfrak{M}-\mathrm{hor}}^{1} G \Rightarrow F \circ \widetilde{\Pi}^{j}=0$ (obvious).
4. For any $F \in \operatorname{Map}(G \times G, k)$, the implication

$$
F \circ \widetilde{\Pi}^{j}=0 \Rightarrow F \in \Omega_{\mathfrak{M}-\mathrm{hor}}^{1} G
$$

is a consequence of the fact that $\widetilde{\Pi}_{j}$ restricted to $\bigcup_{g \in G}(g, g H)$ coincides with the inclusion of $\bigcup_{g \in G}(g, g H)$ in $G \times G$.
5. $\widetilde{\Pi}_{2}^{j}(g h, r h)=g h j\left(h^{-1} g^{-1} r h\right)=g j\left(g^{-1} r\right) h=\widetilde{\Pi}_{2}^{j}(g, r) h$, where the middle step follows from (26).

Hence, $\left(\widetilde{\Pi}^{j}\right)^{*}$ is an $\mathfrak{M}$-connection. Moreover, much as in Example 2.7, if $\left(\widetilde{\Pi}^{j}\right)^{*}$ is a strong $\mathfrak{M}$-connection, then, for all $g \in G, h \in H, h j(g)=j(h g)$.

Next, we proceed to consider a special case of $G$ and $H$. To do so, first we need a definition of an algebraic formal group:

Definition 2.18 (cf. [25] and Appendix $\mathbf{A}$ in [15]). Let $\mathfrak{g}$ be a finite dimensional Lie algebra $(\operatorname{dim} \mathfrak{g}=n)$, and let $\left\{E^{\nu}\right\}_{\nu \in\{1, n\}}$ be a basis of $\mathfrak{g}$ Also, let $F$ be the formal group law (see, e.g., Sect. 9.1 and Sect. 1.1 in [25]) given by the Baker-Campbell-Hausdorff formula determined by $\mathfrak{g}$ and the basis $\left\{E^{v}\right\}_{v \in\{1,, n\}}$ (see Appendix $A$ in [15]), so that to every pair of n-tuples of formal power series in a finite number of variables with no free term we can assign another such $n$-tuple, i.e.

$$
\begin{aligned}
& F\left(\left(p_{1}\left(t_{1}, \ldots, t_{l}\right), \ldots, p_{n}\left(t_{1}, \ldots, t_{l}\right)\right),\left(q_{1}\left(s_{1}, \ldots, s_{m}\right), \ldots, q_{n}\left(s_{1}, \ldots, s_{m}\right)\right)\right) \\
& \quad=\left(r_{1}\left(t_{1}, \ldots, t_{l}, s_{1}, \ldots, s_{m}\right), \ldots, r_{n}\left(t_{1}, \ldots, t_{l}, s_{1}, \ldots, s_{m}\right)\right)
\end{aligned}
$$

Symbolically, we will write $\left(p_{1}\left(t_{1}, \ldots, t_{l}\right), \ldots, p_{n}\left(t_{1}, \ldots, t_{l}\right)\right)$ as $\exp \left(p_{v} E^{v}\right)$ and $F\left(\exp \left(p_{v} E^{\nu}\right), \exp \left(q_{\mu} E^{\mu}\right)\right)$ as $\exp \left(p_{v} E^{v}\right) \exp \left(p_{v} E^{v}\right)$. (The Einstein convention of summation over repeating indices is assumed here and throughout the rest of this example.) The group generated with the use of $F$ by the $n$-tuples $\left\{\exp \left(t_{m} X\right)\right\}_{m \in \mathbb{N}, X \in \mathfrak{g}}$, where $\left\{t_{m}\right\}_{m \in \mathbb{N}}$ are formal power series in one variable with all but the linear coefficients vanishing, is called the algebraic formal group associated to $\mathfrak{g}$ and is denoted by $E_{\mathrm{g}}$.

Now, let $G=E_{\mathfrak{s l}(2, \mathbb{C})}, H=E_{\mathfrak{s u}(2)}$ and let $j: E_{\mathfrak{s l}(2, \mathbb{C})} \rightarrow E_{\mathfrak{s u}(2)}$ be the surjection defined by $j\left(\exp \left(p_{l} E^{l}+p_{\mu} E^{\mu}\right)\right)=\exp \left(p_{l} E^{l}\right)$, where $\left\{E^{l}\right\}_{l \in\{1,2,3\}}$ is a fixed basis of $\mathfrak{s u}(2)$, and $\left\{E^{\mu}\right\}_{\mu \in\{1,2,3\}}$ is a fixed basis of $i \mathfrak{s u}(2)$. It is clear that $\left(E_{\mathfrak{s l}(2, \mathbb{C})}, E_{\mathfrak{s u l}(2)}, R_{E_{s l(2, \mathbb{C})}}\right)$ is an $\mathfrak{M}$-principal bundle, and $j \circ \imath=\mathrm{id}$. Thus, to see that $j$ induces an $\mathfrak{M}$-connection, it suffices to prove the following:

Lemma 2.19. $\forall g \in E_{\mathfrak{s l}(2, \mathbb{C})}, h \in E_{\mathfrak{s u}(2)}: j\left(h^{-1} g h\right)=h^{-1} j(g) h$
Proof. Since the formal power series determining elements of $E_{\mathrm{sl}(2, \mathbb{C})}$ are generated by the Baker-Campbell-Hausdorff formula, we know that

$$
\begin{aligned}
& \forall g \in E_{\mathrm{sl}(2, \mathbb{C})} \exists \varepsilon_{g}>0, n \in \mathbb{N} \forall \bar{x} \in\left\{\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{R}^{n} \mid z_{1}^{2}+\cdots+z_{n}^{2}<\varepsilon_{g}^{2}\right\}: \\
& \quad V_{\bar{x}}(g):=\exp \left(p_{l}(\bar{x}) E^{l}+p_{\mu}(\bar{x}) E^{\mu}\right) \in S L(2, \mathbb{C}) .
\end{aligned}
$$

This means that the formal power series $\left\{p_{l}, p_{\mu}\right\}_{l, \mu \in\{1,2,3\}}$ defining $g$ are convergent when evaluated at any $\bar{x}$ in an $\varepsilon$-neighborhood of $0 \in \mathbb{R}^{n}$. Now, let $g$ be an arbitrary element of $E_{\mathfrak{s i}(2, \mathbb{C})}$ and $h$ be any element of $E_{\mathfrak{s u}(2)}$ of the form $h=\exp (t X)$, where $X \in \mathfrak{s u}(2)$ and $t$ is understood as a formal power series in one variable. Also, let $\bar{y}:=(\bar{t}, \bar{x}) \in \mathbb{R}^{n+1}$ and $\widetilde{j}$ be the map defined (on some appropriate open neighborhood of the neutral element of $\operatorname{SL}(2, \mathbb{C})$ ) by the formula

$$
\tilde{j}\left(\exp \left(\bar{t}_{l} E^{l}+\bar{t}_{\mu} E^{\mu}\right)\right)=\exp \left(\bar{t}_{l} E^{l}\right) .
$$

Then, using the fact that the splitting $\mathfrak{s l}(2, \mathbb{C})=\mathfrak{s u}(2) \oplus i \mathfrak{s u}(2)$ is $a d$-invariant, for every $\bar{y}$ close enough to $0 \in \mathbb{R}^{n+1}$, we have

$$
\begin{aligned}
& \left(V_{\bar{y}} \circ j\right)\left(\exp (-t X) \exp \left(p_{l} E^{l}+p_{\mu} E^{\mu}\right) \exp (t X)\right) \\
& \quad=\left(\tilde{j} \circ V_{\bar{y}}\right)\left(\exp (-t X) \exp \left(p_{l} E^{l}+p_{\mu} E^{\mu}\right) \exp (t X)\right) \\
& \quad=\widetilde{j}\left(\exp (-\bar{t} X) \exp \left(p_{l}(\bar{x}) E^{l}+p_{\mu}(\bar{x}) E^{\mu}\right) \exp (\bar{t} X)\right) \\
& \quad=\widetilde{j}\left(\exp \left(p_{l}(\bar{x}) \exp (-\bar{t} X) E^{l} \exp (\bar{t} X)+p_{\mu}(\bar{x}) \exp (-\bar{t} X) E^{\mu} \exp (\bar{t} X)\right)\right) \\
& \quad=\exp \left(p_{l}(\bar{x}) \exp (-\bar{t} X) E^{l} \exp (\bar{t} X)\right) \\
& \quad=\exp (-\bar{t} X) \exp \left(p_{l}(\bar{x}) E^{l}\right) \exp (\bar{t} X) \\
& \quad=V_{\bar{y}}\left(\exp (-t X) \exp \left(p_{l} E^{l}\right) \exp (t X)\right) \\
& \quad=V_{\bar{y}}\left(\exp (-t X) j\left(\exp \left(p_{l} E^{l}+p_{\mu} E^{\mu}\right)\right) \exp (t X)\right) .
\end{aligned}
$$

Thus, the formal power series defining $j\left(h^{-1} g h\right)$ and $h^{-1} j(g) h$ coincide when evaluated on an open neighborhood of $0 \in \mathbb{R}^{n+1}$, and hence are identical. To end the proof, we need to note that $a d: E_{\mathfrak{s u}(2)} \rightarrow \operatorname{Aut}\left(E_{\mathrm{sl}(2, \mathbb{C})}\right)$ is a homomorphism and, since every element of $E_{\mathfrak{s u}(2)}$ is generated by elements of the form $\exp (t X)$, the formula $j\left(h^{-1} g h\right)=h^{-1} j(g) h$ is valid for all $g \in E_{\mathfrak{s l}(2, \mathbb{C})}$ and $h \in E_{\mathfrak{s u}(2)}$, as claimed.

Finally, since $h=\exp (t Y), g=\exp (s Z)$, where $Y:=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right), Z:=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$, do not satisfy $j(h g)=h j(g)$, the $j$-induced $\mathfrak{M}$-connection is non-strong, as desired. ${ }^{3}$

It seems proper to mention at this point that it would be interesting to see to what extent gauge theory on quantum principal bundles can work in some more interesting categories and whether the monoidal reconstruction (see Sect. 8.2 in [33]) can be extended to reconstruct bundles and connections.

## 3. Gauge Transformations

The next natural step is to determine how strong connections behave under quantum gauge transformations. To do so, we must first define gauge transformations of a quantum principal bundle. One can define the group of quantum gauge transformations as the group of convolution-invertible elements of $\operatorname{Hom}_{k}(A, P)$ which

[^3]intertwine $\Delta_{R}$ with $a d_{R}$, and satisfy $f(1)=1$. (The same definition is considered in Proposition 5.2 of [7].) Then one can define their action on connection forms in a way analogous to the action of their classical counterparts on the classical connection forms (see [4]). Quantum gauge transformations defined in this manner generalize locally defined quantum gauge transformations discussed in Sect. 3 of [9] (cf. Sect. 3 in [21]).

Definition 3.1. Let $P(B, A)$ be a quantum principal bundle. $A$ k-homomorphism $f: A \rightarrow P$ is called a gauge transformation iff

1. $f$ is convolution invertible,
2. $\Delta_{R} \circ f=(f \otimes \mathrm{id}) \circ a d_{R}$,
3. $f(1)=1$.

Proposition 3.2. The set of all gauge transformations of a quantum principal bundle is a group with respect to convolution. We denote this group by $G T(P)$.

Proof. A routine sigma notation calculation verifies the following lemma:
Lemma 3.3. Let $\left\{\left(Q_{i}, \rho_{i}\right)\right\}_{i \in\{1,2\}}, V_{12}$ and $m_{12}$ be as in Lemma 2.3. Then, for all $\mathrm{f}_{1} \in \operatorname{Hom}_{k}\left(A, Q_{1}\right), \mathrm{f}_{2} \in \operatorname{Hom}_{k}\left(A, Q_{2}\right)$,

$$
\left(\left(\mathrm{f}_{1} \otimes \mathrm{id}\right) \circ a d_{R}\right) *\left(\left(\mathrm{f}_{2} \otimes \mathrm{id}\right) \circ a d_{R}\right)=\left(\left(\mathrm{f}_{1} * \mathrm{f}_{2}\right) \otimes \mathrm{id}\right) \circ a d_{R}
$$

Hence, since the map

$$
\left(\Delta_{R} \circ\right): \operatorname{Hom}_{k}(A, P) \ni \mathrm{f} \mapsto \Delta_{R} \circ \mathrm{f} \in \operatorname{Hom}_{k}(A, P \otimes A)
$$

is an algebra homomorphism (cf. Lemma 4.0.2 in [35]), the set of all gauge transformations is closed under the convolution. Furthermore, it follows from the same reason that $\Delta_{R} \circ \mathrm{f}^{-1}=\left(\Delta_{R} \circ \mathrm{f}\right)^{-1}$. Therefore, as $f(1)=1$ implies $f^{-1}(1)=1$, by putting $\mathrm{f}_{1}=f$ and $\mathrm{f}_{2}=f^{-1}$ in Lemma 3.3, we can also conclude the existence of the inverse.

When defined in this way, quantum gauge transformations are unwilling to preserve the property $\omega\left(M_{A}\right)=0$ (see Definition 1.8 and Proposition 3.4) defining a connection form $\omega$ on a bundle with a general differential calculus. This is the case even if one assumes that the gauge transformations satisfy an additional condition $\left(\left(f \otimes f^{-1}\right) \circ \Delta\right)\left(M_{A}\right) \subseteq N_{P}$. (A related discussion can be found around formula (48) in [9]; note that this condition is satisfied in the classical situation, in which $M_{A}=(\operatorname{Ker} \varepsilon)^{2}-$ see Example 1 on p. 132 in [39].) Therefore, when dealing with quantum gauge transformations, we will assume the universal differential calculus.

Proposition 3.4. Let $f \in G T(P)$ and $\omega \in \mathscr{C}(P)$, where $\mathscr{C}(P)$ denotes the space of all connection forms on a quantum principal bundle $\left(P, A, \Delta_{R}, 0,0\right)$. Then the formula

$$
G_{f} \omega=f * \omega * f^{-1}+f *\left(d \circ f^{-1}\right)
$$

(cf. (20) in [40]) defines an action $G: G T(P) \times \mathscr{C}(P) \rightarrow \mathscr{C}(P)$.
Proof. Let us verify first that $G_{f} \omega$ is indeed a connection form.

1. $G_{f} \omega(k)=0$. Obvious.
2. Taking into account that T is a left $P$-module morphism (see Point 4 in Definition 1.1) and remembering that for the universal differential calculus
$N_{P}=0=M_{A}$, one can see that

$$
\begin{aligned}
\left(\mathrm{T} \circ G_{f} \omega\right)(a)= & f\left(a_{(1)}\right)(\mathrm{T} \circ \omega)\left(a_{(2)}\right)\left(\Delta_{R} \circ f^{-1}\right)\left(a_{(3)}\right) \\
& \quad+\left((m \otimes \mathrm{id}) \circ\left(\mathrm{id} \otimes \Delta_{R}\right)\right)\left(f\left(a_{(1)}\right) \otimes f^{-1}\left(a_{(2)}\right)-\varepsilon(a) \otimes 1\right) \\
=( & \left.f\left(a_{(1)}\right) \otimes\left(a_{(2)}-\varepsilon\left(a_{(2)}\right)\right)\right)\left(f^{-1}\left(a_{(4)}\right) \otimes S\left(a_{(3)}\right) a_{(5)}\right) \\
& +f\left(a_{(1)}\right) f^{-1}\left(a_{(3)}\right) \otimes S\left(a_{(2)}\right) a_{(4)}-1 \otimes \varepsilon(a) \\
= & f\left(a_{(1)}\right) f^{-1}\left(a_{(3)}\right) \otimes\left(\varepsilon\left(a_{(2)}\right) a_{(4)}-S\left(a_{(2)}\right) a_{(4)}\right) \\
& +f\left(a_{(1)}\right) f^{-1}\left(a_{(3)}\right) \otimes S\left(a_{(2)}\right) a_{(4)}-1 \otimes \varepsilon(a) \\
= & 1 \otimes(a-\varepsilon(a)) .
\end{aligned}
$$

3. $\Delta_{\mathscr{R}} \circ G_{f} \omega=\left(G_{f} \omega \otimes \mathrm{id}\right) \circ a d_{R}$ can be proved much as Proposition 3.2.

Now, to complete the proof, it suffices to note that $G_{f * g} \omega=G_{f} G_{g} \omega$.
The action of the gauge group $G T(P)$ on the space of connections can be derived from its action on connection forms. It is explicitly described by

Proposition 3.5. Let $G T(P)$ be as in Proposition 3.4. Denote by $\mathscr{P}(P)$ the space of all connections on $P$, and by $\Upsilon$ the bijection providing the correspondence between connections and connection forms, i.e., let

$$
\Upsilon: \mathscr{P}(P) \ni \Pi \mapsto \sigma_{\Pi} \circ(1 \otimes(\mathrm{id}-\varepsilon)) \in \mathscr{C}(P),
$$

where $\sigma_{\Pi}: P \otimes \operatorname{Ker} \varepsilon \rightarrow \Omega^{1} P$ is the unique left $P$-module homomorphism satisfying $\mathrm{T} \circ \sigma_{\Pi}=\mathrm{id}$ and $\sigma_{\Pi} \circ \mathrm{T}=\Pi .{ }^{4}$ Then the map $\mathscr{G}: G T(P) \times \mathscr{P}(P) \rightarrow \mathscr{P}(P)$ given by

$$
\begin{align*}
\mathscr{G}_{f} \Pi= & m_{\Omega^{1} P} \circ\left(\mathrm{id} \otimes\left(\Pi \circ d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1}\right) \\
& +m_{\Omega^{1} P} \circ\left(\mathrm{id} \otimes f *\left(d \circ f^{-1}\right)\right) \circ \mathrm{T} \tag{27}
\end{align*}
$$

is the action of the gauge group $G T(P)$ on the space of connections $\mathscr{P}(P)$, and the following diagram commutes:


Proof. Both assertions of the proposition follow from the formula:

$$
\begin{equation*}
\forall f \in G T(P), \Pi \in \mathscr{P}(P): \mathscr{G}_{f} \Pi=\left(\Upsilon^{-1} \circ G_{f} \circ \Upsilon\right)(\Pi) \tag{28}
\end{equation*}
$$

Since both sides of the above equation are left $P$-module homomorphisms, in order to prove (28), it suffices to show that, for any $f \in G T(P)$ and $\Pi \in \mathscr{P}(P)$, we have

$$
\left(\mathscr{G}_{f} \Pi\right) \circ d=\left(\left(\Upsilon^{-1} \circ G_{f} \circ \Upsilon\right)(\Pi)\right) \circ d
$$

[^4]that is,
\[

$$
\begin{aligned}
& m_{\Omega^{1} P} \circ\left(\mathrm{id} \otimes f *\left(\sigma_{\Pi} \circ(1 \otimes(\mathrm{id}-\varepsilon))\right) * f^{-1}\right) \circ \mathrm{T} \circ d \\
& \left.=m_{\Omega^{1} P} \circ\left(\mathrm{id} \otimes\left(\Pi \circ d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1}\right) \circ d \quad \text { (pure gauge terms cancel }\right) .
\end{aligned}
$$
\]

To do so, let us calculate the value of the left-hand side of (29) on arbitrary $p \in P$ :

$$
\begin{aligned}
& \left(m_{\Omega^{1} P} \circ\left(\mathrm{id} \otimes f *\left(\sigma_{\Pi} \circ(1 \otimes(\mathrm{id}-\varepsilon))\right) * f^{-1}\right) \circ \mathbf{T} \circ d\right)(p) \\
& \quad=\left(m_{\Omega^{1} P} \circ\left(\mathrm{id} \otimes f *\left(\sigma_{\Pi} \circ(1 \otimes(\mathrm{id}-\varepsilon))\right) * f^{-1}\right)\right)\left(p_{(0)} \otimes p_{(1)}-p \otimes 1\right)
\end{aligned}
$$

(see (24) in [9])

$$
=p_{(0)} f\left(p_{(1)}\right) \sigma_{\Pi}\left(1 \otimes p_{(2)}-\varepsilon\left(p_{(2)}\right) \otimes 1\right) f^{-1}\left(p_{(3)}\right)
$$

$$
=\sigma_{\Pi}\left(p_{(0)} f\left(p_{(1)}\right) \otimes p_{(2)}-p_{(0)} f\left(p_{(1)}\right) \varepsilon\left(p_{(2)}\right) \otimes 1\right) f^{-1}\left(p_{(3)}\right)
$$

$$
=\left(\sigma_{\Pi} \circ \mathrm{T} \circ d \circ\left(\mathrm{id} *_{R} f\right)\right)\left(p_{(0)}\right) f^{-1}\left(p_{(1)}\right) \quad\left(\mathrm{id} *_{R} f \text { is right-covariant }\right)
$$

$$
=\left(\left(\Pi \circ d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1}\right)(p)
$$

$$
=\left(m_{\Omega^{1} P} \circ\left(\mathrm{id} \otimes\left(\Pi \circ d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1}\right)\right)(1 \otimes p-p \otimes 1)
$$

$$
=\left(m_{\Omega^{1} P} \circ\left(\mathrm{id} \otimes\left(\Pi \circ d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1}\right) \circ d\right)(p)
$$

Hence, we can conclude that (29) is true, and the proposition follows.
Remark 3.6. The left $B$-module isomorphism (id $*_{R} f$ ): $P \rightarrow P$ can be regarded as a quantum version of a gauge transformation understood as an appropriate diffeomorphism of the total space of a principal bundle (see p. 339 in [4] and Definition 5.1 in [7]). In fact, the map $f \mapsto \mathrm{id} *_{R} f$ is a group isomorphism (see Corollary 5.3 in [7]). (Observe that $\left.\left(\mathrm{id} *_{R} f^{-1}\right) \circ\left(\mathrm{id} *_{R} f\right)=\mathrm{id}=\left(\mathrm{id} *_{R} f\right) \circ\left(\mathrm{id} *_{R} f^{-1}\right).\right)$

Having defined and described quantum gauge transformations and their action on the space of connections and connection forms, we can now show that these transformations preserve the strongness of a connection, i.e., provided $M_{A}=0=N_{P}$, their action is well-defined on the space $\mathscr{S} \mathscr{P}(P)$ of all strong connections on a quantum bundle $P$. (Obviously, their action is then also well-defined on the space $\mathscr{S} \mathscr{C}(P)$ of all strong connection forms.)

Proposition 3.7. Let $P(B, A)$ be a quantum principal bundle with the universal differential calculus. Then $\forall f \in G T(P): \Pi \in \mathscr{S} \mathscr{P}(P) \Leftrightarrow \mathscr{G}_{f} \Pi \in \mathscr{S} \mathscr{P}(P)$.

Proof. Note first that, for any right $A$-comodule coaction $\rho_{\mathscr{C}}: \mathscr{C} \rightarrow \mathscr{C} \otimes A$, any $\alpha_{1} \in \operatorname{Hom}_{k}\left(\mathscr{C}, \Omega^{m}(X)\right.$ ) and $\alpha_{2} \in \operatorname{Hom}_{k}\left(\mathscr{C}, \Omega^{n}(X)\right.$ ) (where $m \geqq 0, n \geqq 0$ and $\Omega(X)$ is any differential algebra), there is the familiar graded Leibniz rule:

$$
d \circ\left(\alpha_{1} *_{\rho_{8}} \alpha_{2}\right)=\left(d \circ \alpha_{1}\right) *_{\rho_{ष}} \alpha_{2}+(-)^{m} \alpha_{1} *_{\rho_{\ell}}\left(d \circ \alpha_{2}\right)
$$

Now, using similar calculations as in the proof of Proposition 3.5 and the Leibniz rule for the convolution, one can see that, for any $f \in G T(P), \Pi \in \mathscr{P}(P)$,

$$
\begin{aligned}
& \left(\mathrm{id}-\mathscr{G}_{f} \Pi\right) \circ d=d-\left(\Pi \circ d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1}-\mathrm{id} *_{R} f *\left(d \circ f^{-1}\right) \\
& \quad=\left(d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1}-\left(\Pi \circ d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1} \\
& \quad=\left((\mathrm{id}-\Pi) \circ d \circ\left(\mathrm{id} *_{R} f\right)\right) *_{R} f^{-1} . \quad(\text { see }(27))
\end{aligned}
$$

Hence, $\forall f \in G T(P): \Pi \in \mathscr{S} \mathscr{P}(P) \Rightarrow \mathscr{G}_{f} \Pi \in \mathscr{S} \mathscr{P}(P)$, and since $\mathscr{G}$ is a group action on $\mathscr{P}(P), \forall f \in G T(P): \mathscr{G}_{f} \Pi \in \mathscr{S} \mathscr{P}(P) \Rightarrow \Pi \in \mathscr{S} \mathscr{P}(P)$.

## 4. Curvature

We are ready now to examine the properties of the exterior covariant derivative (see Definition 1.12) associated with a strong connection. This will lead to the definition of a (global) curvature form on a quantum principal bundle. The following proposition and corollaries describe the composition of the covariant exterior derivative with strongly tensorial differential forms (see Definition 1.11). They and Proposition 4.6 are analogous to the corresponding local (i.e. valid only for trivial quantum bundles) statements made in [9]. As we do not know how to characterize all differential algebras for which $D$ can be well-defined, we will simply assume here, whenever needed, that $\Omega(P)$ is a right-covariant differential algebra such that $D$ is well-defined.

Proposition 4.1 (cf. (17) and (76) in [9]). Let ( $P, A, \Delta_{R}, N_{P}, M_{A}$ ) be a quantum principal bundle with a connection form $\omega$, and let $\Omega(P)$ be a differential algebra such that $\Omega^{1}(P)=\Omega^{1} P / N_{P}$ and the exterior covariant derivative $D^{\omega}$ associated to $\omega$ is well-defined by formula (9). Then, for all $\varphi \in S T_{\rho}\left(V, \Omega^{n}(P)\right), n \in\{0\} \cup \mathbb{N}$,

$$
D^{\omega} \circ \varphi=d \circ \varphi-(-)^{n} \varphi *_{\rho} \omega .
$$

Proof. Note that, for any $d \alpha \in \Omega^{n}(B), n \in \mathbb{N}, p \in P$, we have

$$
\begin{aligned}
\left(d-D^{\omega}\right)(d \alpha \cdot p) & =(-)^{n} d \alpha d p-(-)^{n} d \alpha \cdot\left(\mathrm{id}-\Pi^{\omega}\right)(d p) \\
& =(-)^{n} d \alpha \cdot p \omega\left(p_{(1)}\right)=(-)^{n}\left(\mathrm{id} *_{R} \omega\right)(d \alpha \cdot p)
\end{aligned}
$$

On the other hand, for all $v \in V, \varphi(v)$ can be written as a finite sum $\sum_{i} d \alpha_{i} . p_{i}$ for some closed differential forms $d \alpha_{i} \in \Omega^{n}(B)$ and 0 -forms $p_{i} \in P$. Hence, with the help of Lemma 2.5, we obtain

$$
\left(\left(d-D^{\omega}\right) \circ \varphi\right)(v)=\left((-)^{n}\left(\mathrm{id} *_{R} \omega\right) \circ \varphi\right)(v)=(-)^{n}\left(\varphi *_{\rho} \omega\right)(v)
$$

and the assertion follows.
Corollary 4.2 (cf. (7) in [9]). Let $\Omega(P)$ be as in the proposition above. If $D$ is the exterior covariant derivative associated to a strong connection, then, for every $n \in\{0\} \cup \mathbb{N}$, we have $D \circ\left(S T_{\rho}\left(V, \Omega^{n}(P)\right)\right) \subseteq S T_{\rho}\left(V, \Omega^{n+1}(P)\right)$.

Proof. In the same way as in the case of the differential envelope, it can be directly calculated that $D$ is always right-covariant (see Appendix A in [9]), and thus, for all connections, $D$ composed with a pseudotensorial differential form is a tensorial differential form, i.e.

$$
\forall n \in\{0\} \cup \mathbb{N}: D \circ\left(P T_{\rho}\left(V, \Omega^{n}(P)\right)\right) \subseteq T_{\rho}\left(V, \Omega^{n+1}(P)\right)
$$

Hence, to prove the assertion of this corollary, it suffices to note that, if $D$ is associated to a strong connection, then, as can be seen from the second line of the first calculation in Proposition 4.1, $D$ evaluated on a strongly horizontal differential form yields a strongly horizontal differential form.

Remark 4.3. With the help of $D$ one can equivalently define a strong connection as a connection whose exterior covariant derivative maps $P$ into strongly horizontal forms, i.e. $D(P) \subseteq \Omega_{\text {shor }}^{1}(P)$. Obviously, since $D$ can be defined on $P$ for any differential calculus, such a definition works on any quantum principal bundle.

Corollary 4.4 (cf. Sect. 3 in [9]). Let $\omega$ be a strong connection form, and let $D^{\omega}$ and $\Omega(P)$ be as in Proposition 4.1. Then

$$
\begin{equation*}
\forall \varphi \in S T_{\rho}(V, \Omega(P)):\left(D^{\omega}\right)^{2} \circ \varphi=-\varphi *_{\rho}(d \circ \omega+\omega * \omega) . \tag{30}
\end{equation*}
$$

Formula (30) is, in particular, true for a classical principal bundle $\widetilde{P}(M, G)$. (A classical principal bundle is a special case of a quantum principal bundle when we replace the algebraic tensor product by the appropriately completed tensor product.) It is a generalization of the classical formula

$$
\begin{equation*}
D^{2} \alpha=\varrho^{\prime}(F) \wedge \alpha, \tag{31}
\end{equation*}
$$

where $\alpha$ is a differential form on $\widetilde{P}$ with values in a finite dimensional vector space $W$, the homomorphism $\varrho^{\prime}: \mathfrak{g} \rightarrow \mathfrak{g l}(W)$ is the Lie algebra representation induced by a homomorphism $\varrho: G \rightarrow G L(W)$, and $F$ is the curvature form of a connection defining $D$ (e.g., see (19) in [37]). More precisely, taking $V$ to be the tensor algebra of the dual vector space $W^{*}$, defining $\rho_{R}$ by

$$
\forall v \in W^{*}: \rho_{R}(v)(w, g)=v\left(\varrho\left(g^{-1}\right) w\right),
$$

putting

$$
\varphi_{\alpha}(v):\left\{\begin{array}{lll}
\bigwedge^{\operatorname{deg} \alpha} T_{\tilde{p}} \widetilde{P} \ni X_{\tilde{p}} \mapsto \begin{cases}(v \circ \alpha)\left(X_{\tilde{p}}\right) & \text { for } v \in W^{*} \\
0 & \text { otherwise }\end{cases} & \text { for } \operatorname{deg} \alpha>0 \\
\widetilde{P} \ni \widetilde{p} \mapsto(\check{v} \circ \alpha)(\widetilde{p}) \in \mathbb{R} & \text { for } \operatorname{deg} \alpha=0
\end{array}\right.
$$

where $\check{v}$ is the polynomial function on $W$ corresponding to the tensor $v$, and remembering that every $\mathfrak{g}$-valued differential form $\vartheta$ on $\widetilde{P}$ can be viewed as an $\varepsilon_{C^{\infty}(G)^{-}}$ derivation $\psi_{\vartheta}: C^{\infty}(G) \rightarrow \bigwedge^{*}(\widetilde{P})$ given by $\psi_{\vartheta}(a) X_{\tilde{p}}=\vartheta\left(X_{\tilde{p}}\right) a\left(\right.$ or $\psi_{\vartheta}(a) \widetilde{p}=\vartheta(\widetilde{p}) a$ if $\operatorname{deg} \alpha=0$ ), we can rewrite (31) as

$$
D^{2} \circ \varphi_{\alpha}=-\varphi_{\alpha} *_{\rho} F .
$$

Note that, since every vector space $W$ is a Lie group and there is a canonical isomorphism between $W$ and the Lie algebra of $W$, we could define $\varphi_{\alpha}$ in the same way as we define $\psi_{\vartheta}$. But then we would not have $\varphi_{\alpha}(1)=\delta_{0, \operatorname{deg} \alpha}$, which we need in Appendix A (see Proposition A.5). In the classical case, we can replace $F$ by $d \circ \omega+\omega * \omega$ or $D \circ \omega$ in the last formula, but we need to put $F=$ $d \circ \omega+\omega * \omega$ to obtain (30). Also, formula (31) can be considered as a motivating factor in defining the curvature of a connection on a projective module as the square of a covariant derivative (see p. 554 in [12]; covariant derivative $\equiv$ connection on a projective module). Therefore, it is natural to define the (global) curvature form of a connection $\Pi^{\omega}$ in the following way:

Definition 4.5. Let $\omega$ be a connection 1-form on a quantum principal bundle. The differential form $d \circ \omega+\omega * \omega$ is called the curvature form of $\omega$ and is denoted by $F_{\omega}$

Clearly, if $\omega$ is a strong connection form, then, at least in the case of a trivial bundle, for any differential algebra $\Omega(P)$, even if $D$ is not well-defined, $F_{\omega}$ is horizontal $\left(F_{\omega}=\Phi^{-1} * F_{\beta} * \Phi\right.$, where $\Phi$ and $\beta$ are as in Proposition 2.2 and $F_{\beta}:=$ $d \circ \beta+\beta * \beta$ is a local curvature form, cf. (11) in [9]). Moreover, unlike the expression $D \circ \omega$, the so-defined curvature form has the desired (at least from the point of view of Yang-Mills theory) transformation properties, i.e. we have:

Proposition 4.6 (cf. (13) in [9], (20) in [40]). Let $P(B, A)$ be a quantum principal bundle with the universal differential calculus, $\omega \in \mathscr{C}(P)$ and $f \in G T(P)$. Then

$$
F_{G_{f} \omega}=f * F_{\omega} * f^{-1} .
$$

Proof. Straightforward.

## 5. $\boldsymbol{U}_{q}(\mathbf{2})$-Yang-Mills Theory on a Free Module

To begin with, let us show that it is possible to define an action functional on quantum bundle connections in such a way that, at least in the case of a trivial quantum bundle, it agrees with the Yang-Mills action functional constructed in Sect. 1 of both [13] and [30]. (Clearly, we assume that the "base space" of a quantum bundle is an algebra over which modules are considered in [13, 30].) Considerations in [8] and Proposition 4.6 suggest that, if $A$ is a matrix quantum group and $T$ its matrix of generators (fundamental representation, cf. p. 628 in [38]), it is reasonable to define an action on a quantum principal bundle $P(B, A)$ to be (compare with the Lagrangian given by (6.65) in [19] or (4.1) in [21])

$$
\begin{equation*}
Y M(\omega)=-\left(\mathscr{T} \circ \operatorname{Tr} \circ\left(F_{\omega} * F_{\omega}\right)\right)(T), \tag{32}
\end{equation*}
$$

where $\operatorname{Tr}$ is the usual matrix trace, and $\mathscr{T}: \Omega P \rightarrow k$ is a linear map vanishing on $[P, \Omega P]$. (To ensure that we have an ample supply of connections, throughout this section we will use the universal differential calculus.) Clearly, remembering the property of $T$ that, for any $\mathrm{f}_{1}$ and $\mathrm{f}_{2},\left(\mathrm{f}_{1} * \mathrm{f}_{2}\right)\left(T_{a b}\right)=\sum_{c} \mathrm{f}_{1}\left(T_{a c}\right) \mathrm{f}_{2}\left(T_{c b}\right)$, one can see that

$$
\forall f \in G T(P), \omega \in \mathscr{C}(P): Y M\left(G_{f} \omega\right)=Y M(\omega)
$$

Similarly, if $P(B, A)$ is a trivial bundle with a trivialization $\Phi$ (which we will also assume for the rest of this section), then for any $\omega$,

$$
\begin{align*}
Y M(\omega) & =-\left(\mathscr{T} \circ \operatorname{Tr} \circ\left(\Phi * F_{\omega} * F_{\omega} * \Phi^{-1}\right)\right)(T) \\
& =-\left(\mathscr{T} \circ \operatorname{Tr} \circ\left(F_{\beta} * F_{\beta}\right)\right)(T)=: Y M(\beta), \tag{33}
\end{align*}
$$

where $\beta$ is given by formula (13) (see Remark 2.6) and $F_{\beta}$ is the curvature form associated to it (see the end of the previous section). As to $\mathscr{T}$, observe that one should expect to have a lot of information vested in it: projection from the universal to a non-universal calculus and metric (Hodge star). In what follows, we specify $\mathscr{T}$ in such a way as to incorporate the Yang-Mills functional presented in [13, 30] into the quantum bundle framework. One ought to bear in mind that to obtain a $q$-deformed Yang-Mills theory in the spirit of quantum groups, one should invent another $\mathscr{T}$ or change the formula (32) altogether. Here, however, we investigate what effects can entail from the deformation of the structure group alone.

Definition 5.1. Let $\mathscr{T}_{B}$ be a faithful invariant trace on $B$ (as in [13, 30]), $\mathscr{L}$ be a finite dimensional Lie subalgebra of $\operatorname{Der}(B),\left\{X_{l}\right\}_{l \in\{1,, \operatorname{dim} \mathscr{L}\}}$ be its basis, and $\widetilde{X}_{l}=X_{l} \otimes \mathrm{id}, l \in\{1, \ldots, \operatorname{dim} \mathscr{L}\}$. We put
$\mathscr{T}(\alpha)= \begin{cases}\left(\mathscr{T}_{B} \otimes \varepsilon\right)(\alpha) & \text { if } \operatorname{deg} \alpha=0 \\ 0 & \text { if } \operatorname{deg} \alpha=2 m-1 \\ \sum_{l_{1} \ll l_{m}}\left(\left(\mathscr{T}_{B} \otimes \varepsilon\right) \circ \alpha\right)\left(\widetilde{X}_{l_{1}} \wedge \cdots \wedge \widetilde{X}_{l_{m}} \otimes \widetilde{X}_{l_{1}} \wedge \cdots \wedge \widetilde{X}_{l_{m}}\right) & \text { if } \operatorname{deg} \alpha=2 m,\end{cases}$
where $m \in \mathbb{N}$.
Recall that the product of differential 1-forms evaluated on the tensor product of derivations is, as in the classical case, given by

$$
\left(\alpha_{1} \cdots \alpha_{n}\right)\left(Y_{1} \otimes \cdots \otimes Y_{n}\right)=\alpha_{1}\left(Y_{1}\right) \cdots \alpha_{n}\left(Y_{n}\right)
$$

and $\left(b_{0} d b_{1}\right)(Y)=b_{0} Y\left(b_{1}\right)$ (see p. 403 in [16]). (Observe that, as $\left\{Y_{i}\right\}_{i \in\{1,, n\}}$ are derivations, it does not matter in which way we write a differential form as a sum of products of differential 1-forms.) Now, with $\mathscr{T}$ defined as above, we have $\mathscr{T}([P, \Omega P])=0$. Moreover, we have

Proposition 5.2. Let $A$ and $T$ be as above. Also, let $B$ be $a$ *-algebra, $P(B, A)$ a trivial quantum principal bundle with a trivialization $\Phi$ (e.g., $P=B \otimes A$ ), $\omega$ a strong connection form on $P$, and $\mathscr{T}$ as in Definition 5.1. Then

$$
\begin{equation*}
Y M(\omega)=Y M\left(\nabla^{\omega}\right), \tag{34}
\end{equation*}
$$

where $\nabla^{\omega}=d+\beta(T)$ is the $\omega$ induced connection on the right module $B^{n}$ ( $\beta$ is given by (13), $n$ is the size of $T, \nabla^{\omega} \xi=d \xi+\beta(T) \xi$ - see $p .637$ in [9]), and the right-hand side of (34) is defined in Definition 1.20.

Proof. Note first that, by Proposition 2.2, $\beta(T) \in M_{n}\left(\Omega^{1} B\right)$. Consequently, $F_{\beta}(T)=$ $d \beta(T)+\beta(T)^{2}$ is an element of $M_{n}\left(\Omega^{2} B\right)$ (see the paragraph above Proposition 4.6 for $F_{\beta}$ ). Therefore, since the curvature $\left(\nabla^{\omega}\right)^{2}$ equals just $d \beta(T)+\beta(T)^{2}$ (cf. p. 681 in [11]), with the help of (33), Corollary 1.19 and Proposition 1.13, we have

$$
\begin{aligned}
Y M(\omega) & =Y M(\beta) \\
& =-\sum_{r<s}\left(\left(\mathscr{T}_{B} \otimes \varepsilon\right) \circ \operatorname{Tr}\left(F_{\beta} * F_{\beta}\right)(T)\right)\left(\widetilde{X}_{r} \wedge \widetilde{X}_{s} \otimes \widetilde{X}_{r} \wedge \widetilde{X}_{s}\right) \\
& =-\sum_{\substack{i, j \\
r<s}}\left(\mathscr{T}_{B} \circ\left(F_{\beta}\left(T_{i j}\right) F_{\beta}\left(T_{j i}\right)\right)\right)\left(X_{r} \wedge X_{s} \otimes X_{r} \wedge X_{s}\right) \\
& =-\left(\mathscr{T}_{B} \circ \operatorname{Tr}\right)\left(\sum_{r<s} F_{\beta}(T)\left(X_{r} \wedge X_{s}\right) F_{\beta}(T)\left(X_{r} \wedge X_{s}\right)\right) \\
& =-\mathscr{T}_{E}\left(\sum_{r<s}\left(\left(\nabla^{\omega}\right)^{2}\left(X_{r} \wedge X_{s}\right)\right)^{2}\right) \\
& =-\mathscr{T}_{E}\left\{\Theta_{\nabla^{\omega}}, \Theta_{\nabla^{\omega}}\right\}=Y M\left(\nabla^{\omega}\right) .
\end{aligned}
$$

Thus, the Yang-Mills action functional given by (32) coincides, as stated above, with the Yang-Mills action functional defined in [13, 30] (cf. Sect. VII.D in [17] and Sect. V.B in [18]). This confirms that, as was mentioned in [9], the formalism of quantum group gauge theory is "not incompatible with the existing ideas in noncommutative geometry."

Remark 5.3 Observe that although any trivial quantum bundle $P(B, A)$ is isomorphic with $B \otimes A$ (algebras $B$ and $B \otimes 1$ identified) as a left $B$-module, we cannot claim in general that it is isomorphic with $B \otimes A$ as an algebra (see the first paragraph of Sect. 3.1 in [28]). But here, since our attention is restricted to strong connections, the structure of the "total space" is not important - we can equally well define the Yang-Mills action functional by

$$
Y M(\beta)=-\left(\mathscr{T}_{\Omega B} \circ \operatorname{Tr} \circ\left(F_{\beta} * F_{\beta}\right)\right)(T),
$$

where $\mathscr{T}_{\Omega B}$ is a $k$-linear map vanishing on $[B, \Omega B]$. (Obviously, the Yang-Mills action thus defined is invariant under the local gauge transformations, i.e. gauge transformations taking values in $B$ rather than in $P$; see Definition 3.1).

Remark 5.4. Note that the derivations used in Definition 5.1 are not fully antisymmetrized - there is a tensor product in between two groups of antisymmetrized derivations. This is a key difference between the construction of $Y M(\nabla)$ and the construction of the second Chern class. (One should think of $\mathscr{T}$ defined in Definition 5.1 as a pairing rather than a trace.)

Now, we are going to take a closer look at what happens if we choose $A=U_{q}(2)$ (with $q \in \mathbb{R}_{+}$). (We continue to assume, as in Proposition 5.2, that $B$ is a $*$-algebra, so that $\Omega(B)$ is also a $*$-algebra; cf. (1.32) in [39].) To do so, let us first recall the definition of $U_{q}(2)$ (see Lecture 5 in [36]):

Definition 5.5. $\left(U_{q}(2), \Delta, \varepsilon, S\right)$ is a matrix *-Hopf algebra determined by the following equalities:

$$
U_{q}(2)=\mathbb{C}\left\langle a, b, t, a^{*}, b^{*}, t^{*}, 1\right\rangle /\left(\mathscr{J}+\mathscr{J}^{*}\right),
$$

where

$$
\begin{aligned}
\mathscr{J}= & \left(a b-q b a, b b^{*}-b^{*} b, a b^{*}-q b^{*} a, a^{*} a-a a^{*}+\left(q^{-2}-1\right) b b^{*},\right. \\
& \left.t a-a t, t b-b t, t a^{*}-a^{*} t, t b^{*}-b^{*} t, t t^{*}-t^{*} t, a a^{*}+b b^{*}-1, t t^{*}-1\right)
\end{aligned}
$$

and $q \in \mathbb{R} \backslash\{0\} ;{ }^{5}$

$$
\Delta T=T \dot{\otimes} T, \quad \varepsilon(T)=I, \quad S(T)=T^{\dagger}
$$

where

$$
T=\left(\begin{array}{cc}
a & b \\
-q^{-1} b^{*} t^{*} & a^{*} t^{*}
\end{array}\right)
$$

and $\dot{\otimes}$ is the matrix multiplication with the product of its entries replaced by the tensor product $\otimes$; and

$$
\Delta t=t \otimes t, \quad \varepsilon(t)=1, \quad S(t)=t^{*}, \quad S\left(t^{*}\right)=t
$$

The next step is to establish an equivalence between a certain class of strong connections on a trivial $U_{q}(2)$-bundle and the space of hermitian connections on the associated free module. Since any $\beta \in \operatorname{Hom}_{\mathbb{C}}\left(U_{q}(2), \Omega B\right)$ satisfying $\beta(\mathbb{C})=0$ is a connection form on the base space $B$ of a trivial $U_{q}(2)$ bundle (see Remark 2.6 and the paragraph below) and the $\beta$-induced connection $\nabla$ on $B^{2}$ depends only on $\beta(T)$, we will restrict our attention to connection forms that are, in some way, uniquely determined by $\beta(T)$. In the classical situation, $\beta$ is an $\varepsilon$-derivation and thus is automatically determined by $\beta(T)$. Mimicking this classical differential geometry formula for $\beta$, we define an auxiliary map $\widetilde{\beta}: \mathbb{C}\left\langle a, b, t, a^{*}, b^{*}, t^{*}, 1\right\rangle$ $\rightarrow \Omega^{1} B$ by

$$
\begin{align*}
& \tilde{\beta}\left(a^{k_{1}} a^{* l_{1}} b^{m_{1}} b^{* n_{1}} t^{p_{1}} t^{* r_{1}} \cdots a^{k_{s}} a^{* l_{s}} b^{m_{s}} b^{* n_{s}} t^{p_{s}} t^{* r_{s}}\right) \\
& \quad=\left\{\begin{array}{lc}
0 & \text { for } \sum_{i=1}^{s} m_{i}+n_{i} \geqq 2 \\
q^{\sum_{i=++1}^{s}\left(l_{i}-k_{i}\right)} \widetilde{b} & \text { for } m_{j}=1, j \in\{1, \ldots, s\}, \\
\sum_{i=1}^{s} m_{i}+n_{i}=1 \\
q^{\sum_{i=+11}^{s}\left(l_{i}-k_{i}\right)} \tilde{b}^{*} & \text { for } n_{j}=1, j \in\{1, \ldots, s\}, \\
\sum_{i=1}^{s} k_{i} \widetilde{a}+\sum_{i=1}^{s} l_{i} \widetilde{a}^{*} & \sum_{i=1}^{s} m_{i}+n_{i}=1 \\
+\sum_{i=1}^{s} \tilde{p_{i}} \widetilde{t}+\sum_{i=1}^{s} r_{i} \widetilde{t}^{*} & \text { for } \sum_{i=1}^{s} m_{i}+n_{i}=0,
\end{array}\right. \tag{35}
\end{align*}
$$

where, a priori, $\widetilde{a}, \tilde{b}$ and $\tilde{t}$ are any differential forms in $\Omega^{1} B$. One can verify that $\widetilde{\beta}\left(\mathscr{J}+\mathscr{J}^{*}\right)=0 \quad$ if $\quad \widetilde{a}+\widetilde{a}^{*}=0=\widetilde{t}+\widetilde{t}^{*}$. Hence, since

$$
\widetilde{\beta}\left(a a^{*}+b b^{*}-1\right)=0=\widetilde{\beta}\left(t t^{*}-1\right) \Rightarrow \widetilde{a}+\widetilde{a}^{*}=0=\widetilde{t}+\widetilde{t}^{*}
$$

[^5]we can conclude that (35) defines $\beta \in \operatorname{Hom}_{\mathbb{C}}\left(U_{q}(2), \Omega^{1} B\right)$ such that $\beta(1)=0$ (i.e., a $U_{q}(2)$-connection form) if and only if $\widetilde{a}+\widetilde{a}^{*}=0=\widetilde{t}+\widetilde{t}^{*}$. Moreover, it is straightforward to check that
\[

\beta(T)^{\dagger}\left($$
\begin{array}{ll}
1 & 0  \tag{36}\\
0 & q
\end{array}
$$\right)+\left($$
\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}
$$\right) \beta(T)=0
\]

and conversely, that for every $M \in M_{2}\left(\Omega^{1} B\right)$ satisfying (36) we can find unique $\widetilde{a}, \widetilde{b}, \tilde{t}$ such that $\beta(T)=M$ (cf. Proposition 1 in [3]). Thus we have proved the following:
Proposition 5.6. Let $\mathscr{C}_{B}=\left\{\beta \in \operatorname{Hom}_{\mathbb{C}}\left(U_{q}(2), \Omega^{1} B\right) \mid \beta\right.$ satisfies (37) for some $\widetilde{a}, \widetilde{b}$, $\left.\tilde{t} \in \Omega^{1} B\right\}$ and $\mathscr{C} \mathscr{C}\left(B^{2}\right)$ denote the space of Hermitian connections on $B^{2}$ (see Point 1 and Point 3 of Definition 1.15), where

$$
\beta\left(a^{k} a^{* l} b^{m} b^{* n} t^{p} t^{* r}\right):= \begin{cases}0 & \text { for } m+n \geqq 2  \tag{37}\\ \widetilde{b} & \text { for } m=1, n=0 \\ \widetilde{b}^{*} & \text { for } m=0, n=1 \\ (k-l) \widetilde{a}+(p-r) \widetilde{t} & \text { for } m=n=0,\end{cases}
$$

and $\langle$,$\rangle is given by the formula \langle\xi, \zeta\rangle=\xi^{\dagger}\left(\begin{array}{ll}1 & 0 \\ 0 & q\end{array}\right) \zeta$. The map

$$
\psi: \mathscr{C}_{B} \ni \beta \mapsto d+\beta(T) \in \mathscr{C} \mathscr{C}\left(B^{2}\right)
$$

is a bijection.
Corollary 5.7. Let $P\left(B, U_{q}(2)\right)$ be a trivial quantum principal bundle with the universal differential calculus. There exists a one-to-one correspondence between the elements of $\mathscr{C} \mathscr{C}\left(B^{2}\right)$, i.e. the universal calculus connections on $B^{2}$ that are compatible with the Hermitian metric given by the matrix $\left(\begin{array}{ll}1 & 0 \\ 0 & q\end{array}\right)$, and the strong connections on $P\left(B, U_{q}(2)\right)$ whose "pullback" on the base space B (given by (13)) satisfies (37).

This way, we obtain the Yang-Mills theory of connections compatible with the $q$-dependent Hermitian structure on $B^{2}$. Now, in order to handle the critical points of $Y M$ the same way they were dealt with in [30], let us assume (as in [30], pp. 535-6) that $B$ is a smooth dense $*$-subalgebra of a $C^{*}$-algebra, and that it is equipped with a faithful invariant trace $\mathscr{T}_{B}$. As was argued in Sect. 1 of [13], the Yang-Mills functional does not depend on the choice of a Hermitian metric - we can gauge $q$ out of the picture. Hence, the critical points of the $U_{q}(2)$-Yang-Mills action functional are simply the critical points of the Yang-Mills action (see p. 536 in [30]), if there are any, "rotated" by the appropriate $q$-dependent gauge transformation (see Sect. 1 in [13]). (More explicitly, as the Hermitian metric is given by $\left(\begin{array}{ll}1 & 0 \\ 0 & q\end{array}\right)$, the corresponding gauge transformation is $\nabla \mapsto\left(\begin{array}{cc}1 & 0 \\ 0 & \sqrt{q}\end{array}\right)^{-1} \nabla\left(\begin{array}{cc}1 & 0 \\ 0 & \sqrt{q}\end{array}\right)$.) Consequently, we have:

Corollary 5.8. In the above described setting, the $U_{q}(2)$ and $U(2)$-Yang-Mills theories have the same moduli spaces of critical points (cf. Sect 4 in [30] and p. 582 in [12])

Another way to remove $q$ from the picture is to alter (37) by replacing $\widetilde{b}^{*}$ by $q \widetilde{b}^{*}$. Then, however, we would lose the geometrical interpretation of the action of the $q$-deformation of $U(2)$ on the space of compatible connections as the action of the gauge transformation. Also, the formula $\beta\left(T^{*}\right)=\beta(T)^{*}$ would no longer be true. (Caution: at least in the general case, we cannot claim that $\beta$ is a $*$-morphism even when it commutes with the $*$ on the generators.) In any case, we can see that the Yang-Mills theory remains unchanged for any $q \in \mathbb{R}_{+}$. A similar situation was discussed in the context of quantum group gauge theories on classical spaces in the last two paragraphs of Sect. 2 in [8].

Remark 5.9 The reason for employing in the considerations above $U_{q}(2)$ rather than $S U_{q}(2)$ is that, when using $S U_{q}(2)$, formula (37) entails $\operatorname{Tr} \beta(T)=0$ for all $\beta$, and although the tracelessness of $\beta(T)$ is automatically preserved by the entire $G L\left(B^{2}\right)$ in the classical case, we cannot claim the same in general (cf. Introduction and Sect. 3 in [2]). Nor can we claim that the tracelessness of $\beta(T)$ is preserved by the gauge group $U\left(B^{2}\right)$ of unitary automorphisms of $B^{2}$ (see Remark 1.16). Besides, $U_{q}(2)$-connections given by (37) can be regarded as $\langle$,$\rangle -compatible connections,$ and vice versa, which makes a clear analogy with the classical situation, where Hermitian metrics are $U(2)$-structures (cf. p. 13 in [37]), and $U(2)$-connections are automatically compatible with the corresponding Hermitian structures (cf. pp. 94-5 in [37]).

Finally, let us mention that an alternative approach would be to work with a non-universal differential calculus instead of assuming (35), which is put in the theory by hand. But that is yet another story.

## Appendix

## A. Quantum Associated Bundles

Definition $A .1$ (cf. A. 3 in [9]). Let $\left(P, A, \Delta_{R}, N_{P}, M_{A}\right)$ be a quantum principal bundle and $\left(V, \rho_{R}\right)$ be a right $A^{\mathrm{op}}$-comodule algebra (see the remark below). Also, let $\Delta_{E}$ be the homomorphism from $P \otimes V$ into $P \otimes V \otimes A$ given by

$$
\Delta_{E}=(\mathrm{id} \otimes \mathrm{id} \otimes(m \circ \tau)) \circ(\mathrm{id} \otimes \tau \otimes \mathrm{id}) \circ\left(\Delta_{R} \otimes \rho_{R}\right)
$$

and $E$ be the space of all right-invariant elements of $P \otimes V$, i.e.

$$
E=\left\{t \in P \otimes V \mid \Delta_{E} t=t \otimes 1\right\} .
$$

Then $\left(E, P, V, \rho_{R}\right)$ is called the quantum fiber bundle associated by $\rho_{R}$ to the quantum principal bundle $P$.

Remark A.2. Note that the notion of a comodule algebra makes sense for any bialgebra. In the preceding definition, we do not assume that $A^{\mathrm{op}}$ is a Hopf algebra. Such an assumption is equivalent to an assumption that the antipode of $A$ is bijective - a restriction that is unnecessary here. (Contrary to [9], we use $S$ rather than $S^{-1}$.) Observe also that the homomorphism $\Delta_{E}$ makes $P \otimes V$ a right $A$-comodule.

We call $E$ a quantum fiber bundle instead of a quantum vector bundle, as it is called in [9]. The only difference, however, between Definition A. 3 in [9] and

Definition A. 1 is an extra twist in the formula defining $\Delta_{E}$ (i.e. $m$ is replaced by $m \circ \tau$; for comparison see also Corollary 4.14 in [28] and Sect. 5 in [10]). An advantage of introducing such a change is that, from the point of view of further constructions, it is consistent with defining strongly horizontal differential forms as elements of $\Omega(B) P$ rather than $P \Omega(B)$. As to the reason for using the word "fiber" rather than "vector," ${ }^{6}$ since to define section-valued differential forms $\Gamma^{*}(E)$ (Definition A.4) or to prove the propositions presented here it is unnecessary to assume that $V$ is a quantum vector space (quadratic algebra; see [27]), we formulate everything without this assumption, and treat $V$ as a "quantum fiber." (See the paragraph below Corollary 4.4 for how, having a linear structure on a fiber, one can reproduce the familiar classical situation of vector-valued differential forms.) The following are the reformulations of the corresponding statements in [9]. Except for the last parts of the proofs of Proposition A. 5 and Proposition A.8, the remaining proofs in this section are straightforward modifications of the corresponding proofs in [9].

Proposition A. 3 (cf. Lemma A. 4 in [9]). The spaces $E$ and $B \otimes 1$ (see Definition 1.1) are subalgebras of $P \otimes V$ and $E$ respectively.

## Proof. Analogous to the proof of Lemma A. 4 in [9].

Many statements below concern differential forms of an arbitrary degree. Therefore, we need to assume that we have a quantum principal bundle $P(B, A)$ equipped with a differential algebra $\Omega(P)$ such that $\Omega^{1}(P)$ is the first order differential calculus of $P(B, A)$.
Definition $\mathbf{A .} 4$ (cf. (69) in [9]). A $k$-linear map $s: E \rightarrow \Omega^{n}(B)$, with $n \in\{0\} \cup \mathbb{N}$, satisfying $\forall b \in B: s \circ \widetilde{R}_{b \otimes 1}=R_{b} \circ s$ and $s(1 \otimes 1)=\delta_{n, 0}$, where $\widetilde{R}$ and $R$ denote the corresponding multiplications on the right, is called a differential form with values in sections of the quantum fiber bundle E. (For $n=0, s$ is simply called a section of a quantum fiber bundle.) The space of all such $n$-forms will be denoted by $\Gamma^{n}(E)$.

Proposition A. 5 (cf. Proposition A. 5 in [9]). Let $\varphi \in S T_{\rho}\left(V, \Omega^{n}(P)\right), n \in\{0\} \cup \mathbb{N}$, be such that $\varphi(1)=\delta_{\operatorname{deg} \varphi, 0}$ (the space of all such forms will be denoted by $\left.\overline{S T}_{\rho}\left(V, \Omega^{n}(P)\right)\right)$ and let $s:=\left.m_{\Omega(P)} \circ \tau \circ(\mathrm{id} \otimes \varphi)\right|_{E}$. Then, if $\operatorname{deg} \varphi=0$ or if $P(B, A)$ is a trivial bundle, $s \in \Gamma^{\operatorname{deg} \varphi}(E)$.

Proof. To begin with, observe that for any $\varphi \in \overline{S T}_{\rho}\left(V, \Omega^{n}(P)\right), n \in\{0\} \cup \mathbb{N}$ and $b \in B$, we have $s \circ \widetilde{R}_{b \otimes 1}=R_{b} \circ s$ and $s(1 \otimes 1)=\delta_{\operatorname{deg} s, 0}$, so that it only remains to be shown that $s(E) \subseteq \Omega^{\operatorname{deg} \varphi}(B)$. Note also that, if $\sum_{i} p^{i} \otimes v^{i} \in E$, we have

$$
\begin{aligned}
& \left(\Delta_{\mathscr{R}} \circ m_{\Omega(p)} \circ \tau \circ(\mathrm{id} \otimes \varphi)\right)\left(\sum_{i} p^{i} \otimes v^{i}\right) \\
& \quad=\left(\left(m_{\Omega(P)} \circ \tau \circ(\mathrm{id} \otimes \varphi)\right)\left(\sum_{i} p^{i} \otimes v^{i}\right)\right) \otimes 1
\end{aligned}
$$

[^6](We write the sums because we cannot claim that $E$ is spanned by simple tensors.) Now, since it is clear that $s(E) \subseteq \Omega_{\text {shor }}^{\operatorname{deg} \varphi}(P)$, we can conclude that $s$ takes values in strongly horizontal right-invariant differential forms on $P$. Hence, if $\operatorname{deg} \varphi=0$, then $s(E) \subseteq B$, and it follows that $s \in \Gamma^{0}(E)$. On the other hand, if there exists a trivialization of a quantum principal bundle $P(B, A)$, by the same reasoning as was used to justify formula (18), we can infer that strongly horizontal right-invariant differential forms must be elements of $\Omega(B)$. Consequently, $s \in \Gamma^{\operatorname{deg} \varphi}(E)$ as claimed. (Warning: As of now, we do not know whether or not it is always true that every right-invariant strongly horizontal form on $P$ is a form on $B$. Hence, as a precaution, we assume the triviality of $P(B, A)$ when dealing with forms of degree bigger than 0.)

For the remaining two propositions we will assume that $P(B, A)$ is a trivial quantum principal bundle with a trivialization $\Phi$.
Proposition A. 6 (cf. (71) and (72) in [9]). Let $\Phi_{E}:=((\Phi \circ S) \otimes \mathrm{id}) \circ \tau \circ \rho_{R}$. Then

$$
\mathscr{I}:=\left(m_{P} \otimes \mathrm{id}\right) \circ\left(\mathrm{id} \otimes \Phi_{E}\right)
$$

is a left $P$-module automorphism of $P \otimes V$. Its inverse is given by

$$
\widetilde{\mathscr{I}}:=\left(m_{P} \otimes \mathrm{id}\right) \circ\left(\mathrm{id} \otimes\left(\Phi^{-1} \circ S\right) \otimes \mathrm{id}\right) \circ\left(\mathrm{id} \otimes\left(\tau \circ \rho_{R}\right)\right)
$$

Moreover, $\Phi_{E}(V) \subseteq E$ and $\widetilde{\mathscr{I}}(E)=B \otimes V$.
Proof.

1. It is straightforward to check that $\widetilde{\mathscr{I}} \circ \mathscr{I}=\mathrm{id}=\mathscr{I} \circ \widetilde{\mathscr{I}}$. Since $\mathscr{I}$ is, clearly, a left $P$-module homomorphism, we can now conclude that $\mathscr{I}$ is a left $P$-module automorphism of $P \otimes V$.
2. A direct sigma notation calculation shows that $\Delta_{E} \circ \Phi_{E}=\Phi_{E} \otimes 1$, whence $\Phi_{E}(V) \subseteq E$.
3. Finally, we must show that $\widetilde{\mathscr{I}}(E)=B \otimes V$. To do so, first we need:

Lemma $A .7$ (cf. 3.1 in [31] and (72) in [9]). For every $\sum_{i} p^{i} \otimes v^{i} \in E$,

$$
\sum_{i} p_{(0)}^{i} \otimes v^{i} \otimes p_{(1)}^{i}=\sum_{i} p^{i} \otimes v_{(0)}^{i} \otimes S\left(v_{(1)}^{i}\right) .
$$

Proof. This lemma can be verified by applying

$$
(\mathrm{id} \otimes \mathrm{id} \otimes m) \circ(\mathrm{id} \otimes \mathrm{id} \otimes S \otimes \mathrm{id}) \circ\left(\mathrm{id} \otimes \rho_{R} \otimes \mathrm{id}\right)
$$

to both sides of the equality $\sum_{i} p_{(0)}^{i} \otimes v_{(0)}^{i} \otimes v_{(1)}^{i} p_{(1)}^{i}=\sum_{i} p^{i} \otimes v^{i} \otimes 1$.
Now, with the help of the above lemma, one can see that $\left.\widetilde{\mathscr{I}}\right|_{E}=\mathrm{s}_{\Phi} \otimes$ id (see (20)), whence $\widetilde{\mathscr{I}}(E) \subseteq B \otimes V$. Furthermore, as $B \otimes 1$ is a subalgebra of $E$ (see Proposition A.3), and $\Phi_{E}(V) \subseteq E$, we also have $\mathscr{I}(B \otimes V) \subseteq E$. Thus, since $\widetilde{\mathscr{I}} \circ \mathscr{I}$ $=\mathrm{id}$, it follows that $\widetilde{\mathscr{I}}(E)=B \otimes V$.

Closing our list of propositions is:
Proposition A.8. Let $\widetilde{\Phi}_{E}:=\left(\Phi^{-1} \otimes \mathrm{id}\right) \circ \tau \circ \rho_{R}$ (cf. (73)[9]). Then $\widetilde{\Phi}_{E}(V) \subseteq E$, and

$$
\Psi: \Gamma^{*}(E) \ni s \mapsto\left(s \circ \widetilde{\Phi}_{E}\right) *_{\rho} \Phi \in \overline{S T}_{\rho}\left(V, \Omega^{*}(P)\right)
$$

is a bijection. ${ }^{7}$ Its inverse is given by

$$
\widetilde{\Psi}:\left.\overline{S T}_{\rho}\left(V, \Omega^{*}(P)\right) \ni \varphi \mapsto m_{\Omega(P)} \circ \tau \circ(\mathrm{id} \otimes \varphi)\right|_{E} \in \Gamma^{*}(E) \quad(c f . \text { (70) in [9] }) .
$$

Proof.

1. Using formula (28) in [9] (see the proof of Corollary 2.4), one can prove the inclusion $\widetilde{\Phi}_{E}(V) \subseteq E$ in the same way as the inclusion $\Phi_{E}(V) \subseteq E$, i.e. by a direct sigma notation calculation. (Observe that $\widetilde{\Phi}_{E}$ and $\Phi_{E}$ coincide in the classical case.)
2. We already know from Proposition A. 5 that $\widetilde{\Psi}$ indeed takes values in $\Gamma^{*}(E)$. Furthermore, it is clear that

$$
\forall s \in \Gamma^{n}(E), \quad n \in\{0\} \cup \mathbb{N}: \Psi(s)(V) \subseteq \Omega_{\text {shor }}^{n}(P) \quad \text { and } \quad \Psi(s)(1)=\delta_{n, 0}
$$

Proceeding much as in the first calculation in the proof of Proposition A. 7 in [9], we can show that, for an arbitrary $s \in \Gamma^{n}(E), n \in\{0\} \cup \mathbb{N}$, we have

$$
\Delta_{\mathscr{R}} \circ \Psi(s)=(\Psi(s) \otimes \mathrm{id}) \circ \rho_{R} .
$$

Hence the inclusion $\Psi\left(\Gamma^{*}(E)\right) \subseteq \overline{S T}_{\rho}\left(V, \Omega^{*}(P)\right)$ follows.
3. For an arbitrary $s \in \Gamma^{n}(E), n \in\{0\} \cup \mathbb{N}$ and $\sum_{i} p^{i} \otimes v^{i} \in E$, we have

$$
\begin{aligned}
& (\widetilde{\Psi} \circ \Psi)(s)\left(\sum_{i} p^{i} \otimes v^{i}\right)=\sum_{i}\left(m_{\Omega(P)} \circ \tau \circ\left(\mathrm{id} \otimes\left(\left(s \circ \widetilde{\Phi}_{E}\right) *_{\rho} \Phi\right)\right)\right)\left(p^{i} \otimes v^{l}\right) \\
& =\sum_{i}\left(s \circ \widetilde{\Phi}_{E}\right)\left(v_{(0)}^{i}\right) \Phi\left(v_{(1)}^{i}\right) p^{i} \\
& =\sum_{i}\left(\mathrm{id} *_{\mathscr{R}} \Phi^{-1}\right)\left(\left(s \circ \widetilde{\Phi}_{E}\right)\left(v_{(0)}^{i}\right) \Phi\left(v_{(1)}^{i}\right) p^{i}\right) \quad(\operatorname{Im}(\widetilde{\Psi} \circ \Psi)(s) \subseteq \Omega(B)) \\
& =\sum_{i}\left(s \circ \widetilde{\Phi}_{E}\right)\left(v_{(0)}^{i}\right) \mathrm{s}_{\Phi}\left(\Phi\left(v_{(1)}^{i}\right) p^{i}\right) \quad \text { (see (20), cf. (19)) } \\
& =\sum_{i} s\left(\widetilde{\Phi}_{E}\left(v_{(0)}^{i}\right)\left(\mathrm{s}_{\Phi}\left(\Phi\left(v_{(1)}^{i}\right) p^{i}\right) \otimes 1\right)\right) \quad\left(s \circ \widetilde{R}_{b \otimes 1}=R_{b} \circ s\right) \\
& =\sum_{i} s\left(\left(\Phi^{-1}\left(v_{(1)}^{i}\right) \otimes v_{(0)}^{i}\right)\left(\Phi\left(v_{(2)}^{i}\right) p_{(0)}^{i} \Phi^{-1}\left(v_{(3)}^{i} p_{(1)}^{i}\right) \otimes 1\right)\right) \\
& =\sum_{i} s\left(p_{(0)}^{l} \Phi^{-1}\left(v_{(1)}^{i} p_{(1)}^{i}\right) \otimes v_{(0)}^{l}\right)=(s \circ \mathrm{~F})\left(\sum_{i} p_{(0)}^{i} \otimes v^{l} \otimes p_{(1)}^{i}\right) \\
& =(s \circ \mathrm{~F})\left(\sum_{i} p^{i} \otimes v_{(0)}^{i} \otimes S\left(v_{(1)}^{i}\right)\right) \\
& =s\left(\sum_{i} p^{i} \Phi^{-1}\left(v_{(1)}^{i} S\left(v_{(2)}^{i}\right)\right) \otimes v_{(0)}^{i}\right)=s\left(\sum_{i} p^{i} \otimes v^{i}\right), \quad\left(\Phi^{-1}(1)=1\right)
\end{aligned}
$$

where

$$
\mathrm{F}:=\left(m_{P} \otimes \mathrm{id}\right) \circ\left(\mathrm{id} \otimes\left(\Phi^{-1} \circ m\right) \otimes \mathrm{id}\right) \circ(\mathrm{id} \otimes \mathrm{id} \otimes \tau) \circ\left(\mathrm{id} \otimes\left(\tau \circ \rho_{R}\right) \otimes \mathrm{id}\right)
$$

[^7]Furthermore, it is straightforward to check that $\Psi \circ \widetilde{\Psi}=\mathrm{id}$. Hence, $\widetilde{\Psi}$ is the inverse of $\Psi$, as needed.

## B. Axiomatic Definition of a Frame Bundle

The theorem below allows an axiomatic definition of a frame bundle. This theorem should have been proven many years ago. Nevertheless, since no appropriate reference has been found, we include a proof.

Theorem B.1. Let $M$ be a smooth manifold with $\operatorname{dim} M=n \in \mathbb{N}$. A principal fiber bundle $P(M, G L(n, \mathbb{R}))$ is isomorphic to the frame bundle $F M$ if and only if there exists a smooth $\mathbb{R}^{n}$-valued id-equivariant 1 -form $\theta$ on $P$ such that $\operatorname{Ker} \theta=\operatorname{Ker} \pi_{*}$, where $\pi: P \rightarrow M$ is the bundle projection.

Remark B.2. Here, by an isomorphism of two principal fiber bundles $P(M, G)$ and $P^{\prime}(M, G)$ we understand a diffeomorphism $f: P \rightarrow P^{\prime}$ satisfying $\pi^{\prime} \circ f=\pi$ and $f \circ R_{g}=R_{g}^{\prime} \circ f$ for any $g \in G$.

Proof of Theorem B.1. It is clear that if $P(M, G L(n, \mathbb{R}))$ is isomorphic to $F M$, then the canonical 1-form on $F M$ yields, via the bundle isomorphism, the desired 1-form on $P$. Conversely, assume that $P$ admits $\theta$ satisfying the above conditions. Then, remembering that a coframe at any point $m \in M$ is a linear isomorphism from $T_{m} M$ to $\mathbb{R}^{n}$, we can construct the following map:

$$
\begin{aligned}
& J: P \xrightarrow{\breve{J}} F^{*} M \rightarrow F M, \\
& J: p \mapsto \sigma^{*} \theta_{p} \mapsto\left(\sigma^{*} \theta_{p}\right)^{-1},
\end{aligned}
$$

where $\sigma$ is any smooth section of $P$ fulfilling $(\sigma \circ \pi)(p)=p$. Note that, due to the assumption $\operatorname{Ker} \theta=\operatorname{Ker} \pi_{*}$, the map $\breve{J}$ indeed takes values in the coframe bundle $F^{*} M$ and does not depend on the choice of $\sigma$. Thus, $J$ is uniquely and well-defined. Let $\widetilde{R}: F M \times G L(n, \mathbb{R}) \ni(e, g) \mapsto e \circ g \in F M$ be the right action and $\widetilde{\pi}: F M \rightarrow M$ be the bundle projection. Evidently, $\widetilde{\pi} \circ J=\pi$ and, for any $g \in G L(n, \mathbb{R}), \widetilde{R}_{g} \circ J=$ $J \circ R_{g}$, whence $J$ is a bijection. Now, let $p$ be any point in $P$. There always exists an open neighborhood $U$ of the point $\pi(p)$ over which we can pick smooth sections $\chi: U \rightarrow P$ and $\tilde{\chi}: U \rightarrow F M$. Since $p$ is arbitrary, to prove that $J$ is smooth, it suffices to show that the map $T_{\tilde{\chi}} \circ J \circ T_{\chi}^{-1}: U \times G L(n, \mathbb{R}) \rightarrow U \times G L(n, \mathbb{R})$, where $T_{\tilde{\chi}}$ and $T_{\chi}$ are local trivializations associated with $\tilde{\chi}$ and $\chi$ respectively, is smooth. We have

$$
\begin{equation*}
\left(T_{\tilde{\chi}} \circ J \circ T_{\chi}^{-1}\right)(u, g)=\left(u,\left(\sigma^{*} \theta_{\chi(u)} \circ \widetilde{\chi}(u)\right)^{-1} \circ g\right) \tag{38}
\end{equation*}
$$

Since $\sigma^{*} \theta_{p}$ does not depend on the choice of $\sigma$, for any $p \in \chi(U)$, we can pick $\sigma=\chi$. Taking (38) into account, one can see that the smoothness of $J$ follows from the smoothness of the map

$$
\ell: U \ni u \mapsto \theta_{\chi(u)} \circ \chi_{*} \circ \widetilde{\chi}(u) \in G L(n, \mathbb{R}) .
$$

Furthermore, $J^{-1}$ is also smooth because

$$
\left(T_{\chi} \circ J^{-1} \circ T_{\tilde{\chi}}^{-1}\right)(u, g)=\left(u, \sigma^{*} \theta_{\chi(u)} \circ \tilde{\chi}(u) \circ g\right) .
$$

Hence $J$ is a bundle isomorphism and $P(M, G L(n, \mathbb{R}))$ and $F M$ are isomorphic, as claimed.

An advantage of such an axiomatic definition of a frame bundle is that it is, at least a priori, translatable into the language of quantum principal bundles. More precisely, we could try to define a quantum frame bundle as a quantum bundle $P(B, A)$ equipped with a horizontal (or strongly horizontal) form $\theta: V \hookrightarrow \Omega^{1}(P)$ satisfying $\Delta_{R} \circ \theta=(\theta \otimes \mathrm{id}) \circ \rho_{R}$, where $\left(V, \rho_{R}\right)$ is an appropriate right $A^{\mathrm{op}}$ (or $A$ ) comodule algebra. (An example of such a construction for the case of a classical group has been provided in [23]; in particular, see Sect. 4 of [23].) It seems interesting to consider in this context bundles over the quantum sphere $S_{q}^{2}$ (see [29] or [9]) with $A=G L_{q}(2, \mathbb{R}$ ) (see p. 161 in [36]), $V$ a quantum plane (see [27]) and $\rho_{R}$ the standard right coaction (see Appendix B in [9]).
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