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#### Abstract

Equal time correlators are studied in completely integrable models. The main example is the quantum non-linear Schrödinger equation. Introduction of an auxiliary Fock space permits us to represent the generating functional of correlators in the form of a determinant of the integral operator.


## 1. Introduction

The Algebraic Bethe Ansatz [1] permits us to advance in the analysis of completely integrable quantum models. Correlation functions are of special interest. The approach of papers [2-6] will be developed here. We shall illustrate new results in correlation functions on the example of the quantum non-linear Schrödinger equation (another name of the model is the one-dimensional Bose gas). The Hamiltonian $H$ and commutation relations of the model are:

$$
\begin{gather*}
H=\int_{0}^{L} d x\left(\partial_{x} \psi^{+} \partial_{x} \psi+c \psi^{+} \psi^{+} \psi \psi\right), \quad c>0, \\
{\left[\psi(x), \psi^{+}(y)\right]=\delta(x-y), \quad[\psi(x), \psi(y)]=\left[\psi^{+}(x), \psi^{+}(y)\right]=0 .} \tag{1.1}
\end{gather*}
$$

Here $\psi$ is a canonical Bose field, $L$ is the length of periodic box and $c$ is a coupling constant. The Fock space in which the quantum fields $\psi, \psi^{+}$act will be called the initial Fock space, because later there will appear another auxiliary Fock space. The algebraic vacuum $|0\rangle$ in the initial Fock space is defined in the standard way:

$$
\begin{equation*}
\psi(x)|0\rangle=0 . \tag{1.2}
\end{equation*}
$$

The dual algebraic vacuum $\langle 0|=|0\rangle^{+}$is also important

$$
\begin{equation*}
\langle 0| \psi^{+}(x)=0, \quad\langle 0 \mid 0\rangle=1 . \tag{1.3}
\end{equation*}
$$

We shall consider the ground state of the model in the sector with fixed density $D$ and calculate correlators for this case. The correlators of conserving currents are of main interest for us. The simplest example is:

$$
\begin{equation*}
\left\langle\psi^{+}(x) \psi(x) \psi^{+}(0) \psi(0)\right\rangle, \quad x>0 . \tag{1.4}
\end{equation*}
$$

In the next section we shall introduce the generating functional of correlation functions.

## 2. Trace Identities

The foundation of the solution of the model both in quantum and classical cases is the Lax representation. The transition matrix $T(x, y / \lambda)$ plays an important role in the inverse scattering method. In the classical case it is defined by the differential equation and initial data:

$$
\left[\frac{\partial}{\partial x}+\frac{i \lambda}{2} \sigma_{3}+\mathbf{q}(x)\right] T(x, y \mid \lambda)=0, \quad T(y, y \mid \lambda)=\left(\begin{array}{ll}
1 & 0  \tag{2.1}\\
0 & 1
\end{array}\right) .
$$

The transition matrix is a $2 \times 2$ matrix, the value $\lambda$ is a spectral parameter, $\sigma_{3}$ is the Pauli matrix $\sigma_{3}=\operatorname{diag}(1,-1)$, and the potential $\mathbf{q}(x)$ is equal to

$$
\mathbf{q}(x)=\sqrt{c}\left(\begin{array}{cc}
0, & i \psi^{+}(x)  \tag{2.2}\\
-i \psi(x), & 0
\end{array}\right)
$$

The transition matrix for period $L$ is called the monodromy matrix $T\left(\lambda_{1}\right)$ :

$$
\begin{equation*}
T(\lambda)=T(L, 0 \mid \lambda) . \tag{2.3}
\end{equation*}
$$

The trace of the monodromy matrix $\tau(\lambda)$ is important,

$$
\begin{equation*}
\tau(\lambda)=\operatorname{tr} T(\lambda) . \tag{2.4}
\end{equation*}
$$

In the quantum case the transition matrix $T(x, y \mid \lambda)$ can be constructed as follows. In the expression for classical $T(x, y \mid \lambda)$, move all $\psi$ to the right and all $\psi^{+}$to the left, then replace them by the quantum operators:

$$
\begin{equation*}
T(x, y \mid \lambda)_{q}=: T(x, y \mid \lambda)_{c l}: . \tag{2.5}
\end{equation*}
$$

This permits us to solve the problem of trace identities in the quantum case. Coefficients of asymptotic decomposition of the transition matrix at $\lambda \rightarrow i \infty$ are reduced to conserving currents. To write down first a few coefficients, let us introduce notations:

$$
\begin{align*}
& T_{1}(\lambda)=T(x, 0 \mid \lambda)=\left(\begin{array}{ll}
A_{1}(\lambda), & B_{1}(\lambda) \\
C_{1}(\lambda), & D_{1}(\lambda)
\end{array}\right), \quad x>0, \\
& a_{1}(\lambda)=\exp \{-i \lambda x / 2\}, \quad d_{1}(\lambda)=\exp \{i \lambda x / 2\} . \tag{2.6}
\end{align*}
$$

At $\lambda \rightarrow i \infty$ the values $A_{1}(\lambda)$ and $D_{1}(\lambda)$ behave as follows:

$$
\begin{align*}
A_{1}(\lambda)= & a_{1}(\lambda)\left\{1+\frac{i c}{\lambda} \int_{0}^{x} \psi^{+}(z) \psi(z) d z+\frac{c}{\lambda^{2}} \psi^{+}(0) \psi(0)\right. \\
& +\frac{c}{\lambda^{2}} \int_{0}^{x} d z \psi^{+}(z) \partial_{z} \psi(z) \\
- & \left.\frac{c^{2}}{2 \lambda^{2}} \int_{0}^{x} d z_{1} \int_{0}^{x} d z_{2} \psi^{+}\left(z_{1}\right) \psi^{+}\left(z_{2}\right) \psi\left(z_{1}\right) \psi\left(z_{2}\right)+O\left(\frac{1}{\lambda^{3}}\right)\right\},  \tag{2.7}\\
& D_{1}(\lambda)=\frac{-c}{\lambda^{2}} a_{1}(\lambda)\left\{\psi^{+}(0) \psi(x)+O\left(\frac{1}{\lambda}\right)\right\} . \tag{2.8}
\end{align*}
$$

As far as we operate with the asymptotic expansion in $1 / \lambda$ we can replace $d_{1}(\lambda)$ by zero:

$$
\begin{equation*}
\exp \{i \lambda x / 2\}=d_{1}(\lambda) \Rightarrow 0 ; \quad \lambda \rightarrow i \infty \tag{2.9}
\end{equation*}
$$

The mean value of $A_{1}(\lambda)$ with respect to the ground state of the model is the generating functional of correlators

$$
\begin{equation*}
\left\langle A_{1}(\mu)\right\rangle . \tag{2.10}
\end{equation*}
$$

For example correlator (1.4) can be expressed as follows:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}} \frac{\left\langle A_{1}(\mu)\right\rangle}{a_{1}(\mu)}=\frac{-c^{2}}{\mu^{2}}\left\langle\psi^{+}(x) \psi(x) \psi^{+}(0) \psi(0)\right\rangle+O\left(\frac{1}{\mu^{3}}\right), \quad \mu \rightarrow i \infty, x>0 . \tag{2.11}
\end{equation*}
$$

Here we replace $\lambda$ by $\mu$ because it will be more convenient later. In Sect. 9 it will be shown that $\left\langle A_{1}(\mu)\right\rangle / a_{1}(\mu)$ is equal to the determinant of the integral operator (in the thermodynamic limit). The kernel of this integral operator will be a quantum operator in the auxiliary Fock space.

## 3. Two-Site Generalized Model

To investigate correlation functions in the framework of the quantum inverse scattering method it is convenient [4-6] to consider the two-site generalized model. Let us regard two matrices $T_{1}(\lambda)$ and $T_{2}(\lambda)$ (the subindex is the number of the site)

$$
T_{1,2}(\lambda)=\left(\begin{array}{ll}
A_{1,2}(\lambda) & B_{1,2}(\lambda)  \tag{3.1}\\
C_{1,2}(\lambda) & D_{1,2}(\lambda)
\end{array}\right) .
$$

The matrix elements of $T_{1}(\lambda)$ and $T_{2}(\lambda)$ are quantum operators in two different Fock spaces (both initial). The vectors

$$
\begin{equation*}
\prod_{j=1}^{N} B_{1}\left(\lambda_{j}\right)|0\rangle_{1} \tag{3.2}
\end{equation*}
$$

form the basis in the first Fock space, and the vectors

$$
\begin{equation*}
\prod_{j=1}^{N} B_{2}\left(\lambda_{j}\right)|0\rangle_{2} \tag{3.3}
\end{equation*}
$$

are the basis in the second Fock space. Commutation relations of $A, B, C, D$ are given by the $R$ matrix:

$$
\begin{equation*}
R(\lambda, \mu)\left(T_{1}(\lambda) \otimes T_{1}(\mu)\right)=\left(T_{1}(\mu) \otimes T_{1}(\lambda)\right) R(\lambda, \mu) \tag{3.4}
\end{equation*}
$$

It is a $4 \times 4$ matrix:

$$
R(\lambda, \mu)=\left(\begin{array}{cccc}
f(\mu, \lambda) & 0 & 0 & 0  \tag{3.5}\\
0 & g(\mu, \lambda) & 1 & 0 \\
0 & 1 & g(\mu, \lambda) & 0 \\
0 & 0 & 0 & f(\mu, \lambda)
\end{array}\right)
$$

Here $f$ and $g$ are equal to:

$$
\begin{equation*}
f(\mu, \lambda)=\left(\frac{\mu-\lambda+i c}{\mu-\lambda}\right), \quad g(\mu, \lambda)=\left(\frac{i c}{\mu-\lambda}\right) . \tag{3.6}
\end{equation*}
$$

The function

$$
\begin{equation*}
h(\mu, \lambda)=\frac{f(\mu, \lambda)}{g(\mu, \lambda)}=\left(\frac{\mu-\lambda+i c}{i c}\right) \tag{3.7}
\end{equation*}
$$

will also be useful. The matrix $T_{2}$ satisfies the same relation (3.4). Matrix elements of $T_{1}$ commute with matrix elements of $T_{2}$. Algebraic vacuums $|0\rangle_{1,2}$ have the following properties:

$$
\begin{gather*}
C_{1,2}(\hat{\lambda})|0\rangle_{1,2}=0, \quad A_{1.2}(\lambda)|0\rangle_{1,2}=a_{1,2}(\lambda)|0\rangle_{1,2},  \tag{3.8}\\
D_{1,2}(\lambda)|0\rangle_{1,2}=d_{1,2}(\lambda)|0\rangle_{1,2} .
\end{gather*}
$$

Here $a_{1,2}(\lambda)$ and $d_{1,2}(\lambda)$ are four arbitrary complex valued functions. We shall vary them later. The matrix product of $T_{2}$ and $T_{1}$

$$
T(\lambda)=T_{2}(\lambda) \cdot T_{1}(\lambda)=\left(\begin{array}{ll}
A(\lambda) & B(\lambda)  \tag{3.9}\\
C(\lambda) & D(\lambda)
\end{array}\right)
$$

is called a monodromy matrix. It also satisfies (3.4). Its algebraic vacuum is equal to

$$
\begin{equation*}
|0\rangle=|0\rangle_{1} \times|0\rangle_{2} . \tag{3.10}
\end{equation*}
$$

Relations

$$
\begin{gather*}
C(\lambda)|0\rangle=0, \quad A(\lambda)|0\rangle=a(\lambda)|0\rangle, \quad D(\lambda)|0\rangle=d(\lambda)|0\rangle,  \tag{3.11}\\
a(\lambda)=a_{1}(\lambda) a_{2}(\lambda), \quad d(\lambda)=d_{1}(\lambda) d_{2}(\lambda)
\end{gather*}
$$

are valid. The basis

$$
\begin{equation*}
\prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle \tag{3.12}
\end{equation*}
$$

can be expressed in terms of (3.2) and (3.3),

$$
\begin{align*}
\prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle= & \sum_{\left\{\lambda_{3}=\left\{\lambda_{\mathrm{II}} \cup\left\{\lambda_{\mathrm{II}}\right\}\right.\right.} \prod_{\mathrm{I}} \prod_{\mathrm{II}} a_{2}\left(\lambda_{\mathrm{I}}\right) d_{1}\left(\lambda_{\mathrm{II}}\right) f\left(\lambda_{\mathrm{I}}, \lambda_{\mathrm{II}}\right) \\
& \times B_{2}\left(\lambda_{\mathrm{II}}\right)|0\rangle_{2} B_{1}\left(\lambda_{\mathrm{I}}\right)|0\rangle_{1} . \tag{3.13}
\end{align*}
$$

Here summation is over partitions of the set $\left\{\lambda_{j}\right\}$ into two disjoint subsets $\left\{\lambda_{1}\right\}$ and $\left\{\lambda_{\text {II }}\right\}$. A similar formula is valid for the dual basis:

$$
\begin{align*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right)= & \sum_{\{\lambda\}=\left\{\lambda_{\mathrm{I}} \cup\left\{\lambda_{\mathrm{II}}\right\}\right.} \prod_{\mathrm{I}} \prod_{\mathrm{II}}{ }_{1}\langle 0| C_{1}\left(\lambda_{\mathrm{I}}\right)_{2}\langle 0| C_{2}\left(\lambda_{\mathrm{II}}\right) \\
& \times f\left(\lambda_{\mathrm{II}}, \lambda_{\mathrm{I}}\right) a_{1}\left(\lambda_{\mathrm{II}}\right) d_{2}\left(\lambda_{\mathrm{I}}\right) . \tag{3.14}
\end{align*}
$$

This permits to express matrix element of $A_{1}(\mu)$ in the form:

$$
\begin{align*}
&\langle 0| \prod_{j=1}^{N} C\left(\lambda_{\mathrm{j}}^{\mathrm{c}}\right) A_{1}(\mu) \prod_{j=1}^{N} B\left(\lambda_{\mathrm{j}}^{B}\right)|0\rangle \\
&= \sum_{1}\langle 0| \prod_{\mathrm{I}} C_{1}\left(\lambda_{\mathrm{I}}^{c}\right) A_{1}(\mu) \prod_{\mathrm{I}} B_{1}\left(\lambda_{\mathrm{I}}^{B}\right)|0\rangle_{{ }_{2}}\langle 0| \prod_{\mathrm{II}} C_{2}\left(\lambda_{\mathrm{II}}^{\mathrm{c}}\right) \prod_{\mathrm{II}} B_{2}\left(\lambda_{\mathrm{II}}^{B}\right)|0\rangle_{2} \\
& \quad \times \prod_{\mathrm{I}} \prod_{\mathrm{II}} a_{2}\left(\lambda_{\mathrm{I}}^{B}\right) d_{2}\left(\lambda_{\mathrm{I}}^{\mathrm{I}}\right) a_{1}\left(\lambda_{\mathrm{II}}^{\mathrm{c}}\right) d_{1}\left(\lambda_{\mathrm{II}}^{B}\right) f\left(\lambda_{\mathrm{I}}^{B}, \lambda_{\mathrm{II}}^{B}\right) f\left(\lambda_{\mathrm{II}}^{\mathrm{c}}, \lambda_{\mathrm{I}}^{\mathrm{c}}\right) . \tag{3.15}
\end{align*}
$$

Here summation is over two independent partitions $\left\{\lambda^{B}\right\}=\left\{\lambda_{\mathrm{I}}^{B}\right\} \cup\left\{\lambda_{\mathrm{II}}^{B}\right\}$ and $\left\{\lambda^{C}\right\}$ $=\left\{\lambda_{I}^{c}\right\} \cup\left\{\lambda_{\text {II }}^{c}\right\}$, except from one condition: number of elements in $\left\{\lambda_{I}^{c}\right\}$ is equal to the number of elements in $\left\{\lambda_{\mathrm{I}}^{B}\right\}\left(\#\left\{\lambda_{\mathrm{I}}^{c}\right\}=\#\left\{\lambda_{\mathrm{I}}^{B}\right\}\right)$.

The eigenfunctions of transfermatrix $\tau(\mu)=A(\mu)+D(\mu)$ (and the Hamiltonian) are given by (3.12) in the case, if the system of transcendental equations are satisfied:

$$
\begin{equation*}
\frac{a\left(\lambda_{n}\right)}{d\left(\lambda_{n}\right)} \prod_{k=1}^{N} \frac{h\left(\lambda_{n}, \lambda_{k}\right)}{h\left(\lambda_{k}, \lambda_{n}\right)}=(-1)^{N-1} . \tag{3.16}
\end{equation*}
$$

The dual eigenfunction is:

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \tag{3.17}
\end{equation*}
$$

with the same set of $\lambda_{j}$.
Nonlinear Schrödinger equation is the special case of two-site generalized model. We must put

$$
\begin{gather*}
a(\lambda)=\exp \{-i \lambda L / 2\}, \quad d(\lambda)=\exp \{i \lambda L / 2\}, \quad L>0,  \tag{3.18}\\
a_{1}(\lambda)=\exp \{-i \lambda x / 2\}, \quad d_{1}(\lambda)=\exp \{i \lambda x / 2\}, \quad x>0,  \tag{3.19}\\
a_{2}(\lambda)=\exp \{i \lambda(x-L) / 2\}, \quad d_{2}(\lambda)=\exp \{i \lambda(L-x) / 2\}, \quad L>x . \tag{3.20}
\end{gather*}
$$

In this case $T_{1}(\lambda)$ from (3.1) will turn into $T_{1}(\lambda)$ from (2.6), the matrix $T_{2}(\lambda)$ from (3.1) will turn into $T(L, x / \lambda)$ which is a special case of (2.5). Monodromy matrix (3.9) will become the monodromy matrix of the nonlinear Schrödinger equation (2.3).

In the next section we shall see that

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) A(\mu) \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle \tag{3.21}
\end{equation*}
$$

is reduced to scalar product:

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle . \tag{3.22}
\end{equation*}
$$

In this way we see that (3.15) reduce matrix element of $A_{1}(\mu)$ to scalar products.

## 4. Scalar Products

The values

$$
\begin{equation*}
\mathscr{S}_{N}=\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle=\mathscr{S}_{N}([a(\lambda), d(\lambda)]) \tag{4.1}
\end{equation*}
$$

are called scalar products. (Here $N$ is the number of the particles.) They were studied in [2], they are functionals of two arbitrary functions $a(\lambda)$ and $d(\lambda)$. The matrix element of $A(\mu)$ :

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) A(\mu) \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle=\langle A(\mu)\rangle[a(\lambda), d(\lambda)] \tag{4.2}
\end{equation*}
$$

also depends on two arbitrary functions $a(\lambda)$ and $d(\lambda)$. Now we shall see that (4.1) and (4.2) are related, if they are evaluated for different functions $a(\lambda)$ and $d(\lambda)$ :

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) A(\mu) \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle^{I}=\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle a(\mu) . \tag{4.3}
\end{equation*}
$$

Index $I$ means that the left-hand side is evaluated for functions $a^{I}(\lambda)$ and $d^{I}(\lambda)$, and the right-hand side is evaluated for $a(\lambda)$ and $d(\lambda)$. Their relation is

$$
\begin{equation*}
a^{I}(\lambda)=a(\lambda) ; \quad d^{I}(\lambda)=d(\lambda) f^{-1}(\mu, \lambda) . \tag{4.4}
\end{equation*}
$$

Let us formulate the theorem
Theorem 1. The values (4.1) and (4.2) are related by the following formula

$$
\begin{equation*}
\langle A(\mu)\rangle\left[a^{I}(\lambda), d^{I}(\lambda)\right]=a(\mu) \mathscr{S}_{N}[a(\lambda), d(\lambda)] \tag{4.5}
\end{equation*}
$$

under the condition that $d^{I}(\mu)=0$.
It can be proved by means of the algebraic Bethe Ansatz [2, 3, 6]. It will be used in Sect. 8 for calculation of the generating functional of correlators.

Now let us present a recursion formula for scalar products, which will play an extremely important role below.

Theorem 2. The scalar products $\mathscr{S}_{N}$ and $\mathscr{S}_{N-1}$ are related by the following formula:

$$
\begin{align*}
\mathscr{S}_{N}([a(\lambda), d(\lambda)])= & a\left(\lambda_{1}^{c}\right) \sum_{n=1}^{N} d\left(\lambda_{n}^{B}\right) g\left(\lambda_{1}^{c}, \lambda_{n}^{B}\right) \prod_{j \neq 1} g\left(\lambda_{1}^{c}, \lambda_{j}^{c}\right) \\
& \times \prod_{k \neq n} g\left(\lambda_{k}^{B}, \lambda_{n}^{B}\right) \mathscr{S}_{N-1}\left(\left[a(\lambda) h\left(\lambda, \lambda_{n}^{B}\right), d(\lambda) h\left(\lambda_{1}^{c}, \lambda\right)\right]\right) \\
& +d\left(\lambda_{1}^{c}\right) \sum_{n=1}^{N} a\left(\lambda_{n}^{B}\right) g\left(\lambda_{n}^{B}, \lambda_{1}^{c}\right) \prod_{j \neq n} g\left(\lambda_{n}^{B}, \lambda_{j}^{B}\right) \prod_{k \neq 1} g\left(\lambda_{k}^{c}, \lambda_{1}^{c}\right) \\
& \times \mathscr{S}_{N-1}\left(\left[a(\lambda) h\left(\lambda, \lambda_{1}^{c}\right), d(\lambda) h\left(\lambda_{n}^{B}, \lambda\right)\right]\right) . \tag{4.6}
\end{align*}
$$

In $\mathscr{S}_{N-1}$ the set $\left\{\lambda^{B}\right\}$ is obtained from the left-hand side by removing $\lambda_{n}^{B}$, and set $\left\{\lambda^{c}\right\}$ by removing $\lambda_{1}^{c}(h(\lambda, \mu)=(\lambda-\mu+i c) / i c)$.

Proof can be given by the techniques of papers [2,7].
I would like to emphasize that (4.6) and

$$
\begin{equation*}
\mathscr{S}_{0}=\langle 0 \mid 0\rangle=1 \tag{4.7}
\end{equation*}
$$

fix $\mathscr{S}_{N}$ in a unique way. In the next section we shall solve the recursion relation (4.6) by means of quantum operators in the auxiliary Fock space.

## 5. Dual Quantum Field Theory

To solve the recursion relation (4.6), let us introduce auxiliary quantum fields in auxiliary Fock space. At first two coordinates $q_{A}(\lambda), q_{D}(\lambda)$ and two momenta $\pi_{D}(\lambda), \pi_{A}(\lambda)$ will be introduced. Their commutation relations are

$$
\begin{equation*}
\left[\pi_{D}(\lambda), q_{D}(\mu)\right]=\ln h(\lambda, \mu), \quad\left[\pi_{A}(\lambda), q_{A}(\mu)\right]=\ln h(\mu, \lambda) \tag{5.1}
\end{equation*}
$$

Here $h(\lambda, \mu)=(\lambda-\mu+i c) / i c$, and $\ln h(\lambda, \lambda)=0$. Other commutators are equal to zero. Vacuum in the auxiliary Fock space also will be denoted by $|0\rangle$. Momenta annihilate it,

$$
\begin{equation*}
\pi_{D}(\lambda)|0\rangle=0, \quad \pi_{A}(\lambda)|0\rangle=0 \tag{5.2}
\end{equation*}
$$

The dual vacuum $\langle 0|$ is the eigenfunction for the coordinates

$$
\begin{equation*}
\langle 0| q_{A}(\lambda)=\ln a(\lambda)\langle 0| ; \quad\langle 0| q_{D}(\lambda)=\ln d(\lambda)\langle 0|, \quad\langle 0 \mid 0\rangle=1 . \tag{5.3}
\end{equation*}
$$

Auxiliary quantum fields $\Phi_{A}(\lambda)$ and $\Phi_{D}(\lambda)$ are defined as follows:

$$
\begin{equation*}
\Phi_{A}(\lambda)=q_{A}(\lambda)+\pi_{D}(\lambda) ; \quad \Phi_{D}(\lambda)=q_{D}(\lambda)+\pi_{A}(\lambda) . \tag{5.4}
\end{equation*}
$$

It is interesting to note that they commute:

$$
\begin{equation*}
\left[\Phi_{A}(\lambda), \Phi_{D}(\mu)\right]=\left[\Phi_{A}(\lambda), \Phi_{A}(\mu)\right]=\left[\Phi_{D}(\lambda), \Phi_{D}(\mu)\right]=0 \tag{5.5}
\end{equation*}
$$

Let us define now the $N \times N$ matrix $S:(g(\lambda, \mu)=i c /(\lambda-\mu))$,

$$
\begin{equation*}
S_{j k}=\frac{g\left(\lambda_{j}^{c}, \lambda_{k}^{B}\right)}{h\left(\lambda_{j}^{c}, \lambda_{k}^{B}\right)} \exp \left\{\Phi_{A}\left(\lambda_{j}^{c}\right)+\Phi_{D}\left(\lambda_{k}^{B}\right)\right\}+\frac{g\left(\lambda_{k}^{B}, \lambda_{j}^{c}\right)}{h\left(\lambda_{k}^{B}, \lambda_{j}^{c}\right)} \exp \left\{\Phi_{A}\left(\lambda_{k}^{B}\right)+\Phi_{D}\left(\lambda_{j}^{c}\right)\right\} \tag{5.6}
\end{equation*}
$$

The determinant of this matrix is well defined (all matrix elements commute) $\operatorname{det}_{N} S$ (the subscript $N$ means dimension of the matrix). The vacuum mean value of this determinant is important:

$$
\begin{equation*}
\langle 0| \operatorname{det}_{N} S|0\rangle . \tag{5.7}
\end{equation*}
$$

To calculate it one must use commutation relations (5.1) to put $\operatorname{det}_{N} S$ in normal order (all $\pi$ to the right, all $q$ to the left). The mean value (5.7) is proportional to the scalar product (4.1).

Theorem 3. The scalar product $\mathscr{S}_{N}$ is equal to:

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle=\prod_{j>k} g\left(\lambda_{j}^{c}, \lambda_{k}^{c}\right) g\left(\lambda_{k}^{B}, \lambda_{j}^{B}\right)\langle 0| \operatorname{det}_{N} S|0\rangle . \tag{5.8}
\end{equation*}
$$

Proof. One should develop $\operatorname{det}_{N} S$ in the first line (associated with $\lambda_{1}^{c}$ ) and note that replacement of the dual vacuum $\langle 0|$ by $\langle 0| \exp \left\{\pi_{D}\left(\lambda_{D}\right)+\pi_{A}\left(\lambda_{A}\right)\right\}$ means replacement of $a(\mu) \rightarrow a(\mu) h\left(\mu, \lambda_{A}\right), d(\mu) \rightarrow d(\mu) h\left(\lambda_{D}, \mu\right)$. Obtained in this way the relation of $\mathscr{S}_{N}$ and $\mathscr{S}_{N-1}$ will coincide with (4.6). The relation $\langle 0 \mid 0\rangle=1$ completes the proof.

## 6. Norms

Now let us use (5.8) to calculate norms $\left\{\lambda^{c}\right\}=\left\{\lambda^{B}\right\}=\{\lambda\}$,

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle=\prod_{j>k} g\left(\lambda_{j}, \lambda_{k}\right) g\left(\lambda_{k}, \lambda_{j}\right)\langle 0| \operatorname{det}_{N} S|0\rangle . \tag{6.1}
\end{equation*}
$$

In this case matrix $S$ looks like:

$$
\begin{gather*}
S_{j k}=\frac{g_{j k}}{h_{j k}} e^{\Phi_{A}\left(\lambda_{j}\right)+\Phi_{D}\left(\lambda_{k}\right)}+\frac{g_{k j}}{h_{k j}} e^{\Phi_{A}\left(\lambda_{k}\right)+\Phi_{D}\left(\lambda_{j}\right)} ; \quad j \neq k,  \tag{6.2}\\
g_{j k} \equiv g\left(\lambda_{j} \lambda_{k}\right), \quad h_{j k}=h\left(\lambda_{j} \lambda_{k}\right), \\
S_{j j}=e^{\Phi_{A}\left(\lambda_{j}\right)+\Phi_{D}\left(\lambda_{j}\right)}\left\{i c \frac{\partial}{\partial \lambda_{j}}\left(\Phi_{A}\left(\lambda_{j}\right)-\Phi_{D}\left(\lambda_{j}\right)\right)-2\right\} \tag{6.3}
\end{gather*}
$$

Let us move all factors $\exp \left(\Phi_{A}\right)$ and $\exp \left(\Phi_{D}\right)$ to the left, so $\operatorname{det}_{N} S$ will be represented in the form

$$
\begin{equation*}
\operatorname{det}_{N} S=\prod_{j=1}^{N} e^{\Phi_{A}\left(\lambda_{j}\right)+\Phi_{D}\left(\lambda_{j}\right)} \operatorname{det}_{N} S \tag{6.4}
\end{equation*}
$$

Matrix $s$ can be written in terms of the field

$$
\begin{gather*}
\varphi(\lambda)=\Phi_{A}(\lambda)-\Phi_{D}(\lambda)=q(\lambda)+p(\lambda) \\
q(\lambda)=q_{A}(\lambda)-q_{D}(\lambda), \quad p(\lambda)=\pi_{D}(\lambda)-\pi_{A}(\lambda) \tag{6.5}
\end{gather*}
$$

only. It is equal to:

$$
\begin{gather*}
s_{j k}=\frac{g_{j k}}{h_{j k}}+\frac{g_{k j}}{h_{k j}} \exp \left\{\varphi\left(\lambda_{k}\right)-\varphi\left(\lambda_{j}\right)\right\} ; \quad k \neq j ;  \tag{6.6}\\
s_{j j}=\left.i c \frac{\partial}{\partial \lambda} \varphi(\lambda)\right|_{\lambda=\lambda_{j}}-2 ; \quad g_{j k}=g\left(\lambda_{j} \lambda_{k}\right)=\frac{i c}{\lambda_{j}-\lambda_{k}} .
\end{gather*}
$$

The result of the action of the square brackets in (6.4) to dual vacuum is

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} e^{\Phi_{A}\left(\lambda_{j}\right)+\Phi_{D}\left(\lambda_{j}\right)}=\left[\prod_{j=1}^{N} a\left(\lambda_{j}\right) d\left(\lambda_{j}\right)\right] \prod_{j, k=1}^{N} h\left(\lambda_{j} \lambda_{k}\right) \cdot\langle\tilde{0}| . \tag{6.7}
\end{equation*}
$$

Here

$$
\begin{equation*}
\langle\tilde{0}|=\langle 0| \prod_{j=1}^{N} \exp \left\{\pi_{D}\left(\lambda_{j}\right)+\pi_{A}\left(\lambda_{j}\right)\right\} . \tag{6.8}
\end{equation*}
$$

Now let us separate from $\varphi(\lambda)$ its vacuum mean value

$$
\begin{equation*}
\varphi(\lambda) \equiv\langle\tilde{0}| \varphi(\lambda)|0\rangle+\varphi^{0}(\lambda) \tag{6.9}
\end{equation*}
$$

Elementary calculations show that

$$
\begin{equation*}
\langle\widetilde{0}| \varphi(\lambda)|0\rangle=\langle\widetilde{0}| q(\lambda)|0\rangle=\ln \frac{a(\lambda)}{d(\lambda)}+\sum_{n=1}^{N} \ln \frac{h\left(\lambda, \lambda_{n}\right)}{h\left(\lambda_{n}, \lambda\right)} . \tag{6.10}
\end{equation*}
$$

So we have for $\varphi^{0}(\lambda)$ :

$$
\begin{gather*}
\varphi^{0}(\lambda)=q^{0}(\lambda)+p^{0}(\lambda) ; \quad p^{0}(\lambda)|0\rangle=0=\langle\widetilde{0}| q^{0}(\lambda),  \tag{6.11}\\
{\left[p^{0}(\lambda), q^{0}(\mu)\right]=-\ln \{h(\lambda, \mu) h(\mu, \lambda)\} \equiv H(\lambda, \mu)=\ln \left(\frac{c^{2}}{c^{2}+(\lambda-\mu)^{2}}\right),}  \tag{6.12}\\
{\left[p^{0}(\lambda), p^{0}(\mu)\right]=0 ; \quad\left[q^{0}(\lambda), q^{0}(\mu)\right]=0=\left[\varphi^{0}(\lambda), \varphi^{0}(\mu)\right] .} \tag{6.13}
\end{gather*}
$$

Later it will be useful to consider the integral operator $\mathbf{H}$ with the kernel $H(\lambda, \mu)$. So we have for norms:

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle=\left\{\prod_{j=1}^{N} a\left(\lambda_{j}\right) d\left(\lambda_{j}\right)\right\} \prod_{j \neq k} f\left(\lambda_{j}, \lambda_{k}\right)\langle\widetilde{0}| \operatorname{det}_{N} s|0\rangle . \tag{6.14}
\end{equation*}
$$

Matrix elements of $s$ is equal to:

$$
\begin{equation*}
s_{j j}=\left.i c \frac{\partial}{\partial \lambda}\left[\ln \frac{a(\lambda)}{d(\lambda)}+\sum_{k=1}^{N} \ln \frac{h\left(\lambda, \lambda_{k}\right)}{h\left(\lambda_{k}, \lambda\right)}\right]\right|_{\lambda=\lambda_{j}}-2+\left.i c \frac{\partial \varphi^{0}(\lambda)}{\partial \lambda}\right|_{\lambda=\lambda_{j}} \tag{6.15}
\end{equation*}
$$

in the case $j \neq k$ we have:

$$
\begin{equation*}
s_{j k}=\frac{g_{j k}}{h_{j k}}+\frac{g_{k j}}{h_{k j}} e^{\varphi^{0}\left(\lambda_{k}\right)-\varphi^{0}\left(\lambda_{j}\right)} \times \frac{a\left(\lambda_{k}\right)}{d\left(\lambda_{k}\right)} \frac{d\left(\lambda_{j}\right)}{a\left(\lambda_{j}\right)} \prod_{n=1}^{N} \frac{h\left(\lambda_{k} \lambda_{n}\right)}{h\left(\lambda_{n} \lambda_{k}\right)} \frac{h\left(\lambda_{n} \lambda_{j}\right)}{h\left(\lambda_{j} \lambda_{n}\right)} . \tag{6.16}
\end{equation*}
$$

Remark. The problem of evaluation of $\langle\tilde{0}| \operatorname{det}_{N} s|0\rangle$ is the problem of normal ordering. One can use standard methods of quantum field theory to evaluate this mean value. In the expression for $\operatorname{det}_{N} s$ let us replace quantum field $\varphi^{0}(\lambda)$ by complex function $\varphi^{0}(\lambda)$, then the mean value of $\operatorname{det}_{N} \sin (6.14)$ can be represented as a functional integral:

$$
\begin{equation*}
\int \Pi d \varphi^{0}(\lambda) \operatorname{det}_{N} s\left[\varphi^{0}(\lambda)\right] \exp \left\{-\frac{1}{2} \int d \lambda d \mu \varphi^{0}(\lambda)\left(H^{-1}\right)(\lambda, \mu) \varphi^{0}(\mu)\right\} \tag{6.17}
\end{equation*}
$$

Here $H^{-1}(\lambda, \mu)$ is the kernel of operator inverse to $\mathbf{H}$.
Now let us study the norms of the eigenfunctions of transfer matrix $\tau(\mu)$. Equation (3.16) permits us to reduce expression (6.16). Finally we have:

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle=\left\{\prod_{j=1}^{N} a\left(\lambda_{j}\right) d\left(\lambda_{j}\right)\right\} \prod_{j \neq k} f\left(\lambda_{j} \lambda_{k}\right)\langle\widetilde{0}| \operatorname{det} \mathbf{n}|0\rangle . \tag{6.18}
\end{equation*}
$$

Matrix $\mathbf{n}$ is equal to:

$$
\begin{align*}
\mathbf{n}_{j k}= & i c \delta_{k j} \frac{\partial}{\partial \lambda_{j}}\left[\ln \frac{a\left(\lambda_{j}\right)}{d\left(\lambda_{j}\right)}+\sum_{n=1}^{N} \ln \frac{h\left(\lambda_{j}, \lambda_{n}\right)}{h\left(\lambda_{n}, \lambda_{j}\right)}\right] \\
& +\frac{g_{j k}}{h_{j k}}+\frac{g_{k j}}{h_{k j}} \exp \left\{\varphi^{0}\left(\lambda_{k}\right)-\varphi^{0}\left(\lambda_{j}\right)\right\} . \tag{6.19}
\end{align*}
$$

Detailed analysis [2] shows that $\varphi^{0}$ in (6.19) can be replaced by zero

$$
\begin{equation*}
\operatorname{det}\left(i c \delta_{k j} \frac{\partial}{\partial \lambda_{j}}\left[\ln \frac{a\left(\lambda_{j}\right)}{d\left(\lambda_{j}\right)}+\sum_{n=1}^{N} \ln \frac{h\left(\lambda_{j}, \lambda_{n}\right)}{h\left(\lambda_{n}, \lambda_{j}\right)}\right]-\frac{2 c^{2}}{c^{2}+\lambda_{j k}^{2}}\right)=\langle\tilde{0}| \operatorname{det} \mathbf{n}|0\rangle . \tag{6.20}
\end{equation*}
$$

## 7. Thermodynamic Limit

In the thermodynamic limit the number of particles $N$ and the length of the box $L$ go to infinity, but the density $D=N / L$ is fixed. The simplest way to describe this is to go back to the nonlinear Schrödinger equation from two-site generalised model (3.18)-(3.20). In the zero temperature case in the ground state parameters $\lambda_{j}$ are condensed $\left(\lambda_{j+1}-\lambda_{j}\right) \sim O(1 / L)$. It is convenient to introduce the distribution
function $\varrho(\lambda)$ of the particles in the momentum space

$$
\varrho\left(\lambda_{j}\right)=1 / L\left(\lambda_{j+1}-\lambda_{j}\right) .
$$

The system of transcendental equations (3.16) turns into the Lieb integral equation,

$$
\begin{equation*}
\varrho(\lambda)-\frac{1}{2 \pi} \int_{-q}^{q} K(\lambda, \mu) \varrho(\mu)=\frac{1}{2 \pi} ; \quad K(\lambda, \mu)=\frac{2 c}{c^{2}+(\hat{\lambda}-\mu)^{2}} . \tag{7.1}
\end{equation*}
$$

Here $q$ is Fermi momentum, and

$$
\begin{equation*}
D=\int_{-q}^{q} \varrho(\lambda) d \lambda . \tag{7.2}
\end{equation*}
$$

In the case of finite temperature the model is described by two distribution functions $\varrho_{h}$ and $\varrho_{p}$ (the distribution of particles and holes). The most important is their ratio, which is denoted by

$$
\begin{equation*}
\varrho_{h}(\lambda) / \varrho_{p}(\lambda)=\exp \{\varepsilon(\lambda) / T\} . \tag{7.3}
\end{equation*}
$$

It is defined by the Yang integral equation:

$$
\begin{equation*}
\varepsilon(\lambda)=\lambda^{2}-h-\frac{T}{2 \pi} \int_{-\infty}^{\infty} K(\lambda, \mu) \ln [1+\exp \{-\varepsilon(\mu) / T\}] d \mu . \tag{7.4}
\end{equation*}
$$

In the papers $[6,8]$ it is shown that in the frame of the Bethe Ansatz there exists a very simple rule to obtain an expression of some value in the finite temperature case. It is enough to take the expression of this value for the zero temperature case and replace the measure of integration:

$$
\begin{equation*}
\int_{-\phi}^{q} d \lambda \cdot \rightarrow \int_{-\infty}^{\infty} \frac{d \lambda}{(1+\exp \{\varepsilon(\lambda) / T\})} . \tag{7.5}
\end{equation*}
$$

Now let us discuss the thermodynamic limit of norms of eigenfunctions (6.18) for zero temperature. Direct calculations show that

$$
\begin{equation*}
\frac{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle}{\left[\prod_{j \neq k} f\left(\lambda_{j} \lambda_{k}\right)\right]\left[\prod_{j=1}^{N} a\left(\lambda_{j}\right) d\left(\lambda_{j}\right) \cdot c \cdot 2 \pi L \varrho\left(\lambda_{j}\right)\right]}=\langle\tilde{0}| \operatorname{det}(1+\mathbf{N})|0\rangle \tag{7.6}
\end{equation*}
$$

Here $\mathbf{N}$ is an integral operator on the interval $[-q, q]$ with the kernel

$$
\begin{equation*}
N(\lambda, \mu)=\left(\frac{c}{\lambda-\mu}\right) \frac{1}{2 \pi}\left(\frac{e^{\varphi^{0}(\mu)-\varphi^{0}(\lambda)}}{\mu-\lambda+i c}-\frac{1}{\lambda-\mu+i c}\right) . \tag{7.7}
\end{equation*}
$$

As the commutator $\left[p^{0}(\lambda), q^{0}(\mu)\right]$ (6.12) vanishes at $\lambda \rightarrow \mu$, the kernel (7.7) is nonsingular and there are no divergences. Using (6.20) it is clear that

$$
\begin{gather*}
\langle\widetilde{0}| \operatorname{det}(1+\mathbf{N})|0\rangle=\operatorname{det}\left(1-\frac{1}{2 \pi} \mathbf{K}\right),  \tag{7.8}\\
K(\lambda, \mu)=2 c /\left[c^{2}+(\lambda-\mu)^{2}\right]
\end{gather*}
$$

In the finite temperature case the operator $\mathbf{N}$ in (7.6) is replaced by the integral operator on the real axis with the kernel

$$
\begin{equation*}
N_{T}(\lambda, \mu)=\frac{N(\lambda, \mu)}{1+\exp \{\varepsilon(\mu) / T\}} . \tag{7.9}
\end{equation*}
$$

Exploitation of (6.20) shows that

$$
\begin{gather*}
\langle\tilde{0}| \operatorname{det}\left(1+\mathbf{N}_{T}\right)|0\rangle=\operatorname{det}\left(1-\frac{1}{2 \pi} \mathbf{K}_{T}\right)  \tag{7.10}\\
K_{T}(\lambda, \mu)=\frac{K(\lambda, \mu)}{1+\exp \{\varepsilon(\mu) / T\}}
\end{gather*}
$$

## 8. Operators $\Omega$

The main aim of this paper is to calculate the generating functional of correlators. It is equal to the mean value of $A_{1}(\mu)$ with respect to the eigenfunction of the transfer matrix [see (2.10)]

$$
\begin{align*}
& \left.\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) A_{1}(\mu) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle\right\rangle^{I},  \tag{8.1}\\
& \frac{a^{I}\left(\lambda_{j}\right)}{d^{I}\left(\lambda_{j}\right)} \prod_{j=1}^{N} \frac{h\left(\lambda_{j} \lambda_{n}\right)}{h\left(\lambda_{n} \lambda_{j}\right)}=(-1)^{N-1} . \tag{8.2}
\end{align*}
$$

Compare with (4.3). We shall introduce a more general object $M_{N}$ which has the recursion formula similar to (4.6). The mean value (8.1) will be a special case of $M_{N}$. Define two operators $\Omega_{1}^{B}$ and $\Omega_{2}^{B}$ acting to the right. Their action on the basis (3.2), (3.3) is by definition:

$$
\begin{align*}
& \Omega_{1}^{B} \prod_{j=1}^{N} B_{1}\left(\lambda_{j}\right)|0\rangle_{1}=\prod_{j=1}^{N} \omega_{1}^{B}\left(\lambda_{j}\right) \prod_{j=1}^{N} B_{1}\left(\lambda_{j}\right)|0\rangle_{1}, \\
& \Omega_{2}^{B} \prod_{j=1}^{N} B_{2}\left(\lambda_{j}\right)|0\rangle_{2}=\prod_{j=1}^{N} \omega_{2}^{B}\left(\lambda_{j}\right) \prod_{j=1}^{N} B_{2}\left(\lambda_{j}\right)|0\rangle_{2} . \tag{8.3}
\end{align*}
$$

Here $\omega_{1,2}^{B}$ are two complex valued functions. Define now two other operators $\Omega_{1}^{c}$ and $\Omega_{2}^{c}$ acting to the left. Their action on the dual basis is by definition:

$$
\begin{align*}
& { }_{1}\langle 0| \prod_{j=1}^{N} C_{1}\left(\lambda_{j}\right) \Omega_{1}^{c}=\prod_{j=1}^{N} \omega_{1}^{c}\left(\lambda_{j}\right)_{1}\langle 0| \prod_{j=1}^{N} C_{1}\left(\lambda_{j}\right),  \tag{8.4}\\
& { }_{2}\langle 0| \prod_{j=1}^{N} C_{2}\left(\lambda_{j}\right) \Omega_{2}^{c}=\prod_{j=1}^{N} \omega_{2}^{c}\left(\lambda_{j}\right)_{2}\langle 0| \prod_{j=1}^{N} C_{2}\left(\lambda_{j}\right) .
\end{align*}
$$

Here $\omega_{1}^{c}(\lambda)$ and $\omega_{2}^{c}(\lambda)$ are two other complex functions. By means of (3.13), (3.14) the matrix element

$$
\begin{equation*}
M_{N}=\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) \Omega_{1}^{c} \Omega_{2}^{c} \Omega_{2}^{B} \Omega_{1}^{B} \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle \tag{8.5}
\end{equation*}
$$

can be written in the form:

$$
\begin{align*}
M_{N}= & \sum_{1}\langle 0| \prod_{\mathrm{I}} C_{1}\left(\lambda_{\mathrm{I}}^{c}\right) \prod_{\mathrm{I}} B_{1}\left(\lambda_{\mathrm{I}}^{B}\right)|0\rangle_{12}\langle 0| \prod_{\mathrm{II}} C_{2}\left(\lambda_{\mathrm{II}}^{c}\right) \prod_{\mathrm{II}} B_{2}\left(\lambda_{\mathrm{II}}^{B}\right)|0\rangle_{2} \\
& \times \prod_{\mathrm{I}} \omega_{1}^{c}\left(\lambda_{\mathrm{I}}^{c}\right) \omega_{1}^{B}\left(\lambda_{\mathrm{I}}^{B}\right) a_{2}\left(\lambda_{\mathrm{I}}^{B}\right) d_{2}\left(\lambda_{\mathrm{I}}^{c}\right) \\
& \prod_{\mathrm{II}} \omega_{2}^{c}\left(\lambda_{\mathrm{II}}^{\mathrm{I}}\right) \omega_{2}^{B}\left(\lambda_{\mathrm{II}}^{B}\right) a_{1}\left(\lambda_{\mathrm{II}}^{\mathrm{I}}\right) d_{1}\left(\lambda_{\mathrm{II}}^{B}\right) \\
& \times \prod_{\mathrm{I}} \prod_{\mathrm{II}} f\left(\lambda_{\mathrm{I}}^{B}, \lambda_{\mathrm{II}}^{B}\right) f\left(\lambda_{\mathrm{II}}^{c}, \lambda_{\mathrm{I}}^{c}\right) . \tag{8.6}
\end{align*}
$$

Here summation is over partition of the set $\left\{\lambda^{B}\right\}=\left\{\lambda_{\mathrm{I}}^{B}\right\} \cup\left\{\lambda_{\mathrm{II}}^{B}\right\}$ and independent partition of the set $\left\{\lambda^{c}\right\}=\left\{\lambda_{I}^{c}\right\} \cup\left\{\lambda_{\text {II }}^{c}\right\}$ with one condition $\#\left\{\lambda_{I}^{c}\right\}=\#\left\{\lambda_{I}^{B}\right\}$. Formula (8.6) represents $M_{N}$ in terms of scalar products. It can be used as a definition of $M_{N}$.

It is useful to recall that $M_{N}$ depends on eight arbitrary functions,

$$
\begin{equation*}
M_{N}=M_{N}\left(\left[\omega_{1,2}^{B, c}(\lambda), a_{1,2}(\lambda), d_{1,2}(\lambda)\right]\right) \tag{8.7}
\end{equation*}
$$

By means of (4.5) one can see that the matrix element of $A_{1}(\mu)$ is the special case of $M_{N}[$ see (3.15) $]$,

$$
\begin{equation*}
\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) A_{1}(\mu) \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle^{I}=a_{1}(\mu)\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}^{c}\right) \Omega_{1}^{c} \Omega_{2}^{c} \Omega_{2}^{B} \Omega_{1}^{B} \prod_{j=1}^{N} B\left(\lambda_{j}^{B}\right)|0\rangle . \tag{8.8}
\end{equation*}
$$

The left-hand side depends on arbitrary functions with the index $I\left(d_{1}^{I}(\mu)=0\right)$. The arbitrary functions of the right-hand side are equal to

$$
\begin{gather*}
\omega_{1}^{B}=\omega_{1}^{c}=\omega_{2}^{c}=1 ; \quad \omega_{2}^{B}(\lambda)=f^{-1}(\mu, \lambda) \\
a_{1}(\lambda)=a_{1}^{I}(\lambda) ; \quad a_{2}(\lambda)=a_{2}^{I}(\lambda) ; \quad d_{2}(\lambda)=d_{2}^{I}(\lambda)  \tag{8.9}\\
d_{1}(\lambda)=d_{1}^{I}(\lambda) f(\mu, \lambda) .
\end{gather*}
$$

## 9. Generating Functional of Correlators

The program of Sect. 4-7 can be done for $M_{N}$ (8.6). In the thermodynamic limit it is equal to the determinant similar to (7.6). Formula (8.8) permits us to calculate the mean value of $A_{1}(\mu)$, which is the generating functional of correlators for the nonlinear Schrödinger equation [at $\mu \rightarrow i \infty$, see (2.9) and (2.10)]. [We need asymptotic decomposition of $\left\langle A_{1}(\mu)\right\rangle / a_{1}(\mu)$ in $1 / \mu$.] The answer for the thermodynamic limit of $\left\langle A_{1}(\mu)\right\rangle$ [see (8.1), (8.2)] is:

$$
\begin{equation*}
\frac{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) A_{1}(\mu) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle}{a_{1}(\mu)\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle}=\frac{\langle 0| \operatorname{det}(1+\mathbf{V})|0\rangle}{\operatorname{det}\left(1-\frac{1}{2 \pi} \mathbf{K}\right)} . \tag{9.1}
\end{equation*}
$$

The denominator in the right-hand side is defined by formula (7.8). In the numerator $\mathbf{V}$ is the integral operator on the segment $[-q, q]$ with the kernel
$V\left(\lambda_{1}, \lambda_{2}\right):$

$$
\begin{align*}
2 \pi c V\left(\lambda_{1}, \lambda_{2}\right)= & \frac{g\left(\lambda_{1} \lambda_{2}\right)}{h\left(\lambda_{1} \lambda_{2}\right)}+\frac{g\left(\lambda_{2} \lambda_{1}\right)}{h\left(\lambda_{2} \lambda_{1}\right)} e^{i x\left(\lambda_{2}-\lambda_{1}\right)} \times e^{\varphi_{62}\left(\lambda_{2}\right)-\varphi_{62}\left(\lambda_{1}\right)} \\
& +f\left(\mu, \lambda_{1}\right) e^{\varphi_{31}\left(\lambda_{1}\right)} e^{\varphi_{42}\left(\lambda_{2}\right)} \times\left[\frac{g\left(\lambda_{2}, \lambda_{1}\right)}{h\left(\lambda_{2}, \lambda_{1}\right)}+\frac{g\left(\lambda_{1} \lambda_{2}\right)}{h\left(\lambda_{1} \lambda_{2}\right)} e^{i x\left(\lambda_{2}-\lambda_{1}\right)}\right. \\
& \left.\times \frac{f\left(\mu, \lambda_{2}\right)}{f\left(\mu, \lambda_{1}\right)} \times \exp \left\{\varphi_{73}\left(\lambda_{1}\right)-\varphi_{73}\left(\lambda_{2}\right)\right\}\right] . \tag{9.2}
\end{align*}
$$

It depends on four quantum fields $\varphi_{a}$ where the index $a$ runs through four values $a=62 ; 73 ; 31 ; 42$. Each field can be represented in the form

$$
\begin{equation*}
\varphi_{a}(\lambda)=q_{a}(\lambda)+p_{a}(\lambda) . \tag{9.3}
\end{equation*}
$$

They act on the vacuum as follows:

$$
p_{a}(\lambda)|0\rangle=0 ; \quad\langle 0| q_{a}(\lambda)=0 .
$$

Commutation relations are:

$$
\begin{align*}
& {\left[p_{62}(\lambda), q_{62}(\mu)\right]=H(\lambda, \mu)=\ln \left(\frac{c^{2}}{c^{2}+(\lambda-\mu)^{2}}\right)=-\ln \{h(\lambda, \mu) h(\mu, \lambda)\},} \\
& {\left[p_{73}(\lambda), q_{73}(\mu)\right]=H(\lambda, \mu),} \\
& {\left[p_{31}(\lambda), q_{31}(\mu)\right]=H(\lambda, \mu),} \\
& {\left[p_{42}(\lambda), q_{42}(\mu)\right]=H(\lambda, \mu),} \\
& {\left[p_{62}(\lambda), q_{73}(\mu)\right]=0=\left[p_{73}(\mu), q_{62}(\lambda)\right],}  \tag{9.4}\\
& {\left[p_{62}(\lambda), q_{31}(\mu)\right]=\ln h(\mu, \lambda)=\left[p_{31}(\mu), q_{62}(\lambda)\right],} \\
& {\left[p_{62}(\lambda), q_{42}(\mu)\right]=-\ln h(\lambda, \mu)=\left[p_{42}(\mu), q_{62}(\lambda)\right],} \\
& {\left[p_{73}(\lambda), q_{31}(\mu)\right]=\ln h(\lambda, \mu)=\left[p_{31}(\mu), q_{73}(\lambda)\right],} \\
& {\left[p_{73}(\lambda), q_{42}(\mu)\right]=-\ln h(\mu, \lambda)=\left[p_{42}(\mu), q_{73}(\lambda)\right],} \\
& {\left[p_{31}(\lambda), q_{42}(\mu)\right]=-H(\lambda, \mu)=\left[p_{42}(\mu), q_{31}(\lambda)\right] .}
\end{align*}
$$

One should emphasize that all four fields $\varphi_{a}$ commute,

$$
\begin{equation*}
\left[\varphi_{a}(\lambda), \varphi_{b}(\mu)\right]=0, \quad a, b=62 ; 73 ; 31 ; 42 . \tag{9.5}
\end{equation*}
$$

Formula (9.1) is the main result of the paper. It permits us to calculate correlators of the model in terms of the auxiliary quantum field theory. The fact that the quantum fields $\varphi_{a}$ commute permits us to transform the determinant as a classical one. It is convenient to analyze asymptotics of correlators at large distances.

Finally I would like to mention that everything simplifies at $c \rightarrow \infty$. In this case all commutators are equal to zero and

$$
\begin{gather*}
\langle\tilde{0}| \operatorname{det}(1+\mathbf{V})|0\rangle=\operatorname{det}\left(1+\mathbf{V}^{0}\right), \\
V^{0}\left(\lambda_{1}, \lambda_{2}\right)=\frac{c}{2 \pi\left(\lambda_{1}-\lambda_{2}\right)}\left(\frac{1}{\mu-\lambda_{1}}+\frac{\exp \left\{i x\left(\lambda_{2}-\lambda_{1}\right)\right\}}{\lambda_{2}-\mu}\right) . \tag{9.6}
\end{gather*}
$$

The asymptotic expansion of $\operatorname{det}\left(1+\mathbf{V}^{0}\right)$ at $\mu \rightarrow i \infty$ is direct. Using trace identities one obtains the correct result (2.11):

$$
\begin{equation*}
\left\langle\psi^{+}(x) \psi(x) \psi^{+}(0) \psi(0)\right\rangle=\left(\frac{q}{\pi}\right)^{2}-\left(\frac{\sin q x}{\pi x}\right)^{2} ; \quad D=\frac{q}{\pi} . \tag{9.7}
\end{equation*}
$$

At finite temperature, $\mathbf{V}$ in (9.1) is replaced by $\mathbf{V}_{T}$ (this is the integral operator on the real axis). Its kernel is equal to

$$
\begin{equation*}
V_{T}\left(\lambda_{1}, \lambda_{2}\right)=V\left(\lambda_{1}, \lambda_{2}\right) /\left(1+\exp \left\{\varepsilon\left(\lambda_{2}\right) / T\right\}\right) . \tag{9.8}
\end{equation*}
$$

At $c=\infty$ we obtain the correct result:

$$
\begin{equation*}
\left\langle\psi^{+}(x) \psi(x) \psi^{+}(0) \psi(0)\right\rangle=D^{2}-\frac{1}{4 \pi^{2}}\left[\int_{-\infty}^{\infty} \frac{e^{i x \lambda} d x}{1+\exp \left\{\left(\lambda^{2}-\hbar\right) / T\right\}}\right]^{2} . \tag{9.9}
\end{equation*}
$$

I would like to mention that ideas of papers [2-6] were developed also in a different direction. F. A. Smirnov and A. N. Kirilov have calculated the senior Fourier coefficient of the form factor.
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