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#### Abstract

The large deviation properties of $p^{*}$, the approximation to the conditional density of the maximum likelihood estimator, and $r^{*}$, the modified directed likelihood, are studied. Attention is restricted to curved exponential models. Various specifications of an approximate ancillary, which are required in the construction of $p^{*}$ and $r^{*}$, are considered, including: a modified directed likelihood ancillary, $a^{*}$, and an unmodified directed likelihood ancillary, $a^{o}$. It is shown that if $a^{*}$ is used then $p^{*}$ and $r^{*}$ achieve saddlepoint accuracy on both normal and large deviation regions; if, on the other hand, $a^{o}$ is used in the construction of $p^{*}$, then saddlepoint accuracy is not achieved, though the relative error still stays bounded on large deviation regions. It is also shown that if $a^{o}$ rather than $a^{*}$ is held fixed in the sample space differentiations needed to calculate $r^{*}$, then saddlepoint accuracy is still attained in both normal and large deviation regions. On a first impression, the last result is a little surprising because, in a repeated sampling framework, $a^{o}$ is only ancillary to order $O\left(n^{-1 / 2}\right)$. However, this finding is also of direct practical interest because, from the point of view of calculation, $a^{o}$ is often substantially easier to work with than $a^{*}$. An important aspect of our approach is the development of guidelines, referred to as Laplace-spa calculus, for the construction of invariant saddlepoint-style approximations to marginal and conditional densities. Finally, connections between recent work by Jensen and the results of this paper are discussed and clarified.
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## 1. Introduction

This paper is concerned with the large deviation properties of $p^{*}$ and $r^{*}$ in $(m, d)$ exponential models (i.e. curved exponential models). In notation which is described in more detail in Section 2, $p^{*}$ is the approximation $p^{*}=c|\hat{\mathrm{j}}|^{1 / 2} \mathrm{e}^{\ell-\hat{\ell}}$ to the (conditional) density of the maximum likelihood estimator and $r^{*}=r+r^{-1} \log (u / r)$ is the modified directed likelihood, where $r$ is the unmodified directed, or signed, likelihood and $u$ is a certain test statistic. Further details of $p^{*}$ and $r^{*}$ are given by Barndorff-Nielsen (1983; 1986; 1991), McCullagh (1987), Fraser (1988), Reid (1988), Skovgaard (1990) and Barndorff-Nielsen and Cox (1994).

[^0]In $(m, d)$ exponential models, $m$ is the dimension of the canonical statistic $t$, and $d$ is the dimension of $\hat{\omega}$, the maximum likelihood estimator of the parameter $\omega$. In $(m, m)$ exponential models, $\hat{\omega}$ is a minimal sufficient statistic and in this case $p^{*}$ is known to be equivalent to a normalized saddlepoint approximation; see, for example, Barndorff-Nielsen and Cox (1994). However, to determine $p^{*}$ when $d<m$, it is necessary to specify a second statistic, $a$, of dimension $k=m-d$ with the following properties: (i) ( $\hat{\omega}, a$ ) should be jointly sufficient; and (ii) $a$ should be exactly or approximately ancillary. Typically $a$ will be constructed in such a way that it has an asymptotic $k$-dimensional standard normal distribution.

A normal deviation region is one in which $\hat{\omega}-\omega$ and $\bar{a}=n^{-1 / 2} a$ are both of order $O\left(n^{-1 / 2}\right)$, where $n$ is the sample size in a repeated sampling framework. A number of authors have studied the accuracy of $p^{*}$ in normal deviation regions: the basic finding is that, provided $a$ is ancillary to order $O\left(n^{-1}\right)$ (and locally ancillary to order $O\left(n^{-3 / 2}\right)$ ), $p^{*}$ has error $O\left(n^{-3 / 2}\right)$ on normal deviation regions; see Barndorff-Nielsen and Cox (1994) for further details and references. However, under general ( $m, d$ ) exponential models with $d<m$, little attention has been given to the properties of $p^{*}$ in large deviation regions (that is, regions in which one or both of $\hat{\omega}-\omega$ and $\bar{a}$ are of the order $O(1)$ ), but see Skovgaard (1990). We comment on Skovgaard's discussion in more detail in Section 6.

Much of our attention will be focused on two particular types of approximate ancillary: the modified and unmodified directed likelihood ancillaries, $a^{*}$ and $a^{o}$, respectively. It is shown that if $a^{*}$ is used in the construction of $p^{*}$, then both have saddlepoint accuracy. That is, for either normal or large deviations of $a^{*}$, the $p^{*}$ approximation to the conditional density of $\hat{\omega}$ given $a^{*}$ has relative error of order $O\left(n^{-3 / 2}\right)$ and $O\left(n^{-1}\right)$ for normal and large deviation regions of $\hat{\omega}-\omega$, respectively. If, on the other hand, $a^{o}$ is used in the construction of $p^{*}$, then saddlepoint accuracy is not achieved, though the relative error still stays bounded on large deviation regions.

In the case of $r^{*}$, our conclusions are more subtle: the standard normal approximation to the distribution of $r^{*}$ may be interpreted as an approximation to the conditional distribution of $r^{*}$ given $a^{*}$ regardless of whether we keep $a^{*}$ or $a^{o}$ fixed in the required sample space differentiations. On a first impression, this finding may seem surprising because $a^{o}$ is only ancillary to order $O\left(n^{-1 / 2}\right)$. This finding is also of direct practical interest because, from the point of view of calculation, $a^{o}$ is usually far easier to work with than $a^{*}$.

We also give some consideration to a general class of first-order ancillaries which includes the Efron-Hinkley and score ancillaries. It is shown that, if an ancillary in this class is used in the construction of $p^{*}$, then typically the relative error in $p^{*}$ does not stay bounded if the ancillary varies over a large deviation region.

Our strategy is to compare $p^{*}$, and the standard normal approximation to the distribution of $r^{*}$, with certain saddlepoint-type approximations. This approach is closely connected to recent developments in saddlepoint and related approximations to marginal and conditional distributions involving nonlinear statistics. A number of authors have been involved in these developments, including Tierney et al. (1989), Fraser (1990), DiCiccio et al. (1990), Barndorff-Nielsen (1990; 1991), Daniels and Young (1991), DiCiccio and Martin (1991), Jensen (1992) and Jing and Robinson (1994). The basic ideas may be summarized as follows. Given an approximation to the joint density of a set of variables, for example a saddlepoint approximation, we estimate marginal densities by applying Laplace's approximation to the
appropriate integral of the joint density approximation, and we estimate conditional densities as the joint density estimate divided by the appropriate marginal density estimate. A more detailed specification of this approach is given in Section 4. In the case of one-dimensional variables, tail probabilities may then be estimated by applying Temme's (1982) method to the relevent marginal or conditional density approximation.

Empirical evidence suggests that approximations of the type indicated above are typically very accurate; see, for example, Barndorff-Nielsen and Cox (1994), Barndorff-Nielsen and Schmidli (1995) and Jensen (1995). Moreover, the mathematical form of these approximations suggests that they will generally have desirable relative error properties on large deviation regions. However, except in particular cases, rigorous mathematical proofs are lacking, particularly when conditioning is involved. Rigorous justification of these approximations under general conditions is an open problem, though the technical difficulties can be avoided by restricting attention to 'local' large deviations. Further discussion is given in Section 3.

In Section 2, more detailed definitions of $p^{*}, r^{*}$ and the approximate ancillaries $a^{*}$ and $a^{o}$ are given. In Section 3 our main results are presented, and proofs are given in Section 5. Saddlepoint approximations for nonlinear statistics are reviewed in Section 4, and the issue of normalization is also discussed. The main focus is on the construction of invariant forms of these approximations, and the resulting guidelines are referred to as Laplace-spa calculus (where spa is an abreviation for saddlepoint approximation). We conclude in Section 6 with some discussion of our results, and we also clarify the connection between the results in this paper and those of Jensen (1992). An illustrative example is considered in Sections 2 and 6.

Finally, some remarks on notation. For $q \geqslant 1$ and vectors $x_{1} \in \mathbb{R}^{p_{1}}, \ldots, x_{q} \in \mathbb{R}^{p_{q}}$, we identify $\mathbb{R}^{p_{1}} \times \cdots \times \mathbb{R}^{p_{q}}$ with $\mathbb{R}^{p_{1}+\cdots+p_{q}}$ and define the following norm on $\mathbb{R}^{p_{1}} \times \cdots \times \mathbb{R}^{p_{q}}$ :

$$
\left\|x_{1}, \ldots, x_{q}\right\|=\left\{\sum_{j=1}^{q} \sum_{i=1}^{p_{j}}\left(x_{j}^{i}\right)^{2}\right\}^{1 / 2}
$$

For each $\gamma>0$, we define the open ball

$$
B_{\gamma}=\left\{\left(x_{1}, \ldots, x_{q}\right):\left\|x_{1}, \ldots, x_{q}\right\|<\gamma\right\} \subset \mathbb{R}^{p_{1}+\cdots+p_{q}} .
$$

The dimensions of the vectors concerned will usually not be made explicit. A bar over a quantity such as $r, u$ or $a$ will indicate multiplication by $n^{-1 / 2}$ : i.e. $\bar{r}=n^{-1 / 2} r, \bar{u}=n^{-1 / 2} u$ and so on. The motivation for doing this will be explained in Section 2.4. The notation for likelihood derivatives will follow Barndorff-Nielsen and Cox (1994).

## 2. Preliminaries

### 2.1. Curved exponential models

We begin with the definition of a prime exponential model. Consider a model $\mathscr{N}$ with model function of the form

$$
\begin{equation*}
p(y ; \theta)=a_{0}(y) \exp \left\{\theta^{\mathrm{T}} s(y)-\kappa(\theta)\right\} \quad \theta \in \Theta \tag{2.1}
\end{equation*}
$$

where $\Theta=\left\{\theta: \int a_{0}(y) \exp \left\{\theta^{\mathrm{T}} s(y)\right\} \mu(\mathrm{d} y)<\infty\right\}, \mu$ is a dominating measure, and the canonical parameter $\theta$ and canonical statistic $s$ are assumed to have dimension $m$. Write $\Theta^{0}$ for the interior of $\Theta$, and let $\mathscr{L b}^{0}$ denote the model obtained from $\mathscr{l}$ by deleting all $p(. ; \theta)$ for which $\theta \in \Theta \backslash \Theta^{0}$. Consider the following condition: for any $\theta_{0} \in \Theta^{0}$ and for any point $\theta_{1} \in \Theta \backslash \Theta^{0}$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} \lambda} \kappa\left(\lambda \theta_{1}+(1-\lambda) \theta_{0}\right) \rightarrow \infty
$$

as $\lambda$ tends to 1 from below. If this condition is satisfied, then $\mathscr{\mathscr { C }}, \mathscr{L}^{0}$ and $\kappa(\theta)$ are said to be steep. By definition, $\mathscr{K}^{0}$ is a prime exponential model if it is steep. Important properties of prime exponential models are summarized in Barndorff-Nielsen and Cox (1994, pp. 63-64).

Now suppose that the canonical parameter $\theta$ is restricted to be a smooth function of a parameter $\omega$ of dimension $d<m$, and domain of variation $\Omega$. The resulting model, referred to below as $\mathscr{C}_{\Omega}$, has a model function of the form

$$
\begin{equation*}
p(y ; \omega)=a_{0}(y) \exp \left[\theta^{\mathrm{T}}(\omega) s(y)-\kappa\{\theta(\omega)\}\right], \quad \omega \in \Omega \tag{2.2}
\end{equation*}
$$

Assuming that $\theta(\Omega)$ does not lie in an affine subspace of $\Theta$, (2.2) defines a curved exponential model or, more specifically, an ( $m, d$ ) exponential model. The original model (2.1) is referred to as the ambient ( $m, m$ ) exponential model for the curved exponential model (2.2). Throughout this paper it is assumed that the ambient model is a prime exponential model. This is in fact the case for most exponential models of applied interest.

It will be assumed that $s(y)=\sum_{i=1}^{n} y_{i}$, where the $y_{i}$ are realizations of independent and identically distributed random vectors, and we shall take as our starting point the density, with respect to Lebesgue measure on $\mathbb{R}^{m}$, of the minimal sufficient statistic $t=n^{-1} s(y)$. This density is given by

$$
\begin{equation*}
p(t ; \omega)=a_{1}(t) \exp \left\{n\left[\theta^{\mathrm{T}}(\omega) t-K\{\theta(\omega)\}\right]\right\} \tag{2.3}
\end{equation*}
$$

where $K\{\theta(\omega)\}=n^{-1} \kappa\{\theta(\omega)\}$. In general, the density (2.3) need not exist. However, throughout this paper we shall be working under an assumption, given in (3.1) below, which ensures the existence of this density for $n$ sufficiently large.

The assumption that the $y_{i}$ are independent and identically distributed can certainly be weakened significantly. The key requirement is essentially that the cumulants of the canonical statistic $n t$ should be $O(n)$.

### 2.2. The $p^{*}$ formula

The $p^{*}$ formula for curved exponential models is now introduced. Taking (2.3) as our starting point, let $a$ be a quantity of dimension $k=m-d$ with the following two properties, for $n$ sufficiently large: (i) there is a smooth one-one relationship between the canonical statistic $t$ and $(\hat{\omega}, a)$, where $\hat{\omega}$ is the maximum likelihood estimator of $\omega$ under model $\mathbb{L b}_{\Omega}$; (ii) $a$ is approximately distribution constant under model $\mathbb{L}_{\Omega}$. For example, $a^{*}$ defined in
(2.11) below satisfies these requirements; more detailed discussion is given in Sections 2.4 and 2.5 . For reasons to be explained there, it will generally be more convenient and appropriate to work with $\bar{a}=n^{-1 / 2} a$ rather then $a$.

Let $p(\hat{\omega} ; \omega \mid \bar{a})$ denote the true conditional density of the maximum likelihood estimator, $\hat{\omega}$, given $\bar{a}$. Then $p(\hat{\omega} ; \omega \mid \bar{a})$ may be approximated by $p^{*}(\hat{\omega} ; \omega \mid \bar{a})$, with the latter given by

$$
\begin{equation*}
p^{*}(\hat{\omega} ; \omega \mid \bar{a})=c|j(\hat{\omega})|^{1 / 2} \exp \{\ell(\omega)-\ell(\hat{\omega})\} \tag{2.4}
\end{equation*}
$$

where $\ell(\omega)$ and $\ell(\hat{\omega})$ are the log-likelihood for the model evaluated at the true parameter and the maximum likelihood estimator, respectively; $j(\hat{\omega})$ is the observed information evaluated at the maximum likelihood estimator; and $c=c(\omega, \bar{a})$ is an exact or approximate normalizing constant; see Section 4 for further discussion. Further details of the $p^{*}$ formula are given in Barndorff-Nielsen (1980; 1983), Barndorff-Nielsen and Cox (1994), McCullagh (1987) and Skovgaard (1990).

The log-likelihood $\ell(\omega)$ which appears in (2.4) is given by

$$
\begin{align*}
\ell(\omega) \equiv \ell(\omega ; \hat{\omega}, \bar{a}) & =n\left[\theta^{\mathrm{T}}(\omega) t-K\{\theta(\omega)\}\right] \\
& =n\left[\theta^{\mathrm{T}}(\omega) h(\hat{\omega}, \bar{a})-K\{\theta(\omega)\}\right] \tag{2.5}
\end{align*}
$$

where $t=h(\hat{\omega}, \bar{a})$ for some one-one function $h$. The $d \times d$ matrix $j(\hat{\omega})$ in (2.4) denotes the observed information function

$$
j(\hat{\omega})=j(\omega ; \hat{\omega}, \bar{a})=\frac{\partial^{2} \ell(\omega ; \hat{\omega}, \bar{a})}{\partial \omega \partial \omega^{\mathrm{T}}}
$$

In general, the $p^{*}$ formula provides a very good approximation to $p$. For transformation models, $p^{*}$ is generally exact. For ( $m, d$ ) exponential models that are not transformation models, it is known that $p^{*}$ typically has relative error of order $O\left(n^{-3 / 2}\right)$ on normal deviation regions, provided that $a$ is ancillary to order $O\left(n^{-1}\right)$; see Barndorff-Nielsen (1983) and Barndorff-Nielsen and Cox (1994). A detailed discussion of the accuracy of $p^{*}$ in exponential models with $d=m$ is given by Barndorff-Nielsen and Cox (1979).

However, for $d<m$, there are no clear results in the literature on the accuracy of $p^{*}$ in large deviation regions. This question is addressed in Theorem 3.1 below.

### 2.3. The $r^{*}$ formula

We shall view $\omega=(\psi, \chi)$ as consisting of a scalar parameter of interest, $\psi$, and a vector, $\chi$, of $d-1$ nuisance parameters. We write $\hat{\chi}_{\psi}$ for the partial maximum likelihood estimator of $\chi$ when $\psi$ is prescribed and held fixed. The directed, or signed, likelihood is defined by

$$
\begin{equation*}
r_{\psi}=\operatorname{sign}(\hat{\psi}-\psi)\left[2\left\{\ell(\hat{\omega})-\ell\left(\hat{\omega}_{\psi}\right)\right\}\right]^{1 / 2} \tag{2.6}
\end{equation*}
$$

where $\hat{\omega}_{\psi}=\left(\psi, \hat{\chi}_{\psi}\right)$, and the modified directed likelihood $r_{\psi}^{*}$ is defined by

$$
\begin{equation*}
r_{\psi}^{*}=r_{\psi}+r_{\psi}^{-1} \log \left(u_{\psi} / r_{\psi}\right), \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{\psi}=\left|\left[\ell_{\chi ; \hat{\omega}}\left(\hat{\omega}_{\psi}\right) \ell_{; \hat{\omega}}(\hat{\omega})-\ell_{; \hat{\omega}}\left(\hat{\omega}_{\psi}\right)\right]\right| /\left\{\left|j_{\chi \chi}\left(\hat{\omega}_{\psi}\right) \| j(\hat{\omega})\right|\right\}^{1 / 2} \tag{2.8}
\end{equation*}
$$

and [.] is a partitioned matrix whose last column is given by

$$
\ell_{; \hat{\omega}}(\omega)=\ell_{; \hat{\omega}}(\omega ; \hat{\omega}, \bar{a})=\left(\frac{\partial \ell(\omega ; \hat{\omega}, \bar{a})}{\partial \hat{\omega}^{q}} ; q=1, \ldots, d\right)
$$

and the $d \times(d-1)$ submatrix consisting of the first $d-1$ columns is given by

$$
\ell_{\chi ; \hat{\omega}}(\omega)=\ell_{\chi ; \hat{\omega}}(\omega ; \hat{\omega}, \bar{a})=\left(\frac{\partial^{2} \ell(\omega ; \hat{\omega}, \bar{a})}{\partial \chi^{s} \partial \hat{\omega}^{q}} ; q=1, \ldots, d ; s=1, \ldots, d-1\right)
$$

An important point here is that $\bar{a}$ is held fixed while the sample space differentiation $\partial / \partial \hat{\omega}$ is performed. Note that, apart from in $(m, m)$ exponential models, it is essential to specify $\bar{a}$ if we are to calculate $u_{\psi}$ in (2.8). For further details of the notation used in (2.8), see BarndorffNielsen (1991) and Barndorff-Nielsen and Cox (1994).

### 2.4. Directed likelihood ancillaries

A procedure for constructing asymptotically normal ancillaries in ( $m, d$ ) exponential models will now be described. This type of construction was suggested in Barndorff-Nielsen (1986); see also Barndorff-Nielsen and Cox (1994, p. 235).

As before, let $\theta$ be the canonical parameter of the ambient ( $m, m$ ) exponential model. Consider an alternative parametrization $(\omega, \eta)$ of the ambient model, where $\omega$ has dimension $d, \eta$ has dimension $k$ and $m=d+k$. For convenience, we write $\theta=\theta(\omega, \eta)$. The idea is to choose the parameter $\eta$ so that, for some fixed $\eta_{(0)}$, the constraint $\eta=\eta_{(0)}$ determines $\mathscr{M}_{\Omega}$, the ( $m, d$ ) exponential model under study. As before, we assume that $\omega=(\psi, \chi)$, where $\psi$ is the scalar parameter of interest, and $\chi$ is a nuisance parameter vector of dimension $d-1$. Our aim is to conduct inference for $\psi$ under $\mathscr{C}_{\Omega}$, the model determined by the constraint $\eta=\eta_{(0)}$, treating $\chi$ as a nuisance parameter vector. To construct $r_{\psi}^{*}$ in (2.7), we need to specify an ancillary of dimension $k$ which is kept fixed while the sample space differentiations in $u_{\psi}$ are performed. We now explain how to construct two, mutually related, $k$-dimensional approximate ancillaries, $a^{*}$ and $a^{o}$, based on directed likelihoods.

Consider the following sequence of hypotheses involving $\eta=\left(\eta^{1}, \ldots, \eta^{k}\right)$ and $\eta_{(0)}=$ $\left(\eta_{(0)}^{1}, \ldots, \eta_{(0)}^{k}\right)$.
$H_{0}: \omega$ unspecified, $\eta=\eta_{(0)}$.
$H_{j}: \omega$ unspecified, $\eta^{1}, \ldots, \eta^{j}$ unspecified,

$$
\eta^{j+1}=\eta_{(0)}^{j+1}, \ldots, \eta^{k}=\eta_{(0)}^{k}, \quad 1 \leqslant j \leqslant k-1
$$

$H_{k}: \omega$ unspecified, $\eta$ unspecified.

Observe that $H_{0} \subset H_{1} \subset \ldots \subset H_{k}$, the dimension of $H_{j}$ is $d+j$, and $H_{k}$ corresponds to the ambient ( $m, m$ ) exponential model.

The log-likelihood $\ell(\omega, \eta)$ for the ambient prime exponential model may be written

$$
\begin{equation*}
\ell(\omega, \eta) \equiv \ell\left(\omega, \eta ; \hat{\eta}_{(k)}, \hat{\omega}_{(k)}\right)=n\left[\theta^{\mathrm{T}}(\omega, \eta) \nabla_{\theta} K\left\{\theta\left(\hat{\omega}_{(k)}, \hat{\eta}_{(k)}\right)\right\}-K\{\theta(\omega, \eta)\}\right] \tag{2.9}
\end{equation*}
$$

where $\nabla_{\theta} K$ is the $\theta$-gradient of $K$ and $\left(\hat{\omega}_{(j)}, \hat{\eta}_{(j)}\right)$ is the maximum likelihood estimator of $(\omega, \eta)$ under hypothesis $H_{j}$. The corresponding directed likelihoods are given by

$$
\begin{equation*}
r_{j}=\operatorname{sign}\left(\hat{\eta}_{(j)}^{j}-\eta_{(0)}^{j}\right)\left[2\left\{\ell\left(\hat{\omega}_{(j)}, \hat{\eta}_{(j)}\right)-\ell\left(\hat{\omega}_{(j-1)}, \hat{\eta}_{(j-1)}\right)\right\}\right]^{1 / 2}, \quad 1 \leqslant j \leqslant k \tag{2.10}
\end{equation*}
$$

We now define a sequence $u_{1}, \ldots, u_{k}$ in reverse order, using (2.8) repeatedly, as follows.
Step 1. Calculate $u_{k}$ in (2.8) in the usual way, treating $\eta_{k}$ as the interest parameter and $\left(\omega, \eta_{1}, \ldots, \eta_{k-1}\right)$ as the nuisance parameter vector of length $d+k-1$. In this case there is no ancillary $\bar{a}$. Then put $r_{k}^{*}=r_{k}+r_{k}^{-1} \log \left(u_{k} / r_{k}\right)$, with $r_{k}$ given in (2.10).

Step 2. For each $j=k-1, k-2, \ldots, 1$, calculate $u_{j}$ treating $\left(\omega, \eta_{1}, \ldots, \eta_{j-1}\right)$ as the nuisance parameter vector, $\eta_{j}$ as the interest parameter, and keeping $r_{j+1}^{*}, \ldots, r_{k}^{*}$ fixed in the sample space differentiations; i.e. $\bar{a}=\left(\bar{r}_{j+1}^{*}, \ldots, \bar{r}_{k}^{*}\right)$ in (2.8). Then put $r_{j}^{*}=r_{j}+r_{j}^{-1} \log \left(u_{j} / r_{j}\right)$.

Then the modified directed likelihood ancillary is defined by

$$
\begin{equation*}
\bar{a}^{*}=\left(\bar{r}_{1}^{*}, \ldots, \bar{r}_{k}^{*}\right), \tag{2.11}
\end{equation*}
$$

and the corresponding ancillary based directly on the sequence of unmodified directed likelihoods is given by

$$
\begin{equation*}
\bar{a}^{o}=\left(\bar{r}_{1}, \ldots, \bar{r}_{k}\right), \tag{2.12}
\end{equation*}
$$

where the presence of a bar indicates multiplication by $n^{-1 / 2}$.
Under the hypothesis $H_{0}: \omega$ unspecified, $\eta=\eta_{(0)}$, where the constraint $\eta=\eta_{(0)}$ determines the model $\mathscr{L}_{\Omega}$, both $a^{*}$ and $a^{o}$ are asymptotically multivariate normal with an $N_{k}(0, I)$ distribution, where $I$ is the $k \times k$ identity matrix. However, in normal deviation regions, $a^{*}$ is typically standard normal to order $O\left(n^{-3 / 2}\right)$, whereas $a^{o}$ is only standard normal to order $O\left(n^{-1 / 2}\right)$.

Observe that the ancillaries $a^{*}$ and $a^{o}$ are not invariant with respect to the choice of the sequence of hypotheses $H_{1} \subset \ldots \subset H_{k}$.

We now digress briefly to explain the reason for introducing the bar in quantities such as $\bar{a}^{*}$ and $\bar{r}_{\psi}^{*}$. Recall that the bar indicated multiplication by $n^{-1 / 2}$ so that, for example, $\bar{a}^{*}=n^{-1 / 2} a^{*}$ and $\bar{r}_{\psi}^{*}=n^{-1 / 2} r_{\psi}^{*}$. Consider the curved exponential log-likelihood $\ell\left(\omega, \eta_{0}\right.$; $\left.\hat{\eta}_{(k)}, \hat{\omega}_{(k)}\right)$ defined in (2.9). Note that $\left(\hat{\omega}_{(k)}, \hat{\eta}_{(k)}\right)$ is a minimal sufficient statistic, since $H_{k}$ corresponds to the ambient exponential model.

In the construction of $r_{\psi}^{*}$, based on an ancillary $a$ with an asymptotic $N_{k}(0, I)$ distribution, we first transform from $\left(\hat{\omega}_{(k)}, \hat{\eta}_{(k)}\right)$ to $(\hat{\omega}, \bar{a})$, where $\hat{\omega}$ is the maximum likelihood estimator of $\omega$ under hypothesis $H_{0}$. More explicitly, we may write

$$
\left(\hat{\omega}_{(k)}, \hat{\eta}_{(k)}\right)=g(\hat{\omega}, \bar{a})
$$

for some function $g$, where $g$ is one-one for $(\hat{\omega}, \bar{a})$ at least in a small neighbourhood of $(\omega, 0)$. Then, because of the presence of the factor $n^{-1 / 2}$ in $\bar{a}=n^{-1 / 2} a$, both $g$ and the inverse mapping $g^{-1}$ have Jacobians whose norms are bounded for $(\hat{\omega}, \bar{a})$ in a neighbourhood of $(\omega, 0)$. A related point is that $n^{1 / 2}(\hat{\omega}-\omega)$ and $a$ are asymptotically normal, whereas $\hat{\omega}-\omega$ and $\bar{a}$ are both $O_{p}\left(n^{-1 / 2}\right)$. Thus, when we consider how the log-likelihood and its derivatives depend on the ancillary, it is appropriate to view them as being functions of $\bar{a}$ rather than $a$, at least in a repeated sampling framework. For related discussion, see Barndorff-Nielsen (1984, Section 1).

### 2.5. A class of first-order ancillaries

We now define a class of first-order ancillaries via Properties 2.1 and 2.2 below. A typical member of this class will be written $\bar{a}=n^{-1 / 2} a$.

Property 2.1. For each $\omega \in \mathbb{N}_{\Omega}$ there exists a function $g$, independent of $n$, such that $(\hat{\omega}, \bar{a})=g(t)$, where $t$ is the canonical statistic and $g$ is smooth and one-one for all $t$ which lie in a fixed neighbourhood of $\tau_{\omega}$, the expectation of $t$ under $\omega$. Note that this assumption implies that $n^{1 / 2}\{\bar{a}(t)-\alpha\} \rightarrow N_{k}(0, \Sigma)$ in distribution, where the limiting covariance matrix $\Sigma$ has full rank $k$ and $\alpha=\bar{a}\left(\tau_{\omega}\right)$.

Property 2.2. The quantities $\alpha$ and $\Sigma$ defined above do not depend on $\omega$.
Properties 2.1 and 2.2 have several implications which it will be useful to note. First, the implicit function theorem allows us to view the unmodified directed ancillary $\bar{a}^{o}$ as a smooth function of $\hat{\omega}$ and $\bar{a}$, at least in a sufficiently small neighbourhood of the form $\|\hat{\omega}-\omega, \bar{a}-\alpha\|<\gamma$; we shall emphasize this by writing $\bar{a}^{o}=G(\hat{\omega}, \bar{a})$. Second, we may assume without loss of generality that

$$
\begin{align*}
\bar{a}_{q}^{o} & =\bar{a}_{q}+\frac{1}{2!} G_{q}^{i j} \bar{a}_{i} \bar{a}_{j}+\frac{1}{3!} G_{q}^{i j k} \bar{a}_{i} \bar{a}_{j} \bar{a}_{k} \ldots \\
& =\bar{a}_{q}+H_{q}^{i j} \bar{a}_{i} \bar{a}_{j} \tag{2.13}
\end{align*}
$$

where the summation convention has been used, the quantities $G_{q}^{i j}, G_{q}^{i j k}, \ldots$ are smooth functions of $\hat{\omega}$ only, and the $H_{q}^{i j}$ are smooth functions of $\hat{\omega}$ and $\bar{a}$.

An important type of ancillary which satisfies the above assumptions is the score ancillary, which when $k=1$ coincides with the Efron-Hinkley ancillary; see the continuation of Example 2.1 in Section 6 for an example involving the Efron-Hinkley ancillary, and Barndorff-Nielsen and Cox (1994) for further discussion. However, there are sensible approximate ancillaries which do not possess the properties indicated above; for example, the modified directed ancillary does not fall in this class because the corresponding function $g$ depends on $n$.

We now discuss an example which we shall return to in Section 6 .

Example 2.1. Define $\operatorname{Exp}(\lambda)$ to be the exponential distribution with density $\lambda \mathrm{e}^{-\lambda x}$ on $x>0$, and let $X_{1}, \ldots, X_{n}$ and $Y_{1}, \ldots, Y_{n}$ be independent samples from the $\operatorname{Exp}(\chi)$ and $\operatorname{Exp}(\psi)$ distributions, respectively. We follow Barndorff-Nielsen (1980), Pedersen (1981) and Barndorff-Nielsen and Cox (1994, p. 229) and consider the ( 2,1 ) exponential model defined by imposing the constraint $\chi \psi \mathrm{e}^{\psi}=1$, and viewing $\chi$ as a function of $\psi$. The loglikelihood in the curved model is given by

$$
\ell(\psi ; x, y)=-n\{\chi(\psi) x+\psi y\}
$$

where

$$
x=n^{-1} \sum_{i=1}^{n} x_{i}, \quad y=n^{-1} \sum_{i=1}^{n}\left(y_{i}+1\right)
$$

and the maximum likelihood estimator $\hat{\psi}$ in this submodel is the unique solution of

$$
\begin{equation*}
\mathrm{e}^{\psi}\left(1+\psi^{-1}\right)=y / x \tag{2.14}
\end{equation*}
$$

The Efron-Hinkley ancillary is defined by $\hat{\gamma}^{-1}(\hat{j} / \hat{i}-1)$, where $i$ and $j$ are the expected and observed information and $\gamma$ is the Efron curvature in the $(2,1)$ submodel, and the hat indicates evaluation of these quantities at the maximum likelihood estimator $\hat{\psi}$, the solution of (2.14).

As in the above references, we define the functions $\Psi_{ \pm}(\psi)=\left\{1+(1+\psi)^{ \pm 2}\right\}^{-1 / 2}$ and write $\hat{\Psi}_{ \pm}$for $\Psi_{ \pm}(\hat{\psi})$. Direct calculation shows that the Efron-Hinkley ancillary is given by

$$
\begin{equation*}
\bar{a}=\left(y-1-\hat{\psi}^{-1}\right) \hat{\psi} \hat{\Psi}_{-} \tag{2.15}
\end{equation*}
$$

and the (unmodified) directed likelihood ancillary, $\bar{a}^{o}$, is given by

$$
\begin{equation*}
\frac{1}{2}\left(\bar{a}^{o}\right)^{2}=\left(\hat{\Psi}_{+}+\hat{\Psi}_{-}\right) \bar{a}-\log \left(1+\hat{\Psi}_{+} \bar{a}\right)-\log \left(1+\hat{\Psi}_{-} \bar{a}\right), \tag{2.16}
\end{equation*}
$$

where $\bar{a}^{o}=\bar{a}^{o}(\hat{\psi}, \bar{a})$ is chosen to have the same sign as $\bar{a}$.

## 3. Main results

Before going on to present our main results, we state two key assumptions.
Assumption 3.1 Preliminaries. The ambient model $\mathscr{N}$ is a prime ( $m, m$ ) exponential model. The parametrization $(\omega, \eta)$ is smooth in the sense that $(\omega, \eta)$ may be viewed as a one-one function of the canonical parameter $\theta$ with continuous partial derivatives up to and including those of the sixth order. The submodel obtained by fixing $\eta$ at some prescribed value is written $\mathscr{L}_{\Omega}$; the dependence on $\eta$ will be suppressed in our notation.

Assumption 3.2 Integrability of the characteristic function. For some $\theta \in \Theta^{0}$, there exists a $v=\nu(\theta)>0$ such that

$$
\begin{equation*}
\int_{\tau \in \mathbb{R}^{m}}\left|\xi_{\theta}(\tau)\right|^{v(\theta)} \mathrm{d} \tau<\infty, \tag{3.1}
\end{equation*}
$$

where $\xi_{\theta}(\tau)=\exp \{K(\theta+\mathrm{i} \tau)-K(\theta)\}$ is the characteristic function of the distribution with density (2.3) when the sample size, $n$, equals 1 .

One consequence of Assumption 3.2 is the following: for each $\theta \in \Theta^{0}$ there exists an integer $n_{0}=n_{0}(\theta)$ such that, when $n \geqslant n_{0}$, the distribution of the canonical statistic $t$ is absolutely continuous with respect to Lebesgue measure on $\mathbb{R}^{m}$; see Lemma 5.3 below.

Assumptions 3.1 and 3.2 are very mild smoothness requirements, appropriate for continuous models. It would be desirable to formulate, as far as possible, appropriate conditions for the purely discrete and 'mixed' cases, in which the densities are absolutely continuous with respect to counting measure, or a product of counting and Lebesgue measure, respectively.

The main results of the paper are now presented. Recall, from Section 2, that $\bar{r}_{\psi}^{*}$ is the modified directed likelihood and $\bar{r}_{\psi}$ the unmodified directed likelihood; and that $\bar{a}^{*}$ is the modified directed likelihood ancillary and $\bar{a}^{o}$ the unmodified directed likelihood ancillary, both based on a fixed sequence of hypotheses $H_{1} \subset \ldots \subset H_{k}$. We shall also denote by $\bar{a}$ a typical member of the class of first-order ancillaries defined in Section 2.5.

To determine $r_{\psi}^{*}=r_{\psi}+r_{\psi}^{-1} \log \left(u_{\psi} / r_{\psi}\right)$, it is necessary to calculate sample space derivatives to obtain $u_{\psi}$; see (2.8). In Theorem 3.3 below, we consider two alternative ways of calculating these sample space derivatives: (i) keeping $\bar{a}^{*}$ fixed (i.e. taking $\bar{a}=\bar{a}^{*}$ in (2.8)); (ii) keeping $\bar{a}^{o}$ fixed. We shall write the corresponding modified directed likelihoods as $r_{\psi}^{*}$ and $r_{\psi}^{o}$ respectively.

Theorem 3.1. Suppose that Assumptions 3.1 and 3.2 hold. Then, in some large deviation region,

$$
\begin{equation*}
p\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)=p^{*}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)\left\{1+O\left(n^{-1}\|\hat{\omega}-\omega\|\right)+O\left(n^{-2}\right)\right\} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
p\left(\hat{\omega} ; \omega \mid \bar{a}^{o}\right)=p^{*}\left(\hat{\omega} ; \omega \mid \bar{a}^{o}\right)\left\{1+O\left(\left\|\bar{a}^{o}\right\|\right) O(\|\hat{\omega}-\omega\|)+O\left(n^{-1}\|\hat{\omega}-\omega\|\right)+O\left(n^{-2}\right)\right\} \tag{3.3}
\end{equation*}
$$

Now consider a first-order ancillary $\bar{a}$ which satisfies Properties 2.1 and 2.2 given in Section 2.5. Then, for $\hat{\omega}$ in some large deviation region and $\bar{a}$ in some normal deviation region,

$$
\begin{equation*}
0<A^{-1}<\liminf _{n \rightarrow \infty} \frac{p^{*}(\hat{\omega} ; \omega \mid \bar{a})}{p(\hat{\omega} ; \omega \mid \bar{a})} \leqslant \limsup _{n \rightarrow \infty} \frac{p^{*}(\hat{\omega} ; \omega \mid \bar{a})}{p(\hat{\omega} ; \omega \mid \bar{a})}<A \tag{3.4}
\end{equation*}
$$

where $A \in(0, \infty)$ is a constant.

Theorem 3.2. If Assumptions 3.1 and 3.2 hold, then

$$
\begin{equation*}
P_{\omega}\left(r_{\psi}^{*}>y \mid \bar{a}^{*}\right)=\{1-\Phi(y)\}\left\{1+O\left(n^{-3 / 2} y\right)+O\left(n^{-3 / 2}\right)\right\} \tag{3.5}
\end{equation*}
$$

where the error terms are uniform for $y \in\left(y_{0}, n^{1 / 2} \delta\right)$. Here, $y_{0} \in(-\infty, \infty)$ is fixed but arbitrary and $\delta>0$ is sufficiently small.

Remark 3.1. In order to simplify the statements of Theorems 3.1, 3.2 and Corollary 3.4 below, we have left a certain technical detail implicit: that we only allow the canonical statistic $t$ to range over a bounded open set which contains the true expected value of $t$. This detail may seem insignificant from a practical point of view (and, theoretically, the probability that $t$ lies outside any such set is exponentially small). However, to obtain fully rigorous results in useful generality, it does appear that one needs to invoke a condition of this kind. The key problems are rigorous justification, in general settings, of (i) Laplace's approximation and (ii) conditional Temme (1982) tail-area approximations. Both (i) and (ii) can be justified in broad generality when $t$ ranges over a bounded open set; but without this restriction on $t$, the technical difficulties seem to be intractable. In the proofs of Theorems 3.1 and 3.2 below, we do take explicit account of the need to restrict $t$ to a bounded set; more detailed discussion is given in Barndorff-Nielsen and Wood (1995).

Remark 3.2. In Theorem 3.1, it is assumed that the constant $c$ in (2.4) is calculated in a specific way:

$$
c=\left\{\operatorname{Lap}_{1} \int_{\mathbb{R}^{d}}|\hat{j}|^{1 / 2} \exp \{\ell(\omega)-\ell(\hat{\omega})\} \mathrm{d} \hat{\omega}\right\}^{-1}
$$

where $L a p_{1}$ denotes a two-term Laplace approximation to the integral and is explained in more detail in Section 4.

Remark 3.3. In ( $m, m$ ) exponential models there is no need for an ancillary because $\hat{\omega}$ is minimal sufficient for $\omega$. In this case, all reference to ancillaries should be omitted in the statements of Theorems 3.1 and 3.2, and, in particular, statement (3.4) is redundant.

Remark 3.4. The role of $y_{0}$ in Theorem 3.2 is purely cosmetic: its purpose is to rule out large deviations in the lower tail so as to simplify the specification of the error terms in (3.5). Since by hypothesis $y$ is bounded below, it follows directly from (3.5) that the conditional probability of the complementary event $r_{\psi}^{*} \leqslant y$ is given by

$$
P_{\omega}\left(r_{\psi}^{*} \leqslant y / \bar{a}^{*}\right)=\Phi(y)\left\{1+O\{1-\Phi(y)\} O\left(n^{-3 / 2} y+n^{-3 / 2}\right)\right\} .
$$

Remark 3.5. Comparison of (3.3) with (3.2) shows that an additional relative error term

$$
O\left(\left\|\bar{a}^{o}\right\|\right) O(\|\hat{\omega}-\omega\|)
$$

has appeared in (3.3), although it should be noted that this term is always zero when $m=d$ and also in exponential transformation models, as defined in Barndorff-Nielsen and Cox (1994). The additional relative error term in (3.3) is of order $O(1)$ if both $\hat{\omega}$ and $\bar{a}^{o}$ lie in large deviation regions, of order $O\left(n^{-1 / 2}\right)$ if one lies in a large deviation region and the other lies in a normal deviation region, and of order $O\left(n^{-1}\right)$ if both $\hat{\omega}$ and $\bar{a}^{o}$ lie in normal deviation regions. Thus, the additional term will typically dominate the relative error in (3.3).

Remark 3.6. Typically, (3.4), which was anticipated by Skovgaard (1990), fails if $\bar{a}$ varies over a large deviation region. See Section 6 for further discussion and an example.

Theorem 3.3. Suppose that Assumption 3.1 holds. Then, in some large deviation region,

$$
\bar{r}_{\psi}^{*}-\bar{r}_{\psi}^{o}=O\left(n^{-2}\right) .
$$

An important implication of Theorems 3.2 and 3.3 may be summarized in the following corollary. Let us write $r_{\psi \text { obs }}^{*}$ and $r_{\psi \text { obs }}^{o}$ for the 'observed' values of $r_{\psi}^{*}$ and $r_{\psi}^{o}$ based on a notional sample.

Corollary 3.4. Suppose that Assumptions 3.1 and 3.2 hold. Then, for any $y_{0} \in(-\infty, \infty)$ and some $\delta>0$, we have

$$
\begin{equation*}
P_{\omega}\left[r_{\psi}^{o}>r_{\psi \mathrm{obs}}^{o}\left[\bar{a}^{*}\right]=\left\{1-\Phi\left(r_{\psi \mathrm{obs}}^{o}\right)\right\}\left\{1+O\left(n^{-1} \bar{r}_{\psi \mathrm{obs}}^{o}\right)+O\left(n^{-3 / 2}\right)\right\},\right. \tag{3.6}
\end{equation*}
$$

where the relative errors are uniformly of the stated order for $r_{\psi \mathrm{obs}}^{o} \in\left(y_{0}, n^{1 / 2} \delta\right)$.
Proof. Using Theorems 3.2 and 3.3, we obtain

$$
\begin{aligned}
P_{\omega}\left[r_{\psi}^{o}>r_{\psi \mathrm{obs}}^{o} \mid \bar{a}^{*}\right] & =P_{\omega}\left[r_{\psi}^{*}>r_{\psi \mathrm{obs}}^{o}+r_{\psi}^{*}-r_{\psi}^{o} \mid \bar{a}^{*}\right] \\
& =P_{\omega}\left[r_{\psi}^{*}>r_{\psi \mathrm{obs}}^{o}+O\left(n^{-3 / 2}\right) \mid \bar{a}^{*}\right] \\
& \left.=1-\Phi\left\{r_{\psi \mathrm{obs}}^{o}+O\left(n^{-3 / 2}\right)\right\}\right]\left\{1+O\left(n^{-3 / 2} r_{\psi \mathrm{obs}}^{o}\right)+O\left(n^{-3 / 2}\right)\right\} \\
& =\left\{1-\Phi\left(r_{\psi \mathrm{obs}}^{o}\right)\right\}\left\{1+O\left(n^{-1} \bar{r}_{\psi \mathrm{obs}}^{o}\right)+O\left(n^{-3 / 2}\right)\right\},
\end{aligned}
$$

as required.
It is clear that in general $\bar{r}_{\psi \text { obs }}^{o}$, obtained by keeping $\bar{a}^{o}$ fixed in the sample space differentiations, will be substantially easier to calculate than $\bar{r}_{\psi \text { obs }}^{*}$, which is obtained by keeping $\bar{a}^{*}$ fixed in the sample space differentiations. The importance of result (3.6) given in Corollary 3.4 is that, if we work with $\bar{r}_{\psi \text { obs }}^{o}$ instead of $\bar{r}_{\psi \text { obs }}^{*}$, the resulting inference can still be interpreted as being conditional on $\bar{a}^{*}$ rather than $\bar{a}^{o}$, and in addition we do not increase the order of magnitude of the relative error in the standard normal approximation to the distribution of $\bar{r}_{\psi}^{*}$.

## 4. Laplace-spa calculus

The main element in our strategy for proving Theorems 3.1 and 3.2 is a careful analysis of certain related saddlepoint-style approximations. As mentioned in Section 1, a number of authors have contributed in the development of saddlepoint-style approximations in recent years. The main ingredients of these approximations are (i) 'classical' saddlepoint approximations; (ii) smooth nonlinear transformations; and (iii) the use of Laplace's approximation to obtain approximations to marginal and conditional densities.

On a first impression, there is non-uniqueness in the specification of these approximations,
due the fact that Laplace's approximation can be implemented in different ways. However, it turns out that if one wishes the resulting approximations to possess certain desirable invariance properties, then there is only one way to proceed. In this section, we present explicit guidelines for the construction of invariant marginal and conditional density approximations, and the issue of normalization is also addressed. We refer to these developments as Laplace-spa calculus (where 'spa' is an abreviation for 'saddlepoint approximation'). More detailed discussion is given in Barndorff-Nielsen and Wood (1995).

In all applications of Laplace's approximation considered in Section 5, it is always possible (perhaps after some manipulation) to write the integral to be approximated in a particular way: specifically, in the form

$$
\begin{equation*}
\int_{\mathbb{R}^{m}} D_{(n)}(x) \mathrm{e}^{n I(x)} \mathrm{d} x \tag{4.1}
\end{equation*}
$$

where $D_{(n)} \sim D_{0}+n^{-1} D_{1}+\ldots$, and the functions $I(x), D_{0}(x), D_{1}(x), \ldots$ do not depend on $n$.

Let $\check{x}$ be a stationary maximum of $I(x)$. We define the Lap functionals

$$
\begin{equation*}
\operatorname{Lap}_{0} \int_{\langle\check{x}\rangle} D_{n}(x) \mathrm{e}^{n I(x)} \mathrm{d} x=n^{-m / 2} \mathrm{e}^{n \check{I}}(2 \pi)^{m / 2}\left|-\nabla \nabla^{\mathrm{T}} \check{I}\right|^{-1 / 2} \check{D}_{0} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
L a p_{1} \int_{<\check{x}\rangle} D_{n}(x) \mathrm{e}^{n I(x)} \mathrm{d} x=n^{-m / 2} \mathrm{e}^{n \check{I}}(2 \pi)^{m / 2}\left|-\nabla \nabla^{\mathrm{T}} \check{I}\right|^{-1 / 2}\left\{\check{D}_{0}+n^{-1} \check{d}_{1}\right\} \tag{4.3}
\end{equation*}
$$

where $\check{I}=I(\check{x}), \quad \check{D}_{0}=D_{0}(\hat{x})$ and so on. The quantity $\check{d}_{1}$, which is given explicitly by, for example, Shun and McCullagh (1995), is a function of $\check{D}_{1}$, the first and second derivatives of $D_{0}$, and the second, third and fourth derivatives of $I$, all evaluated at $x=\check{x}$. The region of integration is written as $\langle\check{x}\rangle$ to highlight the fact that the calculation of $\operatorname{Lap}_{0}$ and $L a p_{1}$ depends only on the behaviour of the functions $I(x)$ and $D_{(n)}(x)$ in a neighbourhood of $\check{x}$.
$L a p_{0}$ and $L a p_{1}$ give, respectively, the one-term and two-term Laplace approximation to the integral (4.1). We have used explicit terminology for these widely used approximations partly because we need to be precise about what we mean by the approximation, and partly to emphasize that the right-hand sides of (4.2) and (4.3) are well defined even when the integral in (4.1) does not exist. An important consequence of insisting that the integral in (4.1) has the stated form is that the $L a p_{0}$ and $L a p_{1}$ approximations are invariant with respect to smooth one-one transformations of the form $y=g(x)$ defined in a neighbourhood of $x=\check{x}$. Further discussion of invariance is given in Barndorff-Nielsen and Wood (1995).

We now move on to saddlepoint approximations to densities. Let $t$ denote the sample mean of a sum of independent and identically distributed random vectors of dimension $m$. Assume that the cumulant generating function, $K(\theta)$, of a single observation exists in a neighbourhood of $\theta=0$, and so is analytic there. Denote the mean of $t$ by $\mu$.

The leading term in the saddlepoint expansion for the density of $t$ may be written

$$
p_{0}^{\mathrm{SP}}(t)=(2 \pi)^{-m / 2} n^{-m / 2}\left|\nabla_{\theta} \nabla_{\theta}^{\mathrm{T}} K(\hat{\theta})\right|^{-1 / 2} \mathrm{e}^{n\left\{K(\hat{\theta})-\hat{\theta}^{\mathrm{T}} t\right\}}
$$

where $\nabla_{\theta} \nabla_{\theta}^{\mathrm{T}} K(\hat{\theta})$ denotes the Hessian of $K(\theta)$ evaluated at $\theta=\hat{\theta}$, and $\hat{\theta}=\hat{\theta}(t)$ is the unique solution to the saddlepoint equation $\nabla_{\theta} K(\theta)=t$. The saddlepoint approximation based on the first two leading terms in the saddlepoint expansion may be written

$$
\begin{equation*}
p_{1}^{\mathrm{SP}}(t)=p_{0}^{\mathrm{SP}}(t)\left\{1+n^{-1} Q(t)\right\} \tag{4.4}
\end{equation*}
$$

where $Q$ is a certain polynomial function of $t$; see, for example, McCullagh (1987, Chapter 6 ) where an expression for $Q$ is given.

Now consider transformed variables $w=w(t)$ where $w$ is a smooth, one-to-one function of $t$ in a neighbourhood of $t=\mu$. The resulting saddlepoint approximations to the density of $w$ may be written

$$
p_{i}^{\mathrm{SP}}(w)=p_{i}^{\mathrm{SP}}(t) J(t ; \omega), \quad i=0,1,
$$

where $J(t ; w)$ is the Jacobian of the transformation from $t$ to $w$, and $t$ and $J$ are viewed as functions of $w$.

Marginal and conditional densities are now considered. More detailed discussion of some aspects may be found in Jensen (1995, Section 4.1). Write $w=(x, y)$, where $x$ and $y$ are subvectors of $w$. Natural definitions for saddlepoint-type approximations to the marginal density of $y$, and the conditional density of $x$ given $y$, are, for $i=0,1$,

$$
\begin{align*}
p_{i}^{\mathrm{SP}}(y) & =\operatorname{Lap}_{i} \int_{<\tilde{x}_{y}>} p_{i}^{\mathrm{SP}}(x, y) \mathrm{d} x  \tag{4.5}\\
p_{i}^{\mathrm{SP}}(x \mid y) & =p_{i}^{\mathrm{SP}}(x, y) / p_{i}^{\mathrm{SP}}(y),
\end{align*}
$$

where $\check{x}_{y}$ is the locally unique maximizer of the exponent $K(\hat{\theta})-\hat{\theta}^{\mathrm{T}} t$, viewed as a function of $x$ and $y$ with $y$ fixed. Strictly speaking, we should use a notation which indicates that $p_{i}^{\mathrm{SP}}(y)$ and $p_{i}^{\mathrm{SP}}(x \mid y)$ have been obtained using Laplace's approximation; however, the expressions given are notationally convenient and should not cause confusion. It follows easily from the above definitions, and from basic properties of Laplace's approximation, that

$$
\begin{equation*}
p_{1}^{\mathrm{SP}}(y)=p_{0}^{\mathrm{SP}}(y)\left\{1+n^{-1} Q_{1}(y)+O\left(n^{-2}\right)\right\} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{1}^{\mathrm{SP}}(x \mid y)=p_{0}^{\mathrm{SP}}(x \mid y)\left\{1+n^{-1} Q_{2}(x \mid y)+O\left(n^{-2}\right)\right\} \tag{4.7}
\end{equation*}
$$

where $Q_{1}$ and $Q_{2}$ are smooth functions of their respective arguments.
Finally, we define the normalized saddlepoint approximations

$$
p_{0}^{\mathrm{NSP}}(y)=p_{0}^{\mathrm{SP}}(y) / \operatorname{Lap}_{1} \int_{<\tilde{y}>} p_{0}^{\mathrm{SP}}(y) \mathrm{d} y
$$

and

$$
p_{0}^{\mathrm{NSP}}(x \mid y)=p_{0}^{\mathrm{SP}}(x \mid y) / \operatorname{Lap}_{1} \int_{\left.<\tilde{x}_{y}\right\rangle} p_{0}^{\mathrm{SP}}(x \mid y) \mathrm{d} x
$$

The motivation for normalization is the following:

$$
\begin{equation*}
p_{1}^{\mathrm{SP}}(y)=p_{0}^{\mathrm{NSP}}(y)\left\{1+O\left(n^{-1}\|y-\check{y}\|\right)+O\left(n^{-2}\right)\right\} \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{1}^{\mathrm{SP}}(x \mid y)=p_{0}^{\mathrm{NSP}}(x \mid y)\left\{1+O\left(n^{-1}\left\|x-\check{x}_{y}\right\|\right)+O\left(n^{-2}\right)\right\} \tag{4.9}
\end{equation*}
$$

i.e. $p_{0}^{\mathrm{NSP}}$ is a better approximation to $p_{1}^{\mathrm{SP}}$ than is $p_{0}^{\mathrm{SP}}$; compare (4.8) with (4.6) and (4.9) with (4.7). The possibility of normalizing via Laplace's approximation was suggested by Skovgaard (1985, Remark 4.11). Detailed derivations of (4.8) and (4.9) are given in Barndorff-Nielsen and Wood (1995, Section 3.3).

The development in this section only requires that the cumulant generating function, $K$, exists in a neighbourhood of the origin, and that the transformation $w=w(t)$ be smooth and one-one for $t$ in a neighbourhood of $\mu=\nabla_{\theta} K(0)$. Thus, the accuracy of the normalized saddlepoint approximation $p_{0}^{\mathrm{NSP}}$ is governed only by the accuracy of $p_{1}^{\mathrm{SP}}$.

## 5. Proofs

### 5.1. Preliminary lemmas

Our first result concerns the difference $\bar{r}_{\psi}^{*}-\bar{r}_{\psi}$. Observe that on sets of the form ( $\bar{r}_{\psi}, \bar{a}^{*}$, $\left.\hat{\chi}_{\psi}-\chi\right) \in B_{\gamma}$ with $\gamma>0$ sufficiently small, we may view $\bar{r}_{\psi}^{*}$ as a function of $\bar{r}_{\psi}, \hat{\chi}_{\psi}$ and $\bar{a}^{*}$. However, $\bar{r}_{\psi}^{*}$ and $\bar{a}^{*}$ and $\bar{u}_{\psi}$, but not $\bar{r}_{\psi}$ and $\hat{\chi}_{\psi}$, will depend on $n$, as noted in Section 2.5.

Lemma 5.1. If Assumption 3.1 holds, then there exists a $\gamma=\gamma(\omega)>0$ such that

$$
\begin{equation*}
\bar{r}_{\psi}^{*}-\bar{r}_{\psi}=n^{-1} S_{0}\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}\right)+O\left(n^{-2}\right), \tag{5.1}
\end{equation*}
$$

where the $O\left(n^{-2}\right)$ term is uniformly of that order for $\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}-\chi\right) \in B_{\gamma}$. Moreover $S_{0}$, which may be chosen to be independent of $n$, is a smooth function on $B_{\gamma}$.

Proof. It follows from the definition of $u_{\psi}$ in (2.8), and Assumption 3.1, that we may view $\bar{u}_{\psi}$ as a function of $\bar{r}_{\psi}, \bar{a}^{*}$ and $\hat{\chi}_{\psi}$. Note that $\bar{u}_{\psi}$ also depends on $n$, since $\bar{u}_{\psi}$ depends on $\bar{a}^{*}$ and $\bar{a}^{*}$ depends on $n$. However, Taylor expansion of $\bar{u}_{\psi}$ about $\bar{r}_{\psi}=0$, keeping $\hat{\chi}_{\psi}$ and $\bar{a}^{*}$ fixed, shows that we may write

$$
\begin{equation*}
\bar{u}_{\psi}=\bar{r}_{\psi}+\bar{r}_{\psi}^{2} Q_{1}\left(\hat{\chi}_{\psi}, \bar{a}^{*}\right)+\bar{r}_{\psi}^{3} Q_{2}\left(\hat{\chi}_{\psi}, \bar{a}^{*}\right)+O\left(\bar{r}_{\psi}^{4}\right)+O\left(n^{-1} \bar{r}_{\psi}^{2}\right), \tag{5.2}
\end{equation*}
$$

where the functions $Q_{1}$ and $Q_{2}$ do not depend on $n$. Note that the dependence of $\bar{u}_{\psi}$ on $n$ has been absorbed into the $O\left(n^{-1} \bar{r}_{\psi}^{2}\right)$ remainder term in (5.2). Consequently,

$$
\begin{equation*}
\bar{r}_{\psi}^{-1} \bar{u}_{\psi}-1=\bar{r}_{\psi} Q_{1}\left(\hat{\chi}_{\psi}, \bar{a}^{*}\right)+\bar{r}_{\psi}^{2} Q_{2}\left(\hat{\chi}_{\psi}, \bar{a}^{*}\right)+O\left(\bar{r}_{\psi}^{3}\right)+O\left(n^{-1} \bar{r}_{\psi}\right) \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{r}_{\psi}^{-1}\left(\bar{r}_{\psi}^{-1} \bar{u}_{\psi}-1\right)=Q_{1}\left(\hat{\chi}_{\psi}, \bar{a}^{*}\right)+\bar{r}_{\psi} Q_{2}\left(\hat{\chi}_{\psi}, \bar{a}^{*}\right)+O\left(\bar{r}_{\psi}^{2}\right)+O\left(n^{-1}\right) \tag{5.4}
\end{equation*}
$$

where the two remainder terms are smooth functions of $\bar{r}_{\psi}, \hat{\chi}_{\psi}$ and $\bar{a}^{*}$, and uniformly of the stated order, for $\left\|\bar{r}_{\psi}, \bar{a}^{*}, \hat{\chi}_{\psi}-\chi\right\|$ sufficiently small.

It follows that there exists a function $S_{0}$, independent of $n$, such that

$$
\begin{align*}
S_{0}\left(\bar{r}_{\psi}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) & =\bar{r}_{\psi}^{-1} \log \left(\bar{u}_{\psi} / \bar{r}_{\psi}\right)+O\left(n^{-1}\right) \\
& =\bar{r}_{\psi}^{-1} \log \left\{1+\left(\bar{r}_{\psi}^{-1} \bar{u}_{\psi}-1\right)\right\}+O\left(n^{-1}\right) \\
& =\bar{r}_{\psi}^{-1}\left(\bar{r}_{\psi}^{-1} \bar{u}_{\psi}-1\right) g\left(\bar{r}_{\psi}^{-1} \bar{u}_{\psi}-1\right)+O\left(n^{-1}\right) \tag{5.5}
\end{align*}
$$

where, for any $\lambda \in(0,1), g(x)=x^{-1} \log (1+x)$ is analytic for $|x| \leqslant 1-\lambda$. In view of (5.2)(5.5), $S_{0}$ is smooth for ( $\left.\bar{r}_{\psi}, \bar{a}^{*}, \hat{\chi}_{\psi}-\chi\right) \in B_{2_{\gamma}}$ when $\gamma>0$ is sufficiently small. Since

$$
\bar{r}_{\psi}^{*}-\bar{r}_{\psi}=n^{-1} S_{0}\left(\bar{r}_{\psi}, \bar{a}^{*}, \hat{\chi}_{\psi}\right)+O\left(n^{-2}\right)
$$

it follows that $\left|\bar{r}_{\psi}^{*}-\bar{r}_{\psi}\right|=O\left(n^{-1}\right)$ uniformly on $B_{2_{\gamma}}$; therefore, for $\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}-\chi\right) \in B_{\gamma}$ we may replace $\bar{r}_{\psi}$ by $\bar{r}_{\psi}^{*}$ in $S_{0}$ with uniform $O\left(n^{-2}\right)$ error; hence (5.1) is valid.

Lemma 5.2. Suppose that Assumption 3.1 holds. Then

$$
\begin{equation*}
p^{\dagger}\left(r_{\psi}^{*}, \hat{\chi}_{\psi} ; \omega \mid \bar{a}^{*}\right)=\phi\left(r_{\psi}^{*}\right) p^{\dagger}\left(\hat{\chi}_{\psi} ; \chi \mid \bar{r}_{\psi}^{*}, \bar{a}^{*}\right) J\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) \tag{5.6}
\end{equation*}
$$

where

$$
\begin{align*}
J=J\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) & =\mathrm{e}^{\left(r_{\psi}^{*}-r_{\psi}\right)^{2} / 2}\left|\partial \bar{r}_{\psi}^{*}\left(\bar{r}_{\psi}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) / \partial \bar{r}_{\psi}\right|^{-1} \\
& =1+n^{-1} S_{1}\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}\right)+O\left(n^{-2}\right) \tag{5.7}
\end{align*}
$$

uniformly for $\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}-\chi\right) \in B_{\gamma}$ when $\gamma>0$ is sufficiently small. Moreover, $S_{l}$, which may be chosen to be independent of $n$, is a smooth function on $B_{\gamma}$. Note: $p^{\dagger}$ is obtained by choosing $c=(2 \pi)^{-d / 2}$ in (2.4).

Proof. We first establish identity (5.6). From formulae (2.7) and (3.3) of Barndorff-Nielsen (1991) it follows that

$$
\left|(\hat{\psi}, \hat{\chi})_{/\left(r_{\psi}, \hat{\chi}_{\psi}\right)}\right|=r_{\psi} u_{\psi}^{-1}\left|j_{\chi \chi}\left(\hat{\omega}_{\psi}\right)\right|^{1 / 2}|j(\hat{\omega})|^{-1 / 2}
$$

where $\mid \hat{\psi}, \hat{\chi})_{/\left(r_{\psi}, \hat{\chi}_{\psi}\right)} \mid$ is the determinant of the Jacobian of the transformation from $(\hat{\psi}, \hat{\chi})$ to $\left(r_{\psi}, \hat{\chi}_{\psi}\right)$. Therefore the determinant of the Jacobian of the transformation from ( $\hat{\psi}, \hat{\chi}$ ) to $\left(\hat{r}_{\psi}^{*}, \hat{\chi}_{\psi}\right)$ is given by

$$
r_{\psi} u_{\psi}^{-1}\left|j_{\chi \chi}\left(\hat{\omega}_{\psi}\right)\right|^{1 / 2}|j(\hat{\omega})|^{-1 / 2}\left|\partial \bar{r}_{\psi}\left(r_{\psi}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) / \partial \bar{r}_{\psi}\right|^{-1}
$$

Writing $\left|\hat{j}_{\chi \chi}\right|$ and $|\hat{j}|$ for $\mid j_{\gamma \chi}\left(\hat{\omega}_{\psi}\right)$ and $|j(\hat{\omega})|$, respectively, we obtain

$$
\begin{aligned}
p^{\dagger}\left(r_{\psi}^{*}, \hat{\chi}_{\psi} ; \omega \mid \bar{a}^{*}\right) & =r_{\psi} u_{\psi}^{-1}\left|\hat{j}_{\chi \chi}\right|^{1 / 2}|\hat{j}|^{-1 / 2}\left|\partial \bar{r}_{\psi}^{*} / \partial \bar{r}_{\psi}\right|^{-1} p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right) \\
& =r_{\psi} u_{\psi}^{-1}\left|\hat{j}_{\chi x}\right|^{1 / 2}|\hat{j}|^{-1 / 2}\left|\partial \bar{r}_{\psi}^{*} / \partial \bar{r}_{\psi}\right|^{-1}(2 \pi)^{-d / 2}|\hat{j}|^{1 / 2} \mathrm{e}^{\ell(\omega)-\ell\left(\hat{\omega}_{\psi}\right)-r_{\psi}^{2} / 2} \\
& =r_{\psi} u_{\psi}^{-1}\left|\partial \bar{r}_{\psi}^{*} / \partial \bar{r}_{\psi}\right|^{-1} \phi\left(r_{\psi}\right) p^{\dagger}\left(\hat{\chi}_{\psi} ; \omega \mid \bar{r}_{\psi}^{*}, \bar{a}^{*}\right) \\
& =\phi\left(r_{\psi}^{*}\right) p^{\dagger}\left(\hat{\chi}_{\psi} ; \omega \mid \bar{r}^{*}, \bar{a}^{*}\right) \mathrm{e}^{\left(r_{\psi}^{*}-r_{\psi}\right)^{2} / 2}\left|\partial \bar{r}_{\psi}^{*} / \partial \bar{r}_{\psi}\right|^{-1} \\
& =\phi\left(r_{\psi}^{*}\right) p^{\dagger}\left(\hat{\chi}_{\psi} ; \omega \mid \bar{r}^{*}, \bar{a}^{*}\right) J\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}\right),
\end{aligned}
$$

say. Using Lemma 5.1 we have

$$
\begin{align*}
\partial \bar{r}_{\psi}^{*}\left(\bar{r}_{\psi}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) / \partial \bar{r}_{\psi} & =1+n^{-1} \partial S_{0}\left(\bar{r}_{\psi}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) / \partial \bar{r}_{\psi} \\
& =1+n^{-1} \partial S_{0}\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) / \partial \bar{r}+O\left(n^{-2}\right) \tag{5.8}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{e}^{\left(r_{\psi}^{*}-r_{\psi}\right)^{2} / 2}=1+n^{-1} S_{0}^{2}\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}\right) / 2+O\left(n^{-2}\right) . \tag{5.9}
\end{equation*}
$$

Thus (5.7) follows directly from Lemma 5.1, (5.8) and (5.9).
Lemma 5.3. Suppose that Assumptions 3.1 and 3.2 hold and let $\bar{a}^{?}$ denote one of $\bar{a}^{*}, \bar{a}^{o}$ or $\bar{a}$. Then there exists a $\gamma=\gamma(\omega)>0$ such that

$$
p\left(\hat{\omega}, \bar{a}^{?} ; \omega\right)=p_{1}^{\mathrm{SP}}\left(\hat{\omega}, \bar{a}^{?} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\}
$$

where the $O\left(n^{-2}\right)$ term is uniform for $\left(\hat{\omega}-\omega, \bar{a}^{?}\right) \in B_{\gamma}$.
Proof. A convenient reference is Jensen (1995); see, in particular, Lemmas 2.3.4 and 2.3.5 given there.

Lemma 5.4. Let $\bar{a}^{*}, \bar{a}^{o}$ be as defined in (2.11) and (2.12), and let us view $\bar{a}^{o}$ as a function of $\hat{\omega}$ and $\bar{a}^{*}$, and write $\bar{a}^{o}=h\left(\hat{\omega}, \bar{a}^{*}\right)$. If Assumption 3.1 holds then there exists a $\gamma=\gamma(\omega)>0$ such that $\left\|\bar{a}^{*}-\bar{a}^{o}\right\|=O\left(n^{-1}\right)$, where the $O\left(n^{-1}\right)$ error is uniform for $\left(\hat{\omega}-\omega, \bar{a}^{*}\right) \in B_{\gamma}$. Moreover, if $g$ (not depending on $n$ ) is a differentiable function of $\hat{\omega}$ and $\bar{a}^{o}$, and if we define

$$
f\left(\hat{\omega}, \bar{a}^{*}\right) \equiv g\left\{\hat{\omega}, h\left(\hat{\omega}, \bar{a}^{*}\right)\right\} \quad \text { for }\left(\hat{\omega}-\omega, \bar{a}^{*}\right) \in B_{\gamma},
$$

then

$$
\frac{\partial f}{\partial \hat{\omega}}=\frac{\partial g}{\partial \hat{\omega}}+n^{-1} G,
$$

where the quantity $G=G\left(\hat{\omega}, \bar{a}^{*}\right)$ has dimension $d$ and satisfies $\|G\|=O(1)$ uniformly for $\left(\hat{\omega}-\omega, \bar{a}^{*}\right) \in B_{\gamma}$. The functions $h, f$ and $G$ (but not $g$ ) will depend on $n$. More specifically, $h=h_{0}+n^{-1} h_{1}+O\left(n^{-2}\right)$, where $h_{0}$ and $h_{1}$ do not depend on $n$, with similar formulae for $f$ and $G$.

Proof. The first part of the lemma follows from $k=m-d$ applications of Lemma 5.1.
Write $\bar{a}^{o}=\bar{a}^{*}+n^{-1} A$, where $\|A\|=O(1)$ uniformly for $\left(\hat{\omega}-\omega, \bar{a}^{*}\right) \in B_{\gamma}$. Interpreting $\hat{\omega}, \bar{a}^{o}, \bar{a}^{*}$ and $A$ as row vectors and differentiating, we obtain

$$
\begin{aligned}
\frac{\partial f}{\partial \hat{\omega}} & =\frac{\partial g}{\partial \hat{\omega}}+\frac{\partial g}{\partial \bar{a}^{o}} \frac{\partial\left(\bar{a}^{o}\right)^{\mathrm{T}}}{\partial \hat{\omega}} \\
& =\frac{\partial g}{\partial \hat{\omega}}+\frac{\partial g}{\partial \bar{a}^{o}}\left\{n^{-1} \frac{\partial A^{\mathrm{T}}}{\partial \hat{\omega}}+\frac{\partial\left(\bar{a}^{*}\right)^{\mathrm{T}}}{\partial \hat{\omega}}\right\} \\
& =\frac{\partial g}{\partial \hat{\omega}}+\frac{\partial g}{\partial \bar{a}^{o}}\left\{n^{-1} \frac{\partial A^{\mathrm{T}}}{\partial \hat{\omega}}+0\right\} \\
& =\frac{\partial g}{\partial \hat{\omega}}+n^{-1} G, \quad \text { where } G=\frac{\partial g}{\partial \bar{a}^{o}} \frac{\partial A^{\mathrm{T}}}{\partial \hat{\omega}} .
\end{aligned}
$$

The statement that $\|G\|=O(1)$ uniformly for $\left(\hat{\omega}-\omega, \bar{a}^{*}\right) \in B_{\gamma}$ follows since $G=G\left(\hat{\omega}, \bar{a}^{*}\right)$ is a continuous function of its arguments.

### 5.2. Proof of Theorem 3.1

As noted in Remark 3.1, we shall assume that $t$ varies over a fixed bounded open set which contains the expected value, $\mu$ of $t$. To be specific, and without loss of generality, we shall assume that this bounded set is of the form

$$
\Xi_{\gamma}=\{t:\|t-\mu\|<\gamma\}
$$

where $\gamma>0$ is suitably small. There is no reason, other than convenience, for choosing $\Xi_{\gamma}$ to be a ball; other types of set could equally well be used. A convenient way to incorporate the restriction on $t$ is to condition on the event $t \in \Xi_{\gamma}$. We will follow this approach, and it should be understood that, strictly speaking, we are approximating the density $p(\hat{\omega}$; $\omega \mid \bar{a}^{?}, t \in \Xi_{\gamma}$ ) rather than the density $p\left(\hat{\omega} ; \omega \mid \bar{a}^{?}\right)$ in Theorem 3.1.

The preliminary step in the proof is to establish that under Assumptions 3.1 and 3.2,

$$
p\left(\hat{\omega} ; \omega \mid \bar{a}^{?}, t \in \Xi_{\gamma}\right)=p_{0}^{\operatorname{NSP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{?}\right)\left\{1+O\left(n^{-1}\|\hat{\omega}-\omega\|\right)+O\left(n^{-2}\right)\right\}
$$

uniformly for $\left\|\hat{\omega}-\omega, \bar{a}^{?}\right\|<\gamma_{1}$, with $\gamma$ and $\gamma_{1}$ sufficiently small. Viewing $\hat{\omega}$ and $\bar{a}^{?}$ as functions of the canonical statistic $t$, we define the sets

$$
D_{\gamma}=\left\{\left(\hat{\omega}(t), \bar{a}^{?}(t)\right): t \in \Xi_{\gamma}\right\}, \quad E_{\gamma}=\left\{\bar{a}^{?}(t): t \in \Xi_{\gamma}\right\}
$$

and, for each $\bar{a}^{?} \in E_{\gamma}$,

$$
F_{\gamma}\left(\bar{a}^{?}\right)=\left\{\hat{\omega}:\left(\hat{\omega}, \bar{a}^{?}\right) \in D_{\gamma}\right\}
$$

Then

$$
\begin{align*}
p\left(\hat{\omega} ; \omega \mid \bar{a}^{?}, t \in \Xi_{\gamma}\right) & =\frac{p\left(\hat{\omega}, \bar{a}^{?}\right)}{\int_{F_{\gamma}\left(\bar{a}^{?}\right)} p\left(\hat{\omega}, \bar{a}^{?} ; \omega\right) \mathrm{d} \hat{\omega}} \\
& =\frac{p_{1}^{\mathrm{SP}}\left(\hat{\omega}, \bar{a}^{?} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\}}{\left\{1+O\left(n^{-2}\right)\right\} \operatorname{Lap}_{1} \int_{F_{\gamma}\left(\bar{a}^{?}\right)} p\left(\hat{\omega}, \bar{a}^{?} ; \omega\right) \mathrm{d} \hat{\omega}} \\
& =\frac{p_{1}^{\mathrm{SP}}\left(\hat{\omega} ; \bar{a}^{?} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\}}{\left.\operatorname{Lap}_{1} \int_{F_{\gamma}\left(\bar{a}^{?}\right)} p_{1}^{\mathrm{SP}}\left(\hat{\omega}, \bar{a}^{?} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\} \mathrm{d} \hat{\omega}\right)} \\
& =\frac{p_{1}^{\mathrm{SP}}\left(\hat{\omega}, \bar{a}^{?} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\}}{p_{1}^{\mathrm{SP}}\left(\bar{a}^{?} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\}} \\
& =p_{1}^{\mathrm{SP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{?}\right)\left\{1+O\left(n^{-2}\right)\right\} \\
& =p_{0}^{\operatorname{NSP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{?}\right)\left\{1+O\left(n^{-1}\|\hat{\omega}-\omega\|\right)+O\left(n^{-2}\right)\right\} \tag{5.10}
\end{align*}
$$

as required.

The argument leading to (5.10) requires some further explanation. When $\gamma$ and $\gamma_{1}$ are sufficiently small, Assumption 3.1 implies the following: for each $\bar{a}^{?} \in D_{\gamma}, F_{\gamma}\left(\bar{a}^{?}\right)$ is a bounded, open, connected subset of $\mathbb{R}^{d}$ with a smooth boundary. Consequently, the first equality leading to (5.10) is legitimate. The second equality follows from an application of Lemma 5.3 to the numerator; and the $L a p_{1}$ approximation to the integral in the denominator can be justified rigorously since the region of integration is a bounded set; see, for example, Jensen (1995a, Theorem 3.1.3). The third equality follows from another application of Lemma 5.3, while the fourth and fifth steps follow from definitions given in Section 4. The final line follows from (4.9).

The remainder of the proof is divided into three parts, corresponding to statements (3.2), (3.3) and (3.4).

Proof of (3.2). Using Lemma 5.2 repeatedly ( $k=m-d$ times, to be precise) we have

$$
\begin{equation*}
p^{\dagger}\left(\hat{\omega}, a^{*} ; \omega\right)=p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)\left\{\prod_{q=1}^{k} J_{q}\right\}\left\{\prod_{q=1}^{k} \phi\left(a_{q}^{*}\right)\right\} \tag{5.11}
\end{equation*}
$$

where $J_{1} \ldots, J_{k}$ are the versions of the factor $J$ defined in (5.7) corresponding to the hypotheses $H_{1} \subset \ldots \subset H_{k}$ specified in Section 2.4. Write $D_{1}=\prod_{q=1}^{k} J_{q}$. Repeated application of Lemma 5.2 also tells us that

$$
\begin{equation*}
D_{1}=D_{1}\left(\hat{\omega}, \bar{a}^{*}\right)=1+n^{-1} S_{2}\left(\hat{\omega}, \bar{a}^{*}\right)+O\left(n^{-2}\right) \tag{5.12}
\end{equation*}
$$

uniformly for $\left(\bar{a}^{*}, \hat{\omega}-\omega\right) \in B_{\gamma}$ for sufficiently small $\gamma>0$. But, in view of the fact that $p_{0}^{\mathrm{SP}}\left(\hat{\omega}, \bar{a}^{*} ; \omega\right)=p^{\dagger}\left(\hat{\omega}, \bar{a}^{*} ; \omega\right)$, we also have

$$
p_{0}^{\mathrm{SP}}\left(\hat{\omega}, a^{*} ; \omega\right)=D_{1}\left(\hat{\omega}, \bar{a}^{*}\right) p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)\left\{\prod_{q=1}^{k} \phi\left(a_{q}^{*}\right)\right\}
$$

In view of (5.12), we have

$$
\operatorname{Lap}_{0} \int p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right) D_{1}\left(\hat{\omega}, \bar{a}^{*}\right) \mathrm{d} \hat{\omega}=1
$$

The above result is precisely 1 because our definition of Lap , given in Section 4, is such that all $O\left(n^{-1}\right)$ and higher-order terms are excluded. Consequently, the $p_{0}^{\mathrm{SP}}\left(\bar{a}^{*} ; \omega\right)$ approximation to the marginal density $p\left(\bar{a}^{*} ; \omega\right)$ is given by

$$
p_{0}^{\mathrm{SP}}\left(\bar{a}^{*} ; \omega\right)=\prod_{q=1}^{k} \phi\left(a_{q}^{*}\right),
$$

and the $p_{0}^{\mathrm{SP}}$ approximation to the conditional distribution $p\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)$ is given by

$$
\begin{equation*}
p_{0}^{\mathrm{SP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)=\frac{p_{0}^{\mathrm{SP}}\left(\hat{\omega}, \bar{a}^{*} ; \omega\right)}{p_{0}^{\mathrm{SP}}\left(\bar{a}^{*} ; \omega\right)}=p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right) D_{1}\left(\hat{\omega}, \bar{a}^{*}\right) . \tag{5.13}
\end{equation*}
$$

Write $\tilde{c}_{\omega}^{\mathrm{SP}}$ for the $\operatorname{Lap}_{1}$-normalizing factor for $p_{0}^{\mathrm{SP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)$ and let $\tilde{c}_{\omega}$ denote the $\operatorname{Lap}_{1}-$
normalizing factor for $p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)$. The relationship between $\tilde{c}_{\omega}^{\mathrm{SP}}$ and $\tilde{c}_{\omega}$ is obtained by application of the Lap 1 approximation to the integral over $\hat{\omega}$ of (5.13), and is given by

$$
\begin{align*}
\left\{\tilde{c}_{\omega}^{\mathrm{SP}}\right\}^{-1} & =\tilde{c}_{\omega}^{-1}+n^{-1} S_{2}\left(\omega, \bar{a}^{*}\right) \\
& =\tilde{c}_{\omega}^{-1} D_{1}\left(\omega, \bar{a}^{*}\right)\left\{1+O\left(n^{-1}\right)\right\} \tag{5.14}
\end{align*}
$$

where $S_{2}$ and $D_{1}$ are the functions defined in (5.12), and we used the fact that $\tilde{c}_{\omega}=1+n^{-1} C_{\omega}$ for some $C_{\omega}$. Since (5.12) implies that

$$
D_{1}\left(\hat{\omega}, \bar{a}^{*}\right) / D_{1}\left(\omega ; \bar{a}^{*}\right)=1+O\left(n^{-1}\|\hat{\omega}-\omega\|\right)
$$

it follows from (5.13) and (5.14) that

$$
\begin{align*}
p_{0}^{\mathrm{NSP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right) \equiv & \tilde{c}_{\omega}^{\mathrm{SP}} p_{0}^{\mathrm{SP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right) \\
= & \tilde{c}_{\omega} D_{1}^{-1}\left(\omega, \bar{a}^{*}\right)\left\{1+n^{-1} R\left(\bar{a}^{*}\right)\right\}^{-1}\left\{1+O\left(n^{-2}\right)\right\} \\
& \times p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right) D_{1}\left(\hat{\omega}, \bar{a}^{*}\right)\left\{1+n^{-1} R\left(\bar{a}^{*}\right)\right\} \\
= & p^{*}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)\left\{1+O\left(n^{-1}\|\hat{\omega}-\omega\|\right)+O\left(n^{-2}\right)\right\} \tag{5.15}
\end{align*}
$$

where $p_{0}^{\operatorname{NSP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)$ and $p^{*}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)$ are the Lap $p_{1}$-normalized versions of $p_{0}^{\mathrm{SP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)$ and $p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{*}\right)$, respectively.

Conclusion (3.2) follows directly from (5.10), with $\bar{a}^{?}=\bar{a}^{*}$, and (5.15).

Proof of (3.3). Since the argument leading to (3.3) is a straightforward modification of the argument leading to (3.2), we only give brief details.

The analogue of (5.11) is

$$
p^{\dagger}\left(\hat{\omega}, a^{o} ; \omega\right)=p^{\dagger}\left(\hat{\omega} ; \omega \mid \bar{a}^{o}\right) D_{2}\left(\hat{\omega} ; \bar{a}^{o}\right)\left\{\prod_{q=1}^{k} \phi\left(a_{q}^{o}\right)\right\}
$$

where

$$
D_{2}=\prod_{q=1}^{k} \frac{a_{j}^{o}}{u_{j}}
$$

in which the quantities $a_{j}^{o}$ are the unmodified directed likelihoods defined in Section 2.4, but the $u_{j}^{o}$ are calculated keeping the $a_{j}^{o}$, rather than the $a_{j}^{*}$, fixed in the required sample space differentiations. Following the reasoning in the proof of (3.2), we obtain

$$
\begin{equation*}
p_{0}^{\mathrm{NSP}}\left(\hat{\omega} ; \omega \mid \bar{a}^{o}\right)=p^{*}\left(\hat{\omega} ; \omega \mid \bar{a}^{o}\right) \frac{D_{2}\left(\hat{\omega}, \bar{a}^{o}\right)}{D_{2}\left(\omega ; \bar{a}^{o}\right)} \tag{5.16}
\end{equation*}
$$

The form of expansion (5.2) implies that

$$
\begin{equation*}
D_{2}\left(\hat{\omega}, \bar{a}^{o}\right)=D_{2}\left(\omega ; \bar{a}^{o}\right)\left\{1+O\left(\left\|\bar{a}^{o}\right\|\right) O(\|\hat{\omega}-\omega\|)\right\} . \tag{5.17}
\end{equation*}
$$

Then (3.3) is obtained by combining (5.10) with $\bar{a}^{?}=\bar{a}^{o}$, (5.16) and (5.17).

Proof of (3.4). To establish (3.4), it will be sufficient to compare $p_{0}^{\mathrm{SP}}(\hat{\omega} ; \omega \mid \bar{a})$ and $p^{\dagger}(\hat{\omega} ; \omega \mid \bar{a})$ in a region of the form

$$
\begin{equation*}
\left\{\|\hat{\omega}-\omega\|<\gamma,\|\bar{a}\|<n^{-1 / 2} C\right\} \tag{5.18}
\end{equation*}
$$

with $\gamma>0$ sufficiently small and $C>0$ arbitrary. The desired conclusion will then follow an application of (5.10) with $\bar{a}^{?}=\bar{a}$. The first point to note is that we only need to study the exponents $\ell-\hat{\ell}$ and $n(m-\check{m})$ in, respectively,

$$
p^{\dagger}(\hat{\omega} ; \omega \mid \bar{a})=(2 \pi)^{-d}|\hat{j}|^{1 / 2} \mathrm{e}^{\ell-\hat{\ell}} \quad \text { and } \quad p_{0}^{\mathrm{SP}}(\hat{\omega} ; \omega \mid \bar{a})=(2 \pi)^{-d} J \mathrm{e}^{n(m-\check{m})}
$$

since the factors $|\hat{j}|^{1 / 2}$ and $J$ will be uniformly bounded away from zero and infinity in a region of the form (5.18). The quantity $m=m(\hat{\omega}, \bar{a})$ is defined in the next paragraph, and $\check{m}=\check{m}(\bar{a})=\sup _{\hat{\omega}:\|\hat{\omega}-\omega\|<\gamma} m(\hat{\omega}, \bar{a})$.

Now consider the parametrization $\left(\hat{\omega}, \bar{a}^{o}\right)$ for the ambient ( $m, m$ ) exponential model, where $\bar{a}^{o}$ is an unmodified directed likelihood ancillary for which (2.13) is satisfied. The $\left(\hat{\omega}, \bar{a}^{o}\right)$ parametrization is smooth and one-one, at least in a region for which $\left\|\hat{\omega}-\omega, \bar{a}^{o}\right\|<\gamma$ with $\gamma>0$ sufficiently small. Define

$$
\begin{aligned}
m^{o}\left(\hat{\omega}, \bar{a}^{o}\right) & =n^{-1}\left[\ell\left(\omega, 0 ; \hat{\omega}, \bar{a}^{o}\right)-\ell\left(\hat{\omega}_{1}, \bar{a}^{o} ; \hat{\omega}, \bar{a}^{o}\right)\right] \\
& =n^{-1}\left[\ell\left(\omega, 0 ; \hat{\omega}, \bar{a}^{o}\right)-\ell\left(\hat{\omega}, 0 ; \hat{\omega}, \bar{a}^{o}\right)\right]-\frac{1}{2} \sum_{q=1}^{k}\left(\bar{a}_{q}^{o}\right)^{2}
\end{aligned}
$$

where $\hat{\omega}$ is the maximum likelihood estimate of $\omega$ in the $d$-dimensional submodel $\mathscr{M}_{\Omega}$ as before, and $\hat{\omega}_{1}=\hat{\omega}_{1}\left(\hat{\omega}, \bar{a}^{o}\right)$ is the maximum likelihood estimate of $\omega$ in the ambient ( $m, m$ ) exponential model. The second line above follows from the definition of the unmodified directed likelihood ancillary $\bar{a}^{o}=\left(\bar{a}_{1}^{o}, \ldots, \bar{a}_{k}^{o}\right)$. Recall from (2.13) that we may view $\bar{a}^{o}$ as a function of $\hat{\omega}$ and $\bar{a}$, at least for those $(\hat{\omega}, \bar{a})$ which satisfy $\|\hat{\omega}-\omega, \bar{a}\|<\gamma_{1}$ with $\gamma_{1}>0$ sufficiently small. In such a region we may define

$$
m(\hat{\omega}, \bar{a})=m^{o}\left\{\hat{\omega}, \bar{a}^{o}(\hat{\omega}, \bar{a})\right\}=n^{-1}\left[\ell\left(\omega, 0 ; \hat{\omega}, \bar{a}^{o}\right)-\ell\left(\hat{\omega}, 0 ; \hat{\omega}, \bar{a}^{o}\right)\right]-\frac{1}{2} \sum_{q=1}^{k}\left(\bar{a}^{o}\right)^{2},
$$

with $\bar{a}^{o}=\bar{a}^{o}(\hat{\omega}, \bar{a})$. Ignoring terms which are $O\left(n^{-1}\right)$, and using the definition of $p_{0}^{\mathrm{SP}}(\hat{\omega} ; \omega \mid \bar{a})$ implied by the discussion in Section 4, we have

$$
\begin{align*}
n^{-1} \log \left\{\frac{\left.p^{\dagger}(\hat{\omega} ; \omega \mid \bar{a})\right\}}{p_{0}^{\operatorname{SP}}(\hat{\omega} ; \omega \mid \bar{a})}\right\} & =n^{-1}\left[\ell\left(\omega, 0 ; \hat{\omega}, \bar{a}^{o}\right)-\ell\left(\hat{\omega}, 0 ; \hat{\omega}, \bar{a}^{o}\right)\right]-m(\hat{\omega}, \bar{a})+\sup _{\hat{\omega}} m(\hat{\omega}, \bar{a}) \\
& =\frac{1}{2} \sum_{q=1}^{k}\left(\bar{a}_{q}^{o}\right)^{2}+\sup _{\hat{\omega}} m(\hat{\omega}, \bar{a}) \tag{5.19}
\end{align*}
$$

Now $\sup _{\hat{\omega}} m(\hat{\omega}, \bar{a})=O\left(n^{-1}\right)$ in a region of the form (5.18). Therefore, since (2.13) implies that

$$
\begin{aligned}
\frac{1}{2} \sum_{q=1}^{k}\left(\bar{a}_{q}^{o}\right)^{2} & =\frac{1}{2} \sum_{q=1}^{k} \bar{a}_{q}^{2}+O\left(n^{-3 / 2}\right) \\
& =O\left(n^{-1}\right)
\end{aligned}
$$

where the error terms are uniformly of the stated order for $(\hat{\omega}, \bar{a})$ in regions of the form (5.18), it follows that the absolute value of (5.19) is also uniformly of order $O\left(n^{-1}\right)$. Hence the ratio $p^{\dagger}(\hat{\omega} ; \omega \mid \bar{a}) / p_{0}^{\mathrm{SP}}(\hat{\omega} ; \omega \mid \bar{a})$ stays bounded away from zero and infinity in regions of the form (5.18), and (3.4) follows.

### 5.3. Proof of Theorem 3.2

The set $G_{\gamma}\left(\bar{a}^{*}\right)$, referred to below, is defined analogously to the set $F_{\gamma}\left(\bar{a}^{*}\right)$ which appears at the beginning of the proof of Theorem 3.1. Under Assumptions 3.1 and 3.2, we obtain

$$
\begin{align*}
p\left(r_{\psi}^{*} ; \omega \mid \bar{a}^{*}, t \in \Xi_{\gamma}\right) & =\frac{p\left(r_{\psi}^{*}, a^{*} ; \omega\right)}{\int_{G_{\gamma}\left(a^{*}\right)} p\left(r_{\psi}^{*}, a^{*} ; \omega\right) \mathrm{d} r_{\psi}^{*}} \\
& =\frac{p_{1}^{\mathrm{SP}}\left(r_{\psi}^{*}, a^{*} ; \omega\right)\left\{1+O\left(n^{-2}( \}\right.\right.}{\left\{1+O\left(n^{-2}\right)\right\} \operatorname{Lap}_{1} \int_{G_{\gamma}\left(\bar{a}^{*}\right)} p\left(r_{\psi}^{*}, a^{*} ; \omega\right) \mathrm{d} r_{\psi}^{*}} \\
& =\frac{p_{1}^{\mathrm{SP}}\left(r_{\psi}^{*}, a^{*} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\}}{\operatorname{Lap_{1}} \int_{G_{\gamma}\left(a^{*}\right)} p_{1}^{\mathrm{SP}}\left(r_{\psi}^{*}, a^{*} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\} \mathrm{d} r_{\psi}^{*}} \\
& =\frac{p_{1}^{\mathrm{SP}}\left(r_{\psi}^{*}, a^{*} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\}}{p_{1}^{\mathrm{SP}}\left(a^{*} ; \omega\right)\left\{1+O\left(n^{-2}\right)\right\}} \\
& =p_{1}^{\mathrm{SP}}\left(r_{\psi}^{*} ; \omega \mid \bar{a}^{*}\right)\left\{1+O\left(n^{-2}\right)\right\} \\
& =p_{0}^{\mathrm{NSP}}\left(r_{\psi}^{*} ; \omega \mid \bar{a}^{*}\right)\left\{1+O\left(n^{-1} \bar{r}_{\psi}^{*}\right)+O\left(n^{-2}\right)\right\} \tag{5.20}
\end{align*}
$$

The steps leading to (5.20) are rather similar to the steps leading to (5.10), and the comments given below (5.10) are also relevant here.

The next step is to show that

$$
\begin{equation*}
p_{0}^{\mathrm{NSP}}\left(r_{\psi}^{*} ; \omega \mid \bar{a}^{*}\right)=\phi\left(r_{\psi}^{*}\right) \tag{5.21}
\end{equation*}
$$

Using the argument leading to (5.11), we obtain

$$
\begin{aligned}
p_{0}^{\mathrm{SP}}\left(r_{\psi}^{*}, a^{*} ; \omega\right) & =\phi\left(r_{\psi}^{*}\right)\left\{\prod_{q=1}^{m-d} \phi\left(a_{q}^{*}\right)\right\} \\
& =\phi\left(r_{\psi}^{*}\right) p_{0}^{\mathrm{SP}}\left(a^{*} ; \omega\right)
\end{aligned}
$$

Thus $p_{0}^{\mathrm{SP}}\left(r_{\psi}^{*} ; \omega \mid \bar{a}^{*}\right)=\phi\left(r_{\psi}^{*}\right)$ and, since $\operatorname{Lap}_{1} \int_{\{0\}} \phi\left(r_{\psi}^{*}\right) \mathrm{d} r_{\psi}^{*}=1$, (5.21) follows.
Let $z=z\left(\gamma, \bar{a}^{*}\right)$ denote the upper end point of the interval $G_{\gamma}\left(\bar{a}^{*}\right)$ multiplied by $n^{1 / 2}$. Suppose also that $y$ is such that $n^{-1 / 2} y$ is bounded away from zero, but is 'sufficiently small'. Then (3.5) is a consequence of the following:

$$
\begin{aligned}
P_{\omega}\left[r_{\psi}^{*}>y \mid \bar{a}^{*}, t \in \Xi_{\gamma}\right] & =\int_{y}^{z} p\left(r_{\psi}^{*} ; \omega \mid \bar{a}^{*}, t \in \Xi_{\gamma}\right) \mathrm{d} r_{\psi}^{*} \\
& =\int_{y}^{z} p_{0}^{\mathrm{NSP}}\left(r_{\psi}^{*} ; \omega \mid \bar{a}^{*}\right)\left\{1+O\left(n^{-1} \bar{r}_{\psi}^{*}\right)+O\left(n^{-2}\right)\right\} \mathrm{d} r_{\psi}^{*} \\
& =\int_{y}^{z} \phi\left(r_{\psi}^{*}\right)\left\{1+O\left(n^{-1} \bar{r}_{\psi}^{*}\right)+O\left(n^{-2}\right)\right\} \mathrm{d} r_{\psi}^{*} \\
& =\{\Phi(z)-\Phi(y)\}\left\{1+O\left(n^{-2}\right)\right\}+O\left(n^{-3 / 2} \int_{y}^{z}\left|r_{\psi}^{*}\right| \phi\left(r_{\psi}^{*}\right) \mathrm{d} r_{\psi}^{*}\right) \\
& =\{1-\Phi(y)\}\left\{1+O\left(n^{-2}\right)\right\}+\{\phi(y)-\phi(z)\} \times O\left(n^{-3 / 2}\right) \\
& =\{1-\Phi(y)\}\left\{1+\{M(y)\}^{-1} O\left(n^{-3 / 2}\right)+O\left(n^{-2}\right)\right\} \\
& =\{1-\Phi(y)\}\left\{1+O\left(n^{-3 / 2} y\right)+O\left(n^{-3 / 2}\right)\right\},
\end{aligned}
$$

since $M(y)=\{1-\Phi(y)\} / \phi(y)$ is bounded away from zero and infinity on compact sets, and is $O\left(y^{-1}\right)$ as $y \rightarrow \infty$. Note that the second and third lines of the above are consequences of (5.20) and (5.21), respectively.

### 5.4. Proof of Theorem 3.3

The proof of Theorem 3.3 boils down to a careful application of Lemma 5.4. Consider two alternative representations of the minimal sufficient statistic $\left(\hat{\omega}_{(k)}, \hat{\eta}_{(k)}\right):\left(\hat{\omega}, \bar{a}^{*}\right)$ and $\left(\hat{\omega}, \bar{a}^{o}\right)$. As before, $\hat{\omega}$ is the maximum likelihood estimator of $\omega$ under the hypothesis $H_{0}: \eta=\eta_{(0)}$, and $\bar{a}^{*}, \bar{a}^{o}$ are the approximate ancillaries defined in (2.11) and (2.12), respectively. Assume that $\omega_{(1)}$ and $\omega_{(2)}$ are two values of $\omega$ such that

$$
\ell\left(\omega_{(2)}, \eta_{(0)} ; \hat{\omega}_{(k)}, \hat{\eta}_{(k)}\right) \geqslant \ell\left(\omega_{(1)}, \eta_{(0)} ; \hat{\omega}_{(k)}, \hat{\eta}_{(k)}\right)
$$

and define

$$
\begin{align*}
R^{*}\left(\omega_{(1)}, \omega_{(2)}\right) & \equiv R^{*}\left(\omega_{(1)}, \omega_{(2)} ; \hat{\omega}, \bar{a}^{*}\right) \\
& \equiv \operatorname{sign}\left(\omega_{(2) 1}-\omega_{(1) 1}\right)\left[2\left\{\ell\left(\omega_{(2)}, \eta_{(0)}\right)-\ell\left(\omega_{(1)}, \eta_{(0)}\right)\right\}\right]^{1 / 2} \tag{5.22}
\end{align*}
$$

Observe that if we put $\omega_{(2)}=\hat{\omega}$ and $\omega_{1}=\hat{\omega}_{\psi}$, then $R^{*}$ is a directed likelihood. Define $R^{o}$ in exactly the same way, but as a function of $\bar{a}^{o}$ rather than $\bar{a}^{*}$. Note that the right-hand side of (5.22) does not depend on the specification of the ancillary, and that $R^{*}\left(\omega_{(1)}, \omega_{(2)}\right)=R^{o}\left(\omega_{(1)}, \omega_{(2)}\right)$ even though they are different functions. Consider also the 'nuisance' scores $\ell_{\chi}^{*}\left(\omega_{(1)}\right)=\ell_{\chi}^{o}\left(\omega_{(1)}\right)$, viewed as depending on $\bar{a}^{*}$ and $\bar{a}^{o}$, respectively, and put

$$
v^{*}\left(\omega_{(1)}, \omega_{(2)} ; \hat{\omega}, \bar{a}^{*}\right) \equiv\left(\ell_{\chi}^{*}\left(\omega_{(1)}\right), R^{*}\left(\omega_{(1)}, \omega_{(2)}\right)\right)
$$

and

$$
v^{o}\left(\omega_{(1)}, \omega_{(2)} ; \hat{\omega}, \bar{a}^{o}\right) \equiv\left(\ell_{\chi}^{o}\left(\omega_{(1)}\right), R^{o}\left(\omega_{(1)}, \omega_{(2)}\right)\right)
$$

Then

$$
v^{*}\left(\omega_{(1)}, \omega_{(2)} ; \hat{\omega}, \bar{a}^{*}\right)=v^{o}\left(\omega_{(1)}, \omega_{(2)} ; \hat{\omega}, \bar{a}^{o}\right)
$$

Let

$$
H^{*}\left(\omega_{(1)}, \omega_{(2)}\right) \equiv H^{*}\left(\omega_{(1)}, \omega_{(2)} ; \hat{\omega}, \bar{a}^{*}\right)
$$

and

$$
H^{o}\left(\omega_{(1)}, \omega_{(2)}\right) \equiv H^{o}\left(\omega_{(1)}, \omega_{(2)} ; \hat{\omega}, \bar{a}^{o}\right)
$$

denote the $d \times d$ matrices of first-order derivatives of $v^{*}$ and $v^{o}$ with respect to $\hat{\omega}$, keeping respectively $\bar{a}^{*}$ and $\bar{a}^{o}$ fixed. Then it follows from the definitions of the quantities concerned that

$$
\begin{equation*}
\bar{u}_{\psi}^{*} / \bar{r}_{\psi}=\left|H^{*}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)\right| /\left\{\left|j_{\chi \chi}\left(\hat{\omega}_{\psi}\right) \| j(\hat{\omega})\right|\right\}^{1 / 2} \tag{5.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{u}_{\psi}^{o} / \bar{r}_{\psi}=\left|H^{o}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)\right| /\left\{\left|j_{\chi \chi}\left(\hat{\omega}_{\psi}\right) \| j(\hat{\omega})\right|\right\}^{1 / 2} \tag{5.24}
\end{equation*}
$$

where $\bar{u}_{\psi}^{*}$ is (2.8) based on $\bar{a}^{*}$, and $\bar{u}_{\psi}^{o}$ is (2.8) based on $\bar{a}^{o}$. It follows from (5.23) and (5.24) that

$$
\begin{align*}
\bar{r}_{\psi}^{*}-\bar{r}_{\psi}^{o} & =n^{-1} \bar{r}_{\psi}^{-1}\left\{\log \left(\bar{u}_{\psi}^{*} / \bar{r}_{\psi}\right)-\log \left(\bar{u}_{\psi}^{o} / \bar{r}_{\psi}\right)\right\} \\
& =n^{-1} \bar{r}_{\psi}^{-1} \log \left(\bar{u}_{\psi}^{*} / \bar{u}_{\psi}^{o}\right) \\
& =n^{-1} \bar{r}_{\psi}^{-1} \log \left\{\left|H^{*}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)\right| / H^{o}\left(\hat{\omega}_{\psi}, \hat{\omega}\right) \mid\right\} \tag{5.25}
\end{align*}
$$

The theorem will be proved once it has been established that (5.25) is $O\left(n^{-2}\right)$ uniformly for $\left(\bar{r}_{\psi}^{*}, \bar{a}^{*}, \hat{\chi}_{\psi}-\chi\right) \in B(\gamma)$, for some $\gamma>0$. Using Lemma 5.4, noting that repeated application of Lemma 5.1 implies that $\left\|\bar{a}^{*}-\bar{a}^{o}\right\|=O\left(n^{-1}\right)$, we have

$$
H^{*}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)=H^{o}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)+n^{-1} G(\psi)
$$

and

$$
H^{*}(\hat{\omega}, \hat{\omega})=H^{o}(\hat{\omega}, \hat{\omega})+n^{-1} G(\hat{\psi})
$$

where $G(\psi) \equiv G\left(\psi ; \hat{\omega}, \bar{a}^{o}\right)$ is $O(1)$. But

$$
H^{*}(\hat{\omega}, \hat{\omega})=H^{o}(\hat{\omega}, \hat{\omega})=\left\{\left|j_{\chi \chi}\left(\hat{\omega}_{\psi}\right) \| j(\hat{\omega})\right|\right\}^{1 / 2}
$$

which implies that $G\left(\hat{\psi} ; \hat{\omega}, \bar{a}^{o}\right)=0$. Consequently, differentiability implies that each element of $G(\psi)$ is $O(|\hat{\psi}-\psi|)$, and therefore

$$
\begin{align*}
H^{*}\left(\hat{\omega}_{\psi}, \hat{\omega}\right) & =H^{o}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)+n^{-1} G(\psi) \\
& =H^{o}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)\left\{I+n^{-1}(\psi-\hat{\psi}) G_{1}(\psi)\right\} \tag{5.26}
\end{align*}
$$

where $I$ is the identity matrix, each element of

$$
G_{1}(\psi) \equiv(\psi-\hat{\psi})^{-1}\left\{H^{o}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)\right\}^{-1} G(\psi)
$$

is $O(1)$, and we have used the fact that $H^{o}$ has full rank for $\left(\bar{r}_{\psi}^{*}, \bar{a}^{o}, \hat{\chi}_{\psi}-\chi\right) \in B(\gamma)$ and sufficiently small $\gamma>0$. From (5.26), it follows that

$$
\begin{align*}
\frac{\left|H^{*}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)\right|}{\left|H^{o}\left(\hat{\omega}_{\psi}, \hat{\omega}\right)\right|} & =\left|I+n^{-1}(\psi-\hat{\psi}) G_{1}(\psi)\right| \\
& =1+n^{-1}\left(\psi-\hat{\psi} \operatorname{tr}\left\{G_{1}(\psi)\right\}+O\left\{n^{-2}(\psi-\hat{\psi})^{2}\right\}\right. \tag{5.27}
\end{align*}
$$

The desired conclusion then follows after substituting (5.27) into (5.25), Taylor-expanding the $\log$, and noting that, as $\psi \rightarrow \hat{\psi}, \bar{r}_{\psi} \sim(\psi-\hat{\psi}) c$ for some fixed, non-zero $c$.

## 6. Discussion

We conclude this paper with a discussion of the relationship between the results in this paper and the work of Skovgaard (1990) and Jensen (1992).

Skovgaard (1990) approached the $p^{*}$ approximation from a novel and in some respects rather illuminating perspective. At the end of that paper he gave a heuristic discussion of the relative error in $p^{*}$ in large deviation regions when a general approximate ancillary $\bar{a}$ is used. His main conclusion was that $p^{*}$ has bounded relative error in a large deviation region for $\hat{\omega}$ and any normal deviation region for $\bar{a}$. His conclusion is confirmed by our Theorem 3.1; see (3.4).

However, Skovgaard's (1990) discussion does not allow us to draw clear conclusions about what happens to the relative error in $p^{*}$ in large deviation regions for the ancillary. Our findings, given in statements (3.2) and (3.3) of Theorem 3.1, tell us that under Assumptions 3.1 and 3.2 the relative error in the $p^{*}$ approximation stays bounded in a large deviation region when either $\bar{a}^{*}$ or $\bar{a}^{o}$ is used as the approximate ancillary. This still leaves open the question of what happens to the relative error of the $p^{*}$ approximation in large deviation regions for a general approximate ancillary $\bar{a}$. We now show that, for any firstorder ancillary $\bar{a}$ in the class defined in Section 2.4, the $p^{*}$ approximation typically (but not always, and in particular not if $\bar{a}=\bar{a}^{o}$ ) breaks down when $\bar{a}$, rather than $\bar{a}^{o}$ or $\bar{a}^{*}$, is used. Due to the special cases which can occur, it is a little awkward to specify precise necessary and sufficient conditions for $p^{*}$ to break down; for this reason, we shall be content with giving a simple sufficient condition.

Consider (5.19) with $\bar{a}^{o}$ viewed as a function of $\hat{\omega}$ and $\bar{a}$. Since $\sup _{\hat{\omega}} m(\hat{\omega}, \bar{a})$ depends only on $\bar{a}$, it follows from (5.19) that the $p^{*}(\hat{\omega} ; \omega \mid \bar{a})$ approximation to $p(\hat{\omega} ; \omega \mid \bar{a})$ will have unbounded relative error in a large deviation region $\left\{\|\hat{\omega}-\omega\|<\gamma_{1},\|\bar{a}\|<\gamma_{2}\right\}$ if, for some fixed $\bar{a}$ in this region,

$$
\begin{equation*}
\sup _{\hat{\omega}:\|\hat{\omega}-\omega\|<\gamma_{1}} \sum_{q=1}^{k}\left(\bar{a}_{q}^{o}\right)^{2}-\inf _{\hat{\omega}:\|\hat{\omega}-\omega\|<\gamma_{1}} \sum_{q=1}^{k}\left(\bar{a}_{q}^{o}\right)^{2} \geqslant \varepsilon, \tag{6.1}
\end{equation*}
$$

for some fixed number $\varepsilon>0$. In view of (2.13) and the smoothness of the functions
concerned, a sufficient condition for (6.1) to occur is the following: for some $q \in\{1, \ldots, k\}$ and for some fixed $C \in(0, \infty)$,

$$
\begin{equation*}
\left\|\frac{\partial \bar{a}_{q}^{o}}{\partial \hat{\omega}}\right\|>C\|\bar{a}\|^{2} \tag{6.2}
\end{equation*}
$$

for all $\hat{\omega}$ and $\bar{a}$ which satisfy $\|\hat{\omega}-\omega\|<\gamma_{1}$ and $\|\bar{a}\|<\gamma_{2}$. Further calculations, which we do not present here, show that under condition (6.2) a sufficient condition for the $p^{*}(\hat{\omega} ; \omega \mid \bar{a})$ approximation to have unbounded relative error in a region of the form

$$
\begin{equation*}
\left\{\|\hat{\omega}-\omega\|<n^{-\delta_{1}} C_{3},\|\bar{a}\|<n^{-\delta_{2}} C_{4}\right\} \tag{6.3}
\end{equation*}
$$

is

$$
\begin{equation*}
3 \delta_{1}+\delta_{2}<1 \tag{6.4}
\end{equation*}
$$

So, to summarize: if (6.2) is satisfied then the relative error in the $p^{*}(\hat{\omega} ; \omega \mid \bar{a})$ approximation to $p(\hat{\omega} ; \omega \mid \bar{a})$ does not stay bounded in regions of the type indicated by (6.3) and (6.4).

Example 2.1 (continued). We now given an example in which (6.2) is satisfied by the EfronHinkley ancillary. Taylor expansion of (2.16) gives

$$
\frac{1}{2}\left(\bar{a}^{o}\right)^{2}=\frac{1}{2} \bar{a}^{2}-\frac{1}{3} \bar{a}^{3}\left(\hat{\Psi}_{+}^{3}+\hat{\Psi}_{-}^{3}\right)+O\left(\bar{a}^{4}\right)
$$

from which we obtain

$$
\begin{equation*}
\bar{a}^{o}=\bar{a}-\frac{1}{3} \bar{a}^{2}\left(\hat{\Psi}_{+}^{3}+\hat{\Psi}_{-}^{3}\right)+O\left(\bar{a}^{3}\right) \tag{6.5}
\end{equation*}
$$

Finally, differentiating $\bar{a}^{o}(\hat{\psi}, \bar{a})$ with respect to $\hat{\psi}$, we obtain

$$
\frac{\partial \bar{a}^{o}}{\partial \hat{\psi}}=-\hat{\psi}(1+\hat{\psi}) \hat{\Psi}_{+}^{5} \bar{a}^{2}+O\left(\bar{a}^{3}\right)
$$

which establishes condition (6.2), since $\hat{\psi}$ and $\hat{\Psi}_{+}$are both positive.
Pedersen (1981) compared the Efron-Hinkley ancillary, $\bar{a}$ in (2.15), and the unmodified directed likelihood ancillary, $\bar{a}^{o}$ in (2.16), in a detailed numerical study. His main finding was that $\bar{a}^{o}$ is clearly superior to $\bar{a}$ in this example, and he reported that $\bar{a}^{o}$ 'is almost exactly distribution constant, and has more stable conditional likelihood functions'. The results in this paper provide clear theoretical insight into Pedersen's empirical findings.

We now discuss what happens in Corollary 3.4 if a general approximate ancillary $\bar{a}$, rather than $\bar{a}^{*}$ or $\bar{a}^{o}$, is used. Once again, it is awkward to state precise conditions because of the special cases which arise. However, suppose that $\bar{a}$ satisfies

$$
\left\|\bar{a}^{o}-\bar{a}\right\|=O\left(\|\bar{a}\|^{2}\right)
$$

uniformly on sufficiently small large deviation regions, as is generally the case for the EfronHinkley or score ancillary; see (2.13) and, for example, (6.5). Let $r^{a}$ denote the modified directed likelihood obtained by keeping $\bar{a}$, rather than $\bar{a}^{*}$ or $\bar{a}^{o}$, fixed in the required sample space differentiations. A reworking of Lemma 5.4 and Theorem 3.3 under Assumptions 3.1 and 3.2 and condition (6.2) shows that the analogue of Corollary 3.4 will 'typically' be

$$
\begin{aligned}
P_{\omega}\left[r_{\psi}^{*}>r_{\psi \mathrm{obs}}^{a} \mid \bar{a}^{*} t \in \Xi_{\gamma}\right]= & P_{\omega}\left[r_{\psi \mathrm{obs}}^{a} \mid \bar{a}^{*}, t \in \Xi_{\gamma}\right] \\
& \times\left\{1+O\left(\|\bar{a}\|^{2} \bar{r}_{\psi \mathrm{obs}}^{a}\right)+O\left(n^{-1} \bar{r}_{\psi \mathrm{obs}}^{a}\right)+O\left(n^{-3 / 2}\right)\right\} \\
= & \left\{1-\Phi\left(r_{\psi \mathrm{obs}}^{a}\right)\right\} \\
& \times\left\{1+O\left(\|\bar{a}\|^{2} \bar{r}_{\psi \mathrm{obs}}^{a}\right)+O\left(n^{-1} \bar{r}_{\psi \mathrm{obs}}^{a}\right)+O\left(n^{-3 / 2}\right)\right\} .
\end{aligned}
$$

Thus the relative error is typically dominated by the term of order $O\left(\|\bar{a}\|^{2} \bar{r}_{\psi}^{a}\right)$ on sufficiently small large deviation regions.

We now consider the relationship between the findings of this paper and those of Jensen (1992). His main result, stated in our notation, is that in curved exponential models

$$
\begin{equation*}
P_{\omega}\left(\rho_{\psi}^{*}>\rho_{\psi \mathrm{obs}}^{*} \mid \bar{a}^{o}, t \in \Xi_{\gamma}\right)=\left\{1-\Phi\left(\rho_{\psi \mathrm{obs}}^{*}\right)\right\}\left\{1+O\left(n^{-1} \bar{\rho}_{\psi \mathrm{obs}}^{*}\right)+O\left(n^{-3 / 2}\right)\right\}, \tag{6.6}
\end{equation*}
$$

where we have written $\rho_{\psi}^{*}$ for Jensen's (1992) modification of the directed likelihood. In general, $\rho_{\psi}^{*}$ will be different to $r_{\psi}^{*}$ and $r_{\psi}^{o}$. Jensen (1995) shows that they are different in Example 2.1 above.

From a theoretical point of view the standard normal approximation to the distributions of $r_{\psi}^{*}, r_{\psi}^{o}$ and $\rho_{\psi}^{*}$ will have similar accuracy in both normal and large deviation regions; compare (3.5), (3.6) and (6.6). Moreover, to establish the validity of (6.6) in settings where conditioning on an ancillary takes place, Jensen's (1992) approach also requires the introduction of a conditioning set $\Xi_{\gamma}$. (Note: we are not claiming that the introduction of $\Xi_{\gamma}$ is necessary in a strictly logical sense, but without it there does not seem to be any prospect of providing fully rigorous justification of either (6.6) or our results stated in Section 3.) The main difference between the approaches is that in (3.5) and (3.6) the conditioning statistic is $a^{*}$, whereas in (6.6) it is $a^{o}$. Since $a^{*}$ is ancillary to order $O\left(n^{-3 / 2}\right)$ on normal deviation regions and to order $O\left(n^{-1}\right)$ on large deviation regions, while $a^{o}$ is only ancillary in a somewhat weaker sense, it follows that conditioning on $a^{*}$ may be more satisfactory from the perspective of conditional inference. From the point of view of computation, $r_{\psi}^{o}$ and $\rho_{\psi}^{*}$ seem to be of roughly the same order of difficulty.

Finally, we mention two very recent papers which have points of contact with this paper. Skovgaard (1996) introduces a new approximation to the modified directed likelihood, the significant point being that calculation of this quantity is feasible in general parametric models. In the process, Skovgaard (1996) derives a result which is essentially equivalent to (3.3) above. In the other paper, Jensen (1996) derives large deviation properties of the statistic $r_{\psi}^{o}$ via a different route to the one followed here.
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