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#### Abstract

We consider the problem of detecting an unknown number of change-points in the spectrum of a second-order stationary random process. To reach this goal, some maximal inequalities for quadratic forms are first given under very weak assumptions. In a parametric framework, and when the number of changes is known, the change-point instants and the parameter vector are estimated using the Whittle pseudo-likelihood of the observations. A penalized minimum contrast estimate is proposed when the number of changes is unknown. The statistical properties of these estimates hold for strongly mixing and also long-range dependent processes. Estimation in a nonparametric framework is also considered, by using the spectral measure function. We conclude with an application to electroencephalogram analysis.
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## 1. Introduction

Estimating change-points in the spectrum of a time series has been widely studied as a particular topic of the general change-point problem: see, for example, Brodsky and Darkhovsky (1993) or Basseville and Nikiforov (1993) for a thorough survey.

In Picard (1985) and later on in a series of articles by Giraitis and Leipus (1990; 1992), a posteriori detection of a change in the spectral distribution function is considered, based on a Kolmogorov-Smirnov type test statistic. Functional limit theorems under the null hypothesis of no changes are given under very general conditions. Giraitis and Leipus (1992) also consider the behaviour of the statistics under local alternatives. These results are based on a functional limit theorem for quadratic forms under $L^{2}$ type conditions. Brodsky and Darkhovsky (1993) consider additionally the problem of multiple changes and construct consistent estimators for the number of changes for strongly mixing sequences, under certain conditions on larger-order cumulants.

For strongly dependent processes the changes in the spectrum may affect the long-range dependence parameter. Depending on the value of this parameter, limiting processes can
change - see, for example, Fox and Taqqu (1997) and Terrin and Taqqu (1991) - and thus the distribution of the test statistic.

Following the papers of Lavielle and Moulines (1999) and Lavielle (1999), on detecting change-points in the marginal distribution of a sequence of (possibly dependent) observations, we study in this paper the detection of multiple change-points in a piecewise stationary centred time series which may exhibit long-range dependence. This kind of problem arises, for example, in network data where it is reasonable to assume that the dependence structure of the data changes in time (Taqqu et al., 1995).

We assume that the distribution of the process depends on a parameter $\theta$ that changes abruptly at some unknown instants $\left(t_{j}^{*}, j \geqslant 1\right)$. To obtain asymptotical results, we consider here the case where the sequence $\left(t_{j}^{*}\right)$ depends on the volume of the observations. If the number of segments $K^{*}$ is known, change-points are found together with the sequence of parameters $\left(\theta_{j}^{*}, 1 \leqslant j \leqslant K^{*}\right)$ by minimizing a certain contrast function constructed on the basis of the Whittle pseudo-likelihood of the observations. This approximation of the likelihood implicitly asserts that we are assuming that observations in different time segments are asymptotically uncorrelated. Furthermore, we also require that the fourth-order cumulants decay fast enough.

Assume there exist $0<\tau_{1}<\ldots<\tau_{K^{*}-1}<1$, such that $t_{j}^{*}=\left[n \tau_{j}^{*}\right]$. Then the length of each segment tends to infinity at the same rate as the total number of observations $\left(t_{j+1}^{*}-t_{j}^{*}=O(n)\right)$. It is shown, under very weak conditions, that the minimum contrast estimator of the normalized change-points sequence $\left(\hat{t}_{n, 1} / n, \ldots, \hat{t}_{n, K^{*}-1} / n\right)$ converges to the true normalized sequence $\left(\tau_{1}^{*}, \ldots, \tau_{K^{*}-1}^{*}\right)$. The estimated vector of parameters also converges to the true vector of parameters $\left(\theta_{j}^{*}, 1 \leqslant j \leqslant K^{*}\right)$. Furthermore, it is shown that the errors of location $\hat{t}_{n, j}-t_{j}^{*}=O_{\mathrm{P}}(1)$, for a wide class of (weakly or strongly) dependent proceses.

When the number of changes is unknown, it is estimated by minimizing a penalized contrast function. The penalization term has the form $\beta_{n} K$, where $K$ is the number of segments, that is, the number of parameters in the model, and where $\left(\beta_{n}\right)$ is a positive sequence decreasing to 0 . Penalized estimation has been considered, for example, when estimating the order of an ARMA process (see Akaike 1974; or Hannan 1980), or the order of a mixture of populations (see Dacunha-Castelle and Gassiat 1997). Then this problem of change-points detection can be seen as a problem of model selection via penalization, as in Lavielle (1999). We show that the estimated number of change-points converges to the true number of change-points if $\beta_{n}$ goes to 0 at an appropriate rate that depends on the covariance structure of the process.

This kind of method also extends to semi-parametric type tests. Indeed, if we consider that the spectral distribution function changes abruptly in certain given frequency bands, we can build a contrast function by using the integrated periodogram. An application to electroencephalogram (EEG) analysis illustrates the ability of the proposed method to detect changes in the electrical activity of the brain.

In Section 2 we present some useful results dealing with quadratic forms, based on certain maximal inequalities for sums of (possibly dependent) random variables due to Móricz et al. (1982). Sections 3 and 4 are respectively devoted to the parametric and nonparametric contexts.

## 2. Some preliminary results for quadratic forms

In order to give asymptotic results concerning the estimated change-points, we must control uniformly in probability the quadratic forms which appear in the empirical contrasts. Here, uniformity is both with respect to the parameter space and the change-point instants. A first result, given in Lemma 2.2, deals with uniform inequalities in probability over all the possible change-point configurations. Uniform results with respect to the parameter space are then established in Lemma 2.3.

### 2.1. Some maximal inequalities for quadratic forms

Let $\left(X_{t}, t \in \mathbb{N}\right)$ be a real second-order stationary process with zero mean and autocovariance function $\gamma$. Let $(b(u), u \in \mathbb{Z})$ be a bounded sequence of real numbers such that $b(u)=b(-u)$, and such that $\sum_{\mathbb{Z}} b(u) \gamma(u)<\infty$.

We consider here the quadratic form $Q_{1 m}$ defined by

$$
\begin{equation*}
Q_{1: n}=\sum_{t=1}^{n} \sum_{s=1}^{n} b(t-s) X_{t} X_{s}-n \sum_{u=-\infty}^{+\infty} b(u) \gamma(u) . \tag{1}
\end{equation*}
$$

Then, for any $0 \leqslant m \leqslant n$, we have

$$
Q_{1: n}=Q_{1: m}+Q_{m+1: m}+2 R_{m, n},
$$

where

$$
R_{m, n}=\sum_{t=1}^{m} \sum_{s=m+1}^{n} b(t-s) X_{t} X_{s} .
$$

In this section, we are interested in controlling $Q_{1: n}$ and $R_{m, n}$ in probability. To do this, we assume the following hypotheses are satisfied:

## Hypothesis 1.

(i) There exist a $D>0$ and $a \geqslant 1$ such that, for any $u \geqslant 0,|b(u)| \leqslant D u^{-\beta}$.
(ii) There exist $a C>0$ and an $\alpha>0$ such that, for any $u \geqslant 0,|\gamma(u)| \leqslant C u^{-\alpha}$.
(iii) There exists $a \kappa>0$ such that, for any $\left(t, s, t^{\prime}, s^{\prime}\right) \in \mathbb{Z}^{4}$,

$$
\left|\operatorname{cum}\left(X_{t}, X_{s}, X_{t^{\prime}}, X_{s^{\prime}}\right)\right| \leqslant \kappa|t-s|^{-\alpha}\left|t^{\prime}-s^{\prime}\right|^{-\alpha} .
$$

We have the following results:
Lemma 2.1. Under Hypothesis 1, for any $\varepsilon>0$, let

$$
h=\left\{\begin{array}{ll}
4-2 \alpha-2 \beta & \text { if } \alpha+\beta<\frac{3}{2}, \\
1+\varepsilon & \text { if } \alpha+\beta=\frac{3}{2}, \\
1 & \text { if } \alpha+\beta>\frac{3}{2},
\end{array} \quad h^{\prime}= \begin{cases}2-\alpha & \text { if } \alpha<1 \\
1+\varepsilon & \text { if } \alpha=1, \\
1 & \text { if } \alpha>1\end{cases}\right.
$$

Then, there exists $a C_{1}>0$ and a $D_{1}>0$ such that, for all $n \geqslant 1$, for all $0<m \leqslant n$,

$$
\begin{align*}
& \mathrm{E} Q_{1: n}^{2} \leqslant C_{1} n^{h}  \tag{2}\\
& \mathrm{E} R_{m, n}^{2} \leqslant D_{1} m^{h^{\prime}} \tag{3}
\end{align*}
$$

Remark. In the case $\alpha+\beta=\frac{3}{2}$ (for $h$ ) or $\alpha=1$ (for $h^{\prime}$ ), the bounds in (2) and (3) can be sharpened to obtain $C_{1} n \log n$ and $D_{1} m \log m$. However, this improved result will not change the rates given in Lemma 2.2 below, and therefore the rates of convergence of the estimated change-points given in Section 3.

Proof. Let $\mathscr{C}$ denote any non-negative constant. Assume that $m \leqslant n / 2$. Under Hypothesis 1(i) and 1(ii), we have:

$$
\begin{aligned}
& \qquad \mathrm{E} Q_{1: n}=\sum_{t=1}^{n} \sum_{s=1}^{n} \gamma(t-s) b(t-s) \\
& \leqslant \mathscr{C} n^{(2-\alpha-\beta) \vee 1} ; \\
& \mathrm{E} R_{m, n}=\sum_{t=1}^{m} \sum_{s=m+1}^{n} \gamma(t-s) b(t-s) \\
& =\sum_{u=1}^{m} u \gamma(u) b(u)+m \sum_{u=m+1}^{n-m} \gamma(u) b(u)+\sum_{u=n-m+1}^{n}(n-u) \gamma(u) b(u) \\
& \leqslant \mathscr{C} m^{(2-\alpha-\beta) \vee 0}
\end{aligned}
$$

On the other hand, under Hypothesis 1 (iii) and following, for example, Terrin and Taqqu (1991),

$$
\begin{aligned}
\operatorname{var} Q_{1: n} & =\sum_{t=1}^{n} \sum_{s=1}^{n} \sum_{t^{\prime}=1}^{n} \sum_{s^{\prime}=1}^{n}\left(\operatorname{cum}\left(X_{t}, X_{s}, X_{t^{\prime}}, X_{s^{\prime}}\right)+2 \gamma\left(t-t^{\prime}\right) \gamma\left(s-s^{\prime}\right)\right) b(t-s) b\left(t^{\prime}-s^{\prime}\right) \\
& \leqslant \mathscr{C} \sum_{t=1}^{n} \sum_{s=1}^{n} \sum_{t^{\prime}=1}^{n} \sum_{s^{\prime}=1}^{n}\left|t-t^{\prime}\right|^{-\alpha}\left|s-s^{\prime}\right|^{-\alpha}\left|b(t-s) b\left(t^{\prime}-s^{\prime}\right)\right| \\
& \leqslant \mathscr{C} n^{h}
\end{aligned}
$$

We show (3) in the same way. Indeed, we have

$$
\begin{aligned}
\operatorname{var} R_{m, n} & \leqslant \mathscr{C} \sum_{t=1}^{m} \sum_{s=m+1}^{n} \sum_{t^{\prime}=1}^{m} \sum_{s^{\prime}=m+1}^{n}\left|t-t^{\prime}\right|^{-\alpha}\left|s-s^{\prime}\right|^{-\alpha}\left|b(t-s) b\left(t^{\prime}-s^{\prime}\right)\right| \\
& \leqslant \mathscr{C} \sum_{t=1}^{m} \sum_{t^{\prime}=1}^{m}\left|t-t^{\prime}\right|^{-\alpha} \sum_{s=m+1}^{n} \sum_{s^{\prime}=m+1}^{n}\left|s-s^{\prime}\right|^{-\alpha}\left|b(t-s) b\left(t^{\prime}-s^{\prime}\right)\right|
\end{aligned}
$$

Note that

$$
\sum_{t=1}^{m} \sum_{t^{\prime}=1}^{m}\left|t-t^{\prime}\right|^{-\alpha} \leqslant \mathscr{C} m^{h^{\prime}}
$$

On the other hand,

$$
\begin{aligned}
\sum_{s=m+1}^{n} \sum_{s^{\prime}=m+1}^{n}\left|s-s^{\prime}\right|^{-\alpha}\left|b(t-s) b\left(t^{\prime}-s^{\prime}\right)\right| & \leqslant \sum_{u=1}^{n} b(u)^{2}+2 \sum_{u=1}^{n}|b(u)| \sum_{v=u+1}^{n}|b(v) \| u-v|^{-\alpha} \\
& \leqslant \mathscr{C}\left(1+2 \sum_{u=1}^{n} u^{-\beta} u^{1-\beta-\alpha}\right)<\infty
\end{aligned}
$$

because $1-2 \beta-\alpha<-1$. This yields the required bound.

Using Lemma 2.1, we can now obtain some useful maximal inequalities:
Lemma 2.2. Under Hypothesis 1, for any $\varepsilon>0$, let $a=\max (4-2 \alpha-2 \beta, 1+\varepsilon)$ and $a^{\prime}=\max (2-\alpha, 1+\varepsilon)$. Then, there exist $C_{2}>0, C_{3}>0, D_{2}>0$ and $D_{3}>0$ such that, for all $n>0$, for all $m>0$, and for all $\delta>0$, the following inequalities are satisfied:

$$
\begin{align*}
\mathrm{P}\left(\max _{1 \leqslant k \leqslant n}\left|Q_{1: k}\right|>\delta\right) & \leqslant C_{2} \frac{n^{a}}{\delta^{2}}  \tag{4}\\
\mathrm{P}\left(\max _{k \geqslant m} \frac{\left|Q_{1: k}\right|}{k}>\delta\right) & \leqslant C_{3} \frac{m^{a-2}}{\delta^{2}}  \tag{5}\\
\mathrm{P}\left(\max _{1 \leqslant k<n} \max _{k+1 \leqslant l \leqslant n}\left|R_{k, l}\right|>\delta\right) & \leqslant D_{2} \frac{n^{a}}{\delta^{2}}  \tag{6}\\
\mathrm{P}\left(\max _{k \geqslant n} \frac{\left|R_{k, n}\right|}{k}>\delta\right) & \leqslant D_{3} \frac{m^{a^{\prime}-2}}{\delta^{2}} \tag{7}
\end{align*}
$$

Proof. First we show that, under the hypothesis of Lemma 2.2, there exists a constant $A>0$ such that, for any $\delta>0$ and for any positive and decreasing sequence $d_{1} \geqslant d_{2} \geqslant \ldots \geqslant$ $d_{n}>0$,

$$
\mathrm{P}\left(\max _{1 \leqslant k \leqslant n} d_{k}\left|Q_{1: k}\right|>\delta\right) \leqslant C_{2} \frac{n^{a-1}}{\delta^{2}} \sum_{t=1}^{n} d_{t}^{2}
$$

This result is an extension of the following Hájek-Rényi type inequality for partial sums (see Levielle and Moulines 1999):

Theorem 2.3. Let $\left(X_{t, t} \in \mathbb{N}\right)$ be a sequence of zero-mean random variables. Assume that there exist $A_{1}>0$ and $1<a<2$ such that, for all $1 \leqslant i \leqslant j, \mathrm{E}\left(\sum_{t=i}^{j} X_{t}\right)^{2} \leqslant A_{1}|j-i+1|^{a}$. Then, there exists a constant $A_{2} \geqslant 1$ such that, for any $n \geqslant 1$, for any $\delta>0$, and for any positive and decreasing sequence $d_{1} \geqslant d_{2} \geqslant \ldots \geqslant d_{n}>0$, we have the inequality

$$
\mathrm{P}\left(\max _{1 \leqslant k \leqslant n} d_{k}\left|\sum_{t=1}^{k} X_{t}\right|>\delta\right) \leqslant A_{2} \frac{n^{a-1}}{\delta^{2}} \sum_{t=1}^{n} d_{t}^{2}
$$

For any $1 \leqslant r \leqslant k \leqslant n$, we can write $Q_{1: k}=Q_{1: r}+Q_{r+1: k}+2 R_{r, k}$. Using Lemma 2.1,

$$
\begin{aligned}
\mathrm{E} R_{r, k}^{2} & \leqslant \mathrm{E}\left(Q_{1: k}^{2}+Q_{1: r}^{2}+Q_{r+1: k}^{2}\right) \\
& \leqslant 2 C_{1} k^{a} .
\end{aligned}
$$

On the other hand, $R_{r, k}$ can be expressed as a sum: $R_{r, k}=\sum_{t=1}^{k} \eta_{r, t}$ where $\eta_{r, 1}=$ $\eta_{r, 2}=\ldots=\eta_{r, r}=0$ and $\eta_{r, t}=\sum_{s=1}^{r} X_{t} X_{s} b(t-s)$ for $t>r$. Thus, the maximal inequality proposed in Theorem 2.3 holds for $R_{r, k}$ : there exists $D>0$ such that

$$
\mathrm{P}\left(\max _{1 \leqslant k \leqslant n} d_{k}\left|R_{r, k}\right|>\delta\right) \leqslant D \frac{n^{a-1}}{\delta^{2}} \sum_{t=1}^{n} d_{t}^{2}
$$

Following the proof advanced by Móricz et al. (1982), we have

$$
\begin{aligned}
\mathrm{P}\left(\max _{1 \leqslant k \leqslant n} d_{k}\left|Q_{1: k}\right|>\delta\right) \leqslant & \mathrm{P}\left(\max _{1 \leqslant k \leqslant r-1} d_{k}\left|Q_{1: k}\right|>\delta\right)+\mathrm{P}\left(d_{r}\left|Q_{1: r}\right|>p_{1} \delta\right) \\
& +\mathrm{P}\left(\max _{r+1 \leqslant k \leqslant n} d_{k}\left|Q_{r+1: k}\right|>p_{2} \delta\right)+\mathrm{P}\left(\max _{r+1 \leqslant k \leqslant n} d_{k}\left|R_{r, k}\right|>p_{3} \delta\right),
\end{aligned}
$$

where $p_{1}, p_{2}$ and $p_{3}$ are positive numbers such that $p_{1}+p_{2}+p_{3}=1$. By induction, we have $\mathrm{P}\left(\max _{1 \leqslant k \leqslant n} d_{k}\left|Q_{1: k}\right|>\delta\right)$

$$
\leqslant \frac{C_{2}}{\delta^{2}}\left((r-1)^{a-1} \sum_{t=1}^{r-1} d_{t}^{2}+\frac{(n-r)^{a-1}}{p_{2}^{2}} \sum_{t=r+1}^{n} d_{t}^{2}+\frac{C_{1} r^{a}}{C_{2} p_{1}^{2}} d_{r}^{2}+\frac{D n^{a-1}}{C_{2} p_{3}^{2}} \sum_{t=1}^{n} d_{t}^{2}\right)
$$

Choose $r$ such that $(r-1)^{a-1} \sum_{t=1}^{r-1} d_{t}^{2} \leqslant n^{a-1} \sum_{t=1}^{n} d_{t}^{2} / 2^{a}$ and $(n-r)^{a-1} \sum_{t=a+1}^{n} d_{t}^{2} \leqslant$ $n^{a-1} \sum_{t=1}^{n} d_{t}^{2} / 2^{a}$. Then, since $\left(d_{t}\right)$ is a decreasing sequence, $r^{a} d_{r}^{2} \leqslant r^{a-1} \sum_{t=1}^{r} d_{t}^{2}$ and

$$
\mathrm{P}\left(\max _{1 \leqslant k \leqslant N} d_{k}\left|Q_{1: k}\right|>\delta\right) \leqslant \frac{C_{2}}{\delta^{2}}\left(\frac{1}{2^{a}}\left(1+\frac{1}{p_{2}^{2}}\right)+\frac{C_{1}}{C_{2} p_{1}^{2}}+\frac{D}{C_{2} p_{3}^{2}}\right) n^{a-1} \sum_{t=1}^{n} d_{t}^{2}
$$

Now choose $p_{2}$ close enough to 1 and $C_{2}$ large enough, in order to ensure that

$$
\frac{1}{2^{a}}\left(1+\frac{1}{p_{2}^{2}}\right)+\frac{C_{1}}{C_{2} p_{1}^{2}}+\frac{D}{C_{2} p_{3}^{2}} \leqslant 1
$$

(note that this is always possible, since $a>1$ ).
We obtain (4) with $d_{k}=1$ for any $k \geqslant 0$. Setting $d_{k}=1 / k$, we obtain

$$
\begin{equation*}
\mathrm{P}\left(\max _{1 \leqslant k \leqslant n} \frac{\left|Q_{1: k}\right|}{k}>\delta\right) \leqslant C_{2} \frac{n^{a-1}}{\delta^{2}} \sum_{t=1}^{n} \frac{1}{t^{2}} . \tag{8}
\end{equation*}
$$

Then (5) is a direct consequence of (8), since

$$
\begin{aligned}
\mathrm{P}\left(\max _{k \geqslant m} \frac{\left|Q_{1: k}\right|}{k}>\delta\right) & \leqslant \sum_{p=0}^{\infty} \mathrm{P}\left(\max _{2^{p} m \leq k<2^{p+1} m} \frac{\left|Q_{1: k}\right|}{k}>\delta\right) \\
& \leqslant \frac{C_{2} m^{a-2}}{\delta^{2}\left(1-2^{a-2}\right)} .
\end{aligned}
$$

Finally, (6) and (7) are shown by using the same kind of arguments as for (4) and (5).

### 2.2. Uniform convergence of parametric quadratic forms

Assume now that the function $b$ depends on a parameter $\theta$ that belongs to a compact subset $\Theta$ of $\mathbb{R}^{d}$. For any $\theta \in \Theta$, assume that $(b(u, \theta), u \in \mathbb{N})$ is a bounded sequence of real numbers such that $b(u, \theta)=b(-u, \theta)$ and $\sum_{\mathbb{Z}} b(u, \theta) \gamma(u)<\infty$.

For any $\theta \in \mathbb{R}$, for any $n>0$ and any $0 \leqslant m \leqslant n$, set

$$
\begin{aligned}
& Q_{1: n}(\theta)=\sum_{t=1}^{n} \sum_{s=1}^{n} b(t-s, \theta) X_{t} X_{s}-n \sum_{k=-\infty}^{+\infty} b(u, \theta) \gamma(u), \\
& R_{m, n}(\theta)=\sum_{t=1}^{m} \sum_{s=m+1} b(t-s, \theta) X_{t} X_{s} .
\end{aligned}
$$

We assume that the following hypothesis is satisfied:

## Hypothesis 2.

(i) For any $\theta \in \Theta$, Hypothesis 1 is satisfied.
(ii) The function $b$ is continuously differentiable with respect to $\theta$ (on the interior of $\Theta$ ). Furthermore, there exists a $D^{\prime}>0$ such that, for any $u \geqslant 0$, for any $\theta \in \Theta$, $\left|\partial_{\theta} b(u, \theta)\right| \leqslant D^{\prime} u^{-1}$.

Lemma 2.4. Under Hypothesis 2, for all $\delta>0$,

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \mathrm{P}\left(\sup _{\theta \in \Theta} \max _{1 \leqslant k \leqslant n} \frac{\left|Q_{1: k}(\theta)\right|}{n}>\delta\right)=0,  \tag{9}\\
\lim _{m \rightarrow \infty} \mathrm{P}\left(\sup _{\theta \in \Theta} \max _{k \geqslant m} \frac{\left|Q_{1: k}(\theta)\right|}{k}>\delta\right)=0,  \tag{10}\\
\lim _{n \rightarrow \infty} \mathrm{P}\left(\sup _{\theta \in \Theta} \max _{1 \leqslant k<n} \max _{k+1 \leq l \leq n} \frac{\left|R_{k, l}(\theta)\right|}{n}>\delta\right)=0,  \tag{11}\\
\lim _{m \rightarrow \infty} \mathrm{P}\left(\sup _{\theta \in \Theta} \max _{k \geqslant m} \frac{\left|R_{k, n}(\theta)\right|}{k}>\delta\right)=0, \tag{12}
\end{gather*}
$$

Proof. Equation (9) follows directly from the following two remarks:
(i) By using Lemma 2.2, for any $\theta$ in $\Theta$, for any $\delta>0$, we have that, under Hypothesis 2,

$$
\lim _{n \rightarrow \infty} \mathrm{P}\left(\max _{1 \leqslant k<n} \frac{\left|Q_{1: k}(\theta)\right|}{n}>\delta\right)=0
$$

(ii) For any $\varepsilon>0$, let $\omega(k, \varepsilon)=\sup _{\left\|\theta-\theta^{\prime}\right\| \leqslant \varepsilon} n^{-1}\left|Q_{1: k}(\theta)-Q_{1: k}\left(\theta^{\prime}\right)\right|$, where $\|\cdot\|$ is the Euclidian norm. Then, there exist two sequences $\xi(v)$ and $\varepsilon(v), \xi(v) \rightarrow 0$ and $\varepsilon(v) \rightarrow 0$ when $v \rightarrow \infty$, such that $\overline{\lim } \mathrm{P}\left(\max _{1 \leqslant k<n} \omega(k, \varepsilon(v))>\xi(v)\right)=0$. Indeed, let $\tilde{Q}_{1: n}$ be the quadratic form defined in (1) with $b(u)=u^{-1}$. Under Hypothesis 2 there exists $C>0$ such that

$$
\omega(k, \varepsilon) \leqslant C\left\{\frac{\left|\tilde{Q}_{1: k}\right|}{n}+2 \varepsilon \sum_{u=-\infty}^{+\infty} \frac{|\gamma(u)|}{u}\right\}
$$

By Lemma 2.1 we have $n^{-1} \max _{1 \leqslant k \leqslant n}\left|\tilde{Q}_{1: k}\right|$ converges to 0 . Now use Hypothesis 1 to conclude that $\sum|\gamma(u)| / u$ converges.

We show (10), (11) and (12) in exactly the same way.

## 3. Parametric estimation in the presence of change-points

### 3.1. Description of the model

Assume that the spectrum of the zero-mean process $X=\left(X_{t}, t \in \mathbb{Z}\right)$ depends on a parameter $\theta$ which changes abruptly at some unknown instants $t_{1}^{*}, t_{2}^{*}, \ldots, t_{K^{*}-1}^{*}$ with $0<t_{1}^{*}<\ldots<t_{K^{*}-1}^{*}<n$. These changes affect the covariance of process $X$, and we furthermore assume the process is asymptotically uncorrelated before and after a change. More precisely, we assume the following hypothesis is satisfied:

## Hypothesis 3.

(i) There exists a vector $\left(\theta_{1}^{*}, \ldots, \theta_{K^{*}}^{*}\right)$, such that $\theta_{j}^{*}$ takes its values in the interior of a compact subset $\Theta$ of $\mathbb{R}^{d}$ for any $1 \leqslant j \leqslant K^{*}$, and such that

$$
\mathrm{E} X_{s} X_{t}=\gamma\left(t-s, \theta_{j}^{*}\right) \quad \text { if } t_{j-1}^{*}+1 \leqslant s \leqslant t \leqslant t_{j}^{*}
$$

(ii) There exists $a \quad G>0$ and a $\gamma>0$ such that

$$
\mathrm{E} X_{s} X_{t} \leqslant G|t-s|^{-\gamma} \quad \text { if there exists } 1 \leqslant j \leqslant K^{*}-1 \text { such that } s \leqslant t_{j}^{*}<t
$$

(iii) There exists a $\kappa>0$ such that for any $\left(t, s, t^{\prime}, s^{\prime}\right) \in \mathbb{Z}^{4}$,

$$
\left|\operatorname{cum}\left(X_{t}, X_{s}, X_{t^{\prime}}, X_{s^{\prime}}\right)\right| \leqslant \kappa\left|\mathrm{E}\left(X_{t} X_{s}\right) \mathrm{E}\left(X_{t^{\prime}} X_{s^{\prime}}\right)\right| .
$$

As an example, consider the $\operatorname{AR}(1)$ process $X_{t}$ which is the solution to the following equation:

$$
X_{t}=\vartheta^{*}(t) X_{t-1}+\varepsilon_{t}
$$

where $(\varepsilon t)$ is a white noise, and where $\vartheta^{*}$ is a time-varying piecewise constant function that takes its values in $(-1,+1)$. This example is a particular case of the more general problem of estimating the function $\vartheta^{*}$ which has been considered by Dahlhaus (1997), assuming that $\vartheta^{*}$ is smooth enough to guarantee that the process is locally stationary.

We define the configuation of normalized change-points by $\boldsymbol{\tau}^{*}=\left(\tau_{1}^{*}, \ldots, \tau_{K^{*}-1}^{*}\right)$, where $t_{j}^{*}=\left[n \tau_{j}^{*}\right]$, and $0<\tau_{1}<\ldots<\tau_{K^{*}-1}<1$. The problem consists in estimating the vector of parameters $\boldsymbol{\theta}^{*}$ and estimating the configuration of normalized change-points $\boldsymbol{\tau}^{*}$ from $n$ observations $X_{1}, X_{2}, \ldots, X_{n}$. The aim of this section is to study the behaviour of an estimator of $\left(\boldsymbol{\tau}^{*}, \boldsymbol{\theta}^{*}\right)$, as $n \rightarrow \infty$.

We use index $j$ for the true configuaration of change-points $t^{*}=\left(t_{j}^{*}, 1 \leqslant j \leqslant K^{*}-1\right)$ and for the true sequence of parameters $\boldsymbol{\theta}^{*}=\left(\theta_{j}^{*}, 1 \leqslant j \leqslant K^{*}\right)$. We use index $k$ for any other configuration. We denote by $T_{j}^{*}$ the set of indices that belong to segment $j$ in the configuration $t^{*}$, and by $T_{k}$ the set of indices that belong to segment $k$ in the configuration $t$ :

$$
\begin{aligned}
T_{j}^{*} & =\left\{t \in \mathbb{Z}, t_{j-1}^{*}+1 \leqslant t \leqslant t_{j}^{*}\right\} \\
T_{k} & =\left\{t \in \mathbb{Z}, t_{k-1}+1 \leqslant t \leqslant t_{k}\right\}
\end{aligned}
$$

The lengths of $T_{j}^{*}$ and $T_{k}$ are respectively $n_{j}^{*}$ and $n_{k}$. Denote by $T_{k j}=T_{j}^{*} \cap T_{k}$ the vector of indices that belong to segment $j$ in the configuration $t^{*}$ and to segment $k$ in the configuration $\boldsymbol{t}$. The length of $T_{k j}$ is $n_{k j}$.

The dependence with respect to $n$ of $t_{j}^{*}, t_{k}, T_{j}^{*}, T_{k}$ and $T_{k j}$ is omitted for notational convenience. For the same reason, the dependence of $T_{k}$ and $T_{k j}$ with respect to the configuration of change-points $t$ is also omitted.

Let $f\left(\lambda, \theta_{j}^{*}\right)$ be the spectral density of $X$ in segment $j$ of the true configuration $\boldsymbol{t}^{*}=\left(t_{1}^{*}, \ldots, t_{K^{*}-1}^{*}\right)$. For any $\eta>0$, let $\mathscr{L}(\eta)$ be the set of Lipschitz functions of order $\eta$ over $(-\pi, \pi]$. That is, $g \in \mathscr{L}(\eta)$ if there exists a $K$ such that $\sup _{\lambda \in(-\pi, \pi]} \mid g(\lambda+\mu)-$ $\left.g(\lambda)|\leqslant K| \mu\right|^{\eta}$.

We shall assume that the following hypothesis on $f$ and $\gamma$ is satisfied:

## Hypothesis 4.

(i) The parametrization is proper: if $\theta \neq \theta^{\prime}$ then $f(\lambda, \theta) \neq f\left(\lambda, \theta^{\prime}\right)$ over a set of positive Lebesgue measure.
(ii) $\Theta$ is compact and, for any $1 \leqslant j \leqslant K^{*}, \quad \theta_{j}^{*} \in \stackrel{\circ}{\Theta}$, the interior of $\Theta \subseteq \mathbb{R}^{d}$. Furthermore, $\theta_{j}^{*} \neq \theta_{j+1}^{*}$ for any $1 \leqslant j \leqslant K^{*}-1$.
(iii) $1 / f(\lambda, \theta)$ is three times continuously differentiable with respect to $\theta$.
(iv) For any $\theta \in \Theta$, there exists $\eta(\theta)$ such that, for all $1 \leqslant i, l \leqslant d$, and all $\varepsilon>0$,

$$
\frac{1}{f(\cdot, \theta)} \in \mathscr{L}(\eta(\theta)), \quad \frac{\partial}{\partial \theta_{i}}\left(\frac{1}{f(\cdot, \theta)}\right) \in \mathscr{L}(\eta(\theta)-\varepsilon), \quad \frac{\partial^{2}}{\partial \theta_{i} \partial \theta_{l}}\left(\frac{1}{f(\cdot, \theta)}\right) \in \mathscr{C}(\eta(\theta)-\varepsilon)
$$

(v) There exists a function $\alpha: \Theta \rightarrow(0,+\infty)$ such that, for any $u>0$ and any $1 \leqslant j \leqslant K^{*}$,

$$
\left|\gamma\left(u, \theta_{j}^{*}\right)\right|=O\left(u^{-\alpha\left(\theta_{j}^{*}\right)}\right)
$$

A couple of comments are in order. Concerning Hypothesis 4(ii), it might sometimes be useful for practical purposes to assume that there exists a minimum jump size, independent of the true configuration $\theta^{*}$. That is, there exists a $\Delta$ such that

$$
\inf _{1 \leqslant j \leqslant K^{*}-1}\left\|\theta_{j+1}^{*}-\theta_{j}^{*}\right\| \geqslant \Delta
$$

However, as the number of change-points is fixed, there always exists a constant $C^{*}$, which bounds this minimum jump size.

Turning to Hypothesis 4(iv), call $b(k, \theta)$ the $k$ th Fourier coefficient of $1 / f(\cdot, \theta)$. Following this notation, call $\partial_{\theta_{i}} b(k, \theta)$ and $\partial_{\theta_{i} \theta_{l}}^{2} b(k, \theta)$ the $k$ th Fourier coefficients of $\partial_{\theta_{i}} 1 / f(\cdot, \theta)$ and $\partial_{\theta_{i} \theta_{i}}^{2} 1 / f(\cdot, \theta)$, respectively. Then Hypothesis 4(iv) yields that for all $\varepsilon>0$, $b(u, \theta)=O\left(u^{-1-\eta(\theta)}, \partial_{\theta_{i}} b(u, \theta)=O\left(u^{-1-\eta(\theta)+\varepsilon}\right)\right.$ and $\partial_{\theta_{i} \theta_{l}}^{2} b(u, \theta)=O\left(u^{-1-\eta(\theta)+\varepsilon}\right)$.

Hypothesis 4 is satisfied for a wide class of second-order stationary processes. In particular, it is satisfied if $X$ is an ARMA process. It is also satisfied if $X$ is a piecewise strongly dependent process according to the following definition:

Definition 1. We say that $Y=\left(Y_{t}, t \geqslant 0\right)$ is a strongly dependent process if the following hold:
(i) $Y$ is a centred linear process: there exists an independently and identically distributed sequence of centred random variables $\zeta$ with fourth-order cumulant $\kappa_{4}<\infty$ and a sequence $\left(a_{t}\right)$ of $l^{2}(\mathbb{Z})$, such that formally $Y_{t}=\sum_{s \in \mathbb{Z}} a_{s} \zeta_{t-s}$.
(ii) The spectral density $f\left(\lambda, \theta^{*}\right)$ of $Y, \theta^{*} \in \Theta$, belongs to a parametric family such that $f(\lambda, \theta)$ and $1 / f(\lambda, \theta)$ can be written as

$$
\begin{aligned}
f(\lambda, \theta) & =C_{1}(\lambda, \theta) L_{1}(\lambda, \theta)|\lambda|^{\alpha(\theta)-1} \\
\frac{1}{f(\lambda, \theta)} & =C_{2}(\lambda, \theta) L_{2}(\lambda, \theta)|\lambda|^{1-\alpha(\theta)}
\end{aligned}
$$

where $\alpha: \Theta \rightarrow(0,1)$ is three times continuously differentiable, $C_{1}$ and $C_{2}$ are strictly positive and three times conitinuously differentiable with respect to $(\lambda, \theta)$, and $L_{1}$ and $L_{2}$ are strictly positive and slowly varying functions which are three times continuously differentiable with respect to $(\lambda, \theta)$, for $\lambda \neq 0$.

In particular, we have that (see Fox and Taqqu 1987) the covariance function of $Y$, under Definition 1, has the form

$$
\gamma\left(s, \theta^{*}\right)=\mathrm{E} Y_{t} Y_{t+s}=O\left(C\left(\theta^{*}\right)|s|^{-\alpha\left(\theta^{*}\right)} L_{1}\left(s, \theta^{*}\right)\right)
$$

Furthermore, if $a_{s}=O\left(|s|-\left(1+\alpha\left(\theta^{*}\right)\right) / 2\right)$, then Hypothesis 3(iii) is satisfied.

### 3.2. Estimation when the number of change-points is known

### 3.2.1. The estimator

For a given number of segments $K$, let $\mathscr{T}_{K}$ be the set of configurations of change-points and $\Theta_{K}$ the space of the parameters,

$$
\begin{aligned}
& \mathscr{T}_{K}=\left\{\boldsymbol{t}=\left(t_{0}, t_{1}, \ldots, t_{K}\right), t_{0}=0<t_{1}<t_{2}<\ldots<t_{K}=n\right\}, \\
& \Theta_{K}\left\{\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{K}\right), \theta_{k} \in \Theta\right\},
\end{aligned}
$$

where $\Theta$ ws introduced in Section 3.1.
Let $t \in \mathscr{T}_{K}$ be any configuration of the $K-1$ change-points, and let $\boldsymbol{\theta} \in \Theta_{K}$ be any vector of $K$ parameters. Then, for any $1 \leqslant k \leqslant K$, let

$$
\begin{equation*}
I_{n}\left(T_{k}, \lambda\right)=\frac{1}{n_{k}}\left|\sum_{t \in T_{k}} X_{t} \mathrm{e}^{-\mathrm{e} i \lambda}\right|^{2} \tag{13}
\end{equation*}
$$

be the periodogram computed over the window $T_{k}$, and

$$
\begin{equation*}
W_{n}\left(T_{k}, \theta_{k}\right)=\int_{(-\pi, \pi]}\left(\log f\left(\lambda, \theta_{k}\right)+\frac{I_{n}\left(T_{k}, \lambda\right)}{f\left(\lambda, \theta_{k}\right)}\right) \mathrm{d} \lambda \tag{14}
\end{equation*}
$$

be minus the Whittle log-likelihood of $\left(X_{t}, t \in T_{k}\right)$ evaluated at $\theta_{k}$.
For a given configuration $t$ of $\mathscr{T}_{K}$, let $\hat{\theta}_{n}\left(T_{k}\right)$ be the value of $\theta \in \Theta$ that minimizes $W_{n}\left(T_{k}, \theta\right)$, that is, $\hat{\theta}_{n}\left(T_{k}\right)$ is the Whittle estimate of $\theta_{k}^{*}$ computed over the $k$ th segment of $t$. Define $w_{9}(\theta)$ by

$$
\begin{equation*}
w_{\vartheta}(\theta)=\int_{(-\pi, \pi]}\left(\log f(\lambda, \theta)+\frac{f(\lambda, \vartheta)}{f(\lambda, \theta)}\right) \mathrm{d} \lambda \tag{15}
\end{equation*}
$$

Under Hypothesis 4(i), we have that $\theta_{j}^{*}$ is the value of $\theta \in \Theta$ that minimizes $w_{\theta_{j}^{*}}(\theta)$. For any $\varepsilon>0$ and $1 \leqslant j \leqslant K$, set

$$
a\left(\theta_{j}^{*}\right)= \begin{cases}2\left(1-\alpha\left(\theta_{j}^{*}\right)-\eta\left(\theta_{j}^{*}\right)\right) & \text { if } \alpha\left(\theta_{j}^{*}\right)+\eta\left(\theta_{j}^{*}\right)<\frac{1}{2}, \\ 1+\varepsilon & \text { if } \alpha\left(\theta_{j}^{*}\right)+\eta\left(\theta_{j}^{*}\right)=\frac{1}{2}, \\ 1 & \text { if } \alpha\left(\theta_{j}^{*}\right)+\eta\left(\theta_{j}^{*}\right)>\frac{1}{2} .\end{cases}
$$

Note that when the change-point sequence is known, the Whittle estimate of $\theta_{j}^{*}$ converges at rate $n_{j}^{a\left(\theta_{j}^{*}\right) / 2-1}$, for any $1 \leqslant j \leqslant K^{*}$ :

Lemma 3.1. Under Hypothesis 4, there exists a $C>0$ such that, for any $1 \leqslant j \leqslant K^{*}$,

$$
\lim _{\delta \rightarrow \infty} \lim _{n \rightarrow \infty} \mathrm{P}\left(n_{j}^{1-a\left(\theta_{j}^{*}\right) / 2}\left\|\hat{\theta}_{n}\left(T_{j}^{*}\right)-\theta_{j}^{*}\right\|>\delta\right)=0
$$

Remark. We shall see in Theorem 3.4 that we obtain the same rates when the change-point sequence is unknown.

Proof. The proof uses standard minimum contrast estimator arguments. For any $1 \leqslant j \leqslant K^{*}$, for any $\theta \in \Theta$, set

$$
\begin{equation*}
S_{n}\left(T_{j}^{*}, \theta\right)=\sum_{t \in T_{j}^{*}} \sum_{s \in T_{j}^{*}} X_{t} X_{s} b(t-s, \theta)-n_{j}^{*} \sum_{u=-\infty}^{+\infty} \gamma\left(u, \theta_{j}^{*}\right) b(u, \theta) \tag{16}
\end{equation*}
$$

Here $b(u, \theta)$ is the $u$ th Fourier coefficient of $1 / f(\cdot, \theta)$. The estimator $\hat{\theta}_{n}\left(T_{j}^{*}\right)$ minimizes $W_{n}\left(T_{j}^{*}, \theta\right)$. On the other hand, using equations (13) $-(16), W_{n}\left(T_{j}^{*}, \theta\right)$ can be decomposed as a deterministic contrast function plus a random fluctuation:

$$
W_{n}\left(T_{j}^{*}, \theta\right)=w_{\theta_{j}^{*}}(\theta)+\frac{S_{n}\left(T_{j}^{*}, \theta\right)}{n_{j}^{*}}
$$

It is enough to see that $w_{\theta_{j}^{*}}(\theta)$ reaches its minimum for $\theta=\theta_{j}^{*}$ and that the random fluctuation $S_{n}\left(T_{j}^{*}, \theta\right) / n_{j}^{*}$ tends to 0 in probability, uniformly in $\theta$, at the specified rate.

In many interesting cases (under mixing conditions, or under Definition 1 ), $a\left(\theta_{j}^{*}\right)=1$ and under some mild additional technical conditions a central limit theorem is available: there exists a $d \times d$ limiting covariance matrix $\Gamma\left(\theta_{j}^{*}\right)$ such that

$$
\sqrt{n}\left(\hat{\theta}_{n}\left(T_{j}^{*}\right)-\theta_{j}^{*}\right) \xrightarrow{\mathscr{C}} \mathscr{N}\left(0, \Gamma\left(\theta_{j}^{*}\right)\right)
$$

See Giraitis and Surgailis (1990) or Ludeña and Lavielle (1999) for an extension to random fields.

Define $J_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ as

$$
\begin{equation*}
J_{n}(\boldsymbol{t}, \boldsymbol{\theta})=\frac{1}{n} \sum_{k=1}^{K} n_{k} W_{n}\left(T_{k}, \theta_{k}\right) \tag{17}
\end{equation*}
$$

When $\boldsymbol{t}^{*}$ is unknown the estimate $\left(\hat{\boldsymbol{t}}_{n}, \hat{\boldsymbol{\theta}}_{n}\right)$ is the value of $(\boldsymbol{t}, \boldsymbol{\theta})$ that minimizes $J_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ in $\mathscr{T}_{K} \times \Theta_{K}$. Thus, $\hat{\theta}_{n, k} \stackrel{\text { def }}{=} \hat{\theta}_{n}\left(\hat{T}_{n, k}\right)$ is the Whittle estimate of $\theta_{k}^{*}$ computed in the segment $k$ of the estimated configuration of change-points $\hat{\boldsymbol{t}}_{n}$, with $\hat{T}_{n, k}=\left\{t \in \mathbb{Z}, \hat{t}_{n, k-1}+1 \leqslant t \leqslant \hat{t}_{n, k}\right\}$.

### 3.2.2. Consistency of the estimator

We first establish the consistency of the estimator when the number of segments $K^{*}$ is known, but when the location of the change-points is unknown.

Theorem 3.2. Let $\hat{\boldsymbol{t}}_{n}$ be the estimate of the change-points sequence and $\hat{\boldsymbol{\theta}}_{n}$ be the estimate of the parameters in the different segments, obtained as the solution of the following minimization problem:

$$
J_{n}\left(\hat{\boldsymbol{t}}_{n}, \hat{\boldsymbol{\theta}}_{n}\right) \leqslant J_{n}(\boldsymbol{t}, \boldsymbol{\theta}), \forall(\boldsymbol{t}, \boldsymbol{\theta}) \in \mathscr{T}_{K^{*}} \times \Theta_{K^{*}}
$$

where $J_{n}$ was defined in (17). Let $\hat{\boldsymbol{\tau}}_{n}=\hat{\boldsymbol{t}}_{n} / n$. Then, under Hyptheses 3 and 4, $\left(\hat{\boldsymbol{\tau}}_{n}, \hat{\boldsymbol{\theta}}_{n}\right)$ converges in probability to $\left(\boldsymbol{\tau}^{*}, \boldsymbol{\theta}^{*}\right)$.

Proof. For any $1 \leqslant k, k^{\prime} \leqslant K$, for any $1 \leqslant j, j^{\prime} \leqslant K^{*}$, for any $\theta_{k} \in \Theta$, set

$$
\begin{align*}
S_{n}\left(T_{k j}, \theta_{k}\right) & =\sum_{t \in T_{k j}} \sum_{s \in T_{k j}} X_{t} X_{s} b\left(t-s, \theta_{k}\right)-n_{k j} \sum_{u=-\infty}^{+\infty} \gamma\left(u, \theta_{j}^{*}\right) b\left(u, \theta_{k}\right),  \tag{18}\\
R_{n}\left(T_{k j}, T_{k^{\prime} j^{\prime}}, \theta_{k}\right) & =\sum_{t \in T_{k j}} \sum_{s \in T_{k^{\prime} j^{\prime}}} X_{t} X_{s} b\left(t-s, \theta_{k}\right) . \tag{19}
\end{align*}
$$

Here $b\left(u, \theta_{k}\right)$ is the $u$ th Fourier coefficient of $1 / f\left(\cdot, \theta_{k}\right)$. Then, using equations (13), (14), (15), (18) and (19), we have

$$
\begin{aligned}
W_{n}\left(T_{k}, \theta_{k}\right) & =\sum_{j=1}^{K^{*}} \frac{n_{k j}}{n_{k}} w_{\theta_{j}^{*}}\left(\theta_{k}\right)+\frac{S_{n}\left(T_{k}, \theta_{k}\right)}{n_{k}}, \\
W_{n}\left(T_{j}^{*}, \theta_{j}^{*}\right) & =w_{\theta_{j}^{*}}\left(\theta_{j}^{*}\right)+\frac{S_{n}\left(T_{j}^{*}, \theta_{j}^{*}\right)}{n_{j}^{*}},
\end{aligned}
$$

where

$$
\begin{align*}
S_{n}\left(T_{k}, \theta_{k}\right) & =\sum_{j=1}^{K^{*}} S_{n}\left(T_{k j}, \theta_{k}\right)+\sum_{j=1}^{K^{*}} \sum_{j^{\prime} \neq j} R_{n}\left(T_{k j}, T_{k j^{\prime}}, \theta_{k}\right),  \tag{20}\\
S_{n}\left(T_{j}^{*}, \theta_{j}^{*}\right) & =\sum_{k=1}^{K} S_{n}\left(T_{k j}, \theta_{j}^{*}\right)+\sum_{k=1}^{K} \sum_{k^{\prime} \neq k} R_{n}\left(T_{k j}, T_{k^{\prime} j}, \theta_{j}^{*}\right), \tag{21}
\end{align*}
$$

For any $\left(\theta, \theta^{\prime}\right) \in \Theta \times \Theta$, set

$$
\begin{equation*}
v\left(\theta^{\prime}, \theta\right)=w_{\theta}\left(\theta^{\prime}\right)-w_{\theta}(\theta) . \tag{22}
\end{equation*}
$$

Observe that $v\left(\theta^{\prime}, \theta\right) \geqslant 0$ and $v\left(\theta^{\prime}, \theta\right)=0$ if and only if $\theta^{\prime}=\theta$, under Hypothesis 4(i).
For technical reasons, instead of $J_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ we will use the contrast function $U_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ defined by

$$
U_{n}(\boldsymbol{t}, \boldsymbol{\theta})=J_{n}(\boldsymbol{t}, \boldsymbol{\theta})-J_{n}\left(t^{*}, \boldsymbol{\theta}^{*}\right)
$$

Since $J_{n}\left(\boldsymbol{\tau}^{*}, \boldsymbol{\theta}^{*}\right)$ is a constant, $\left(\hat{\boldsymbol{t}}_{n}, \hat{\boldsymbol{\theta}}_{n}\right)$ also minimizes $U_{n}(\boldsymbol{t}, \boldsymbol{\theta})$.
Using (22), we can write

$$
\begin{equation*}
U_{n}(\boldsymbol{t}, \boldsymbol{\theta})=u(\boldsymbol{t}, \boldsymbol{\theta})+e_{n}(\boldsymbol{t}, \boldsymbol{\theta}), \tag{23}
\end{equation*}
$$

with

$$
\begin{align*}
u(\boldsymbol{t}, \boldsymbol{\theta}) & =\sum_{k=1}^{K} \sum_{j=1}^{K^{*}} \frac{n_{k j}}{n} v\left(\theta_{k}, \theta_{j}^{*}\right) \\
e_{n}(\boldsymbol{t}, \boldsymbol{\theta}) & =\frac{1}{n}\left[\sum_{k=1}^{K} S_{n}\left(T_{k}, \theta_{k}\right)-\sum_{j=1}^{K^{*}} S_{n}\left(T_{j}^{*}, \theta_{j}^{*}\right)\right] . \tag{24}
\end{align*}
$$

Equation (23) can be interpreted as a deterministic term $u(\boldsymbol{t}, \boldsymbol{\theta})$ plus an error term $e_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ which we will refer to as the fluctuation. In most change-point problems that consider only the marginal distribution of the observations (see Lavielle 1999), the fluctuation terms $e_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ can generally be written as a sum of (possibly dependent) variables. In our case, as we are interested in changes in the spectrum, we must deal with quadratic forms. However, from (20) and (21) we have that the fluctuation term can be written as a sum of 'good' quadratic fluctuation terms $S_{n}\left(T_{k j}, \theta_{k}\right)$ and $S_{n}\left(T_{k j}, \theta_{j}^{*}\right)$ plus certain remainder cross terms $R_{n}\left(T_{k j}, T_{k j^{\prime}}, \theta_{k}\right)$ and $R_{n}\left(T_{k j}, T_{k^{\prime} j}, \theta_{j}^{*}\right)$ which can be controlled in probability.

Consistency of $\left(\hat{\boldsymbol{t}}_{n}, \hat{\boldsymbol{\theta}}_{n}\right)$ is then a direct consequence of the following two facts. First, the following lemma which was shown in Lavielle (1999):

Lemma 3.3. Let $v$ be a function from $\Theta \times \Theta$ to $\mathbb{R}$ such that $v\left(\theta^{\prime}, \theta\right) \geqslant 0$ and $v\left(\theta^{\prime}, \theta\right)=0$ if and only if $\theta=\theta^{\prime}$. Then, with the above notation, there exists a constant $C_{\theta^{*}}>0$ such that, for any $(\boldsymbol{t}, \boldsymbol{\theta}) \in \mathscr{T}_{K} \times \Theta_{K}$,

$$
u(\boldsymbol{t}, \boldsymbol{\theta})=\sum_{k=1}^{K} \sum_{j=1}^{K^{*}} \frac{n_{k j}}{n} v\left(\theta_{k}, \theta_{j}^{*}\right) \geqslant \frac{C_{\theta^{*}}}{n}\left\|\boldsymbol{t}-\boldsymbol{t}^{*}\right\|_{\infty}
$$

where $\left\|\boldsymbol{t}-\boldsymbol{t}^{*}\right\|=\max _{1 \leqslant j \leqslant K^{*}-1} \min _{1 \leqslant k \leqslant K-1}\left|t_{k}-t_{j}^{*}\right|$.
Second, if Hypotheses 3 and 4 are satisfied, the fluctuation term $e_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ converges to 0 , uniformly in $(\boldsymbol{t}, \boldsymbol{\theta})$. Indeed, using (20), (21) and (24), we remark that, by Lemma 2.4, $e_{n}(t, \theta)$ can be decomposed as a finite sum of terms that converge to 0 , uniformly in $(\boldsymbol{t}, \boldsymbol{\theta})$.

For any $\delta>0$, let us define $\mathscr{T}_{K, \delta}=\left\{\boldsymbol{t} \in \mathscr{T}_{K} ;\left\|\boldsymbol{t}-\boldsymbol{t}^{*}\right\|_{\infty}>n \delta\right\}$. Thus, using Lemma 3.3, for any $\delta>0$, we have,

$$
\begin{align*}
\mathrm{P}\left(\left\|\hat{\boldsymbol{\tau}}_{n}-\boldsymbol{\tau}^{*}\right\|_{\infty}>\delta\right) & \leqslant \mathrm{P}\left(\inf _{\boldsymbol{\theta} \in \Theta_{K}} \min _{\boldsymbol{t} \in \mathscr{T}_{K, \delta}} U_{n}(\boldsymbol{t}, \boldsymbol{\theta})<0\right) \\
& \leqslant \mathrm{P}\left(\sup _{\boldsymbol{\theta} \in \Theta_{K}} \max _{\boldsymbol{t} \in \mathscr{T}_{K, \delta}}\left|e_{n}(\boldsymbol{t}, \boldsymbol{\theta})\right|>\inf _{\boldsymbol{\theta} \in \Theta_{K}} \min _{\boldsymbol{t} \in \mathscr{T}_{K, \delta}} u(\boldsymbol{t}, \boldsymbol{\theta})\right) \\
& \leqslant \mathrm{P}\left(\sup _{\boldsymbol{\theta} \in \Theta_{K}} \max _{\boldsymbol{t} \in \mathscr{T}_{K, \delta}}\left|e_{n}(\boldsymbol{t}, \boldsymbol{\theta})\right|>C_{\theta^{*}} \delta\right) . \tag{25}
\end{align*}
$$

Thus, the right-hand side of (25) goes to 0 as $n \rightarrow \infty$, and $\hat{\boldsymbol{\tau}}_{n}$ converges to $\boldsymbol{\tau}^{*}$.
Since the estimated change-point sequence converges to the true change-point sequence,
$\hat{\theta}_{n}\left(\hat{T}_{n, j}\right)-\hat{\theta}_{n}\left(T_{j}^{*}\right)$ converges to 0 in probability. Using the fact that $\hat{\theta}_{n}\left(T_{j}^{*}\right)$ converges to $\theta_{j}^{*}$, we conclude that $\hat{\theta}_{n, j}=\hat{\theta}_{n}\left(\hat{T}_{n, j}\right)$ converges to $\theta_{j}^{*}$ in probability.

### 3.2.3. The rate of convergence

Once the consistency has been established, we can give bounds for the rate of convergence.
Theorem 3.4. Assume that Hypotheses 3 and 4 are satisfied. For any $1 \leqslant j \leqslant K$, let $h_{j}^{*}=h\left(\theta_{j}^{*}\right)=\max \left(2-2 \eta\left(\theta_{j}^{*}\right)-2 \alpha\left(\theta_{j}^{*}\right), 1\right)$. Then, the sequences $\left\{\hat{t}_{n, j}-t_{j}^{*}\right\}$ and $\left\{\sqrt{n^{2-h_{j}^{*}}}\left\|\hat{\theta}_{n, j}-\theta_{j}^{*}\right\|\right\}$ are uniformly tight in probability:
(i) $\lim _{\delta \rightarrow \infty} \lim _{n \rightarrow \infty} \mathrm{P}\left(\left|\hat{t}_{n, j}-t_{j}^{*}\right| \geqslant \delta\right)=0$;
(ii) $\lim _{\delta \rightarrow \infty} \lim _{n \rightarrow \infty} \mathrm{P}\left(\sqrt{n^{2-h_{j}^{*}}}\left\|\hat{\theta}_{n, j}-\theta_{j}^{*}\right\| \geqslant \delta\right)=0$.

Remark. Theorem 3.4 states that the rate of convergence of the estimated change-point sequence $\hat{\boldsymbol{\tau}}_{n}$ is $n^{-1}$ under very general conditions. Furthermore, this rate does not depend on the dependence structure of the process. On the other hand, the fact that the change-point instants must be estimated does not affect the rate of convergence of $\hat{\boldsymbol{\theta}}_{n}$ : the rate is still the rate of the Whittle estimate, computed with the true change-points.

Proof. By Theorem 3.2, for big enough $n$, the estimated change-point must belong to a contiguous time segment. Thus, without any loss of generality, we consider the case of a unique change-point $t^{*}$, and we show that $\mathrm{P}\left(\hat{t}_{n}-t^{*} \geqslant \delta\right)$ goes to 0 when $\delta$ and $n$ go to $\infty$ (the case $\mathrm{P}\left(t_{n}^{*}-\hat{t} \geqslant \delta\right)$ is obviously identical).

Since there is only one change-point, we have $T_{1}^{*}=\left\{1,2, \ldots, t^{*}\right\}$ and $T_{2}^{*}=$ $\left\{t^{*}+1, \ldots, n\right\}$. For any $1 \leqslant t \leqslant n$, set $T_{1}=\{1,2, \ldots, t\}$ and $T_{2}=\{t+1, \ldots, n\}$.

Assume that $1 \leqslant t^{*} \leqslant t \leqslant n$. We then have $T_{11}=T_{1}^{*}, T_{12}=\left\{t^{*}+1, \ldots, t\right\}$ and $T_{22}=$ $T_{2}$. Also $n_{11}=t^{*}, n_{12}=t-t^{*}$ and $n_{22}=n-t$.

For any $1 \leqslant t \leqslant n$, let $\hat{\theta}_{n}\left(T_{1}\right)$ and $\hat{\theta}_{n}\left(T_{2}\right)$ be the values of $\theta_{1}$ and $\theta_{2}$ that minimize $W_{n}\left(T_{1}, \theta_{1}\right)$ and $W_{n}\left(T_{2}, \theta_{2}\right)$. Thus, $\hat{t}_{n}$ is the value of $t$ that minimizes

$$
J_{n}(t)=J_{n}\left(t, \hat{\theta}_{n}\left(T_{1}\right), \hat{\theta}_{n}\left(T_{2}\right)\right)=\frac{n_{1}}{n} W_{n}\left(T_{1}, \hat{\theta}_{n}\left(T_{1}\right)\right)+\frac{n_{2}}{n} W_{n}\left(T_{2}, \hat{\theta}_{n}\left(T_{2}\right)\right),
$$

with $n_{1}=t$ and $n_{2}=n-t$. For any $t^{*} \leqslant t \leqslant n$, we have

$$
\begin{align*}
J_{n}(t)= & \frac{n_{11}}{n} W_{n}\left(T_{11}, \hat{\theta}_{n}\left(T_{1}\right)\right)+\frac{n_{12}}{n} W_{n}\left(T_{12}, \hat{\theta}_{n}\left(T_{1}\right)\right) \\
& +\frac{R_{n}\left(T_{11}, T_{12}, \hat{\theta}_{n}\left(T_{1}\right)\right)}{n}+\frac{n_{22}}{n} W_{n}\left(T_{22}, \hat{\theta}_{n}\left(T_{2}\right)\right) \tag{26}
\end{align*}
$$

$$
\begin{align*}
J_{n}\left(t^{*}\right)= & \frac{n_{11}}{n} W_{n}\left(T_{11}, \hat{\theta}_{n}\left(T_{1}^{*}\right)\right)+\frac{n_{12}}{n} W_{n}\left(T_{12}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right) \\
& +\frac{R_{n}\left(T_{11}, T_{12}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right)}{n}+\frac{n_{22}}{n} W_{n}\left(T_{22}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right) \tag{27}
\end{align*}
$$

Since $\hat{\tau}_{n}$ converges to $\tau^{*}$ in probability, there exists a positive sequence $\left(m_{n}\right)$ such that $m_{n} \rightarrow+\infty$ and $m_{n} / n \rightarrow 0$, and such that $\mathrm{P}\left(\hat{t}_{n}-t^{*}>m_{n}\right) \rightarrow 0$, when $n \rightarrow+\infty$. Write $\mathscr{T}_{n, \delta}=\left\{t \in \mathbb{Z}, t^{*}+\delta<t<t^{*}+m_{n}\right\}$. Part (i) will follow if we show that

$$
\begin{equation*}
\lim _{\delta \rightarrow \infty} \lim _{n \rightarrow \infty} \mathrm{P}\left(\min _{t \in \mathscr{F}_{n, \delta}} J_{n}(t)-J_{n}\left(t^{*}\right)<0\right)=0 \tag{28}
\end{equation*}
$$

We will establish (28) by studying each one of the terms obtained from the decompositions of $J_{n}\left(t^{*}\right)$ and $J_{n}\left(t^{*}\right)$ proposed in (26) and (27):
(a) $W_{n}\left(T_{11}, \hat{\theta}_{n}\left(T_{1}^{*}\right)\right) \leqslant W_{n}\left(T_{11}, \hat{\theta}_{n}\left(T_{1}\right)\right)$. Indeed, $\hat{\theta}_{n}\left(T_{1}^{*}\right)$ minimizes $W_{n}\left(T_{1}^{*}, \theta_{1}\right)$, where $T_{1}^{*}=T_{11}$.
(b) $W_{n}\left(T_{12}, \hat{\theta}_{n}\left(T_{1}\right)\right)-W_{n}\left(T_{12}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right)$ converges to $v\left(\theta_{1}^{*}, \theta_{2}^{*}\right)$, uniformly on $\mathscr{T}_{n, \delta}$. Indeed, $\hat{\theta}_{n}\left(T_{i}\right)$ converges uniformly on $\mathscr{T}_{n, \delta}$ to $\theta_{i}^{*}, i=1,2$. Thus, by Lemma 2.4, $W_{n}\left(T_{12}, \hat{\theta}_{n}\left(T_{i}\right)\right)$ converges uniformly to $w_{\theta_{2}^{*}}\left(\theta_{i}^{*}\right)$.
(c) $R_{n}\left(T_{11}, T_{12}, \hat{\theta}_{n}\left(T_{1}\right)\right) / n_{12}$ and $R_{n}\left(T_{22}, T_{12}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right) / n_{12}$ converge to 0 , uniformly on $\mathscr{T}_{n, \delta}$. This is a direct application of Lemma 2.4.
(d) $\left(n_{22} / n_{12}\right)\left(W_{n}\left(T_{22}, \hat{\theta}_{n}\left(T_{2}\right)\right)-W_{n}\left(T_{22}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right)\right)$ converges to 0 , uniformly over $\mathscr{T}_{n, \delta}$. To see this, write

$$
\begin{equation*}
\left.\left.\left|W_{n}\left(T_{22}, \hat{\theta}_{n}\left(T_{2}\right)\right)-W_{n}\left(T_{22}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right)\right| \leqslant \frac{1}{2} \| \hat{\theta}_{n}\left(T_{2}\right)\right)-\hat{\theta}_{n}\left(T_{2}^{*}\right)\right) \|^{2} \sup _{\theta \in \Theta}\left|\partial_{\theta^{2}}^{2} W_{n}\left(T_{22}, \theta\right)\right| . \tag{29}
\end{equation*}
$$

Since $\partial_{\theta} W_{n}\left(T_{2}, \hat{\theta}_{n}\left(T_{2}\right)\right)=\partial_{\theta} W_{n}\left(T_{2}^{*}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right)=0$, there exists $\tilde{\theta} \in \Theta$ such that

$$
\begin{aligned}
n_{22}\left(\hat{\theta}_{n}\left(T_{2}^{*}\right)\right. & \left.-\hat{\theta}_{n}\left(T_{2}\right)\right) \frac{\partial^{2}}{\partial \theta^{2}} W_{n}\left(T_{2}, \tilde{\theta}\right) \\
& +n_{12}\left(\frac{\partial}{\partial \theta} W_{n}\left(T_{12}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right)+\frac{1}{n_{12}} \frac{\partial}{\partial \theta} R_{n}\left(T_{12}, T_{22}, \hat{\theta}_{n}\left(T_{2}^{*}\right)\right)\right)=0,
\end{aligned}
$$

and $\left(n_{22} / n_{12}\right)\left(\hat{\theta}_{n}\left(T_{2}^{*}\right)-\hat{\theta}_{n}\left(T_{2}\right)\right)=o_{\mathrm{P}}(1)$, uniformly on $\mathscr{T}_{n, \delta}$, again by Lemma 2.4.
Set $C^{*}=v\left(\theta_{1}^{*}, \theta_{2}^{*}\right) \sup _{\theta \in \Theta}\left|\partial_{\theta^{2}}^{2} W_{n}\left(T_{2}^{*}, \theta\right)\right|$. Then, the proof of (28) is achieved by observing that

$$
\begin{aligned}
& \mathrm{P}\left(\min _{t \in \mathscr{F}_{n, \delta}} J_{n}(t)-J_{n}\left(t^{*}\right)<0\right) \leqslant \mathrm{P}\left(\frac{n_{22}}{n_{12}}\left\|\hat{\theta}_{n}\left(T_{2}\right)-\hat{\theta}_{n}\left(T_{2}^{*}\right)\right\|^{2}>C^{*} / 3\right) \\
& \quad+\mathrm{P}\left(R_{n}\left(T_{11}, T_{12}, \hat{\theta}_{n}\left(T_{1}\right)\right) / n_{12}>C^{*} / 3\right)+\mathrm{P}\left(R_{n}\left(T_{11}, T_{12}, \hat{\theta}_{n}\left(T_{1}\right)\right) / n_{12}>C^{*} / 3\right) .
\end{aligned}
$$

Part (ii) follows directly. Indeed since the error $n_{k, k+1}=\hat{t}_{k}-t_{k}^{*}=O_{\mathrm{P}}$ (1), we deduce that $\hat{\theta}_{n}\left(\hat{T}_{k}\right)-\hat{\theta}_{n}\left(T_{k}^{*}\right)=O_{\mathrm{P}}\left(n^{-1}\right)$. Thus, both $\hat{\theta}_{n}\left(\hat{T}_{k}\right)$ and $\hat{\theta}_{n}\left(T_{k}^{*}\right)$ converge to $\theta_{j}^{*}$ at the rate of $n^{1-h_{j}^{*} / 2}$ by Lemma 3.1.

### 3.3. Estimation of the number of change-points

The results presented in this subsection are straightforward extensions of similar results already obtained in different contexts by Lavielle (1999) and Lavielle and Moulines (1999). We denote by $K^{*}$ the true unknown number of segments, which is assumed to be bounded by a finite constant. First, we can remark that Theorem 3.2 can be generalized to the case $K \geqslant K^{*}$.

Lemma 3.5. Let $\left(\hat{\boldsymbol{t}}_{n}, \hat{\boldsymbol{\theta}}_{n}\right)$ be the estimate of $(\boldsymbol{t}, \boldsymbol{\theta})$, obtained by minimizing $J_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ defined in (17), over $\mathscr{T}_{K} \times \Theta_{K}$. Let $\hat{\boldsymbol{v}}_{n}=\hat{\boldsymbol{t}}_{n} / n$. Then, under Hypotheses 3 and 4, $\max _{1 \leqslant j \leqslant K^{*}-1}$ $\min _{1 \leqslant k \leqslant K-1}\left|\hat{\tau}_{n, k}-\tau_{j}^{*}\right|$ converges in probability to 0 when $n \rightarrow \infty$, if $K \geqslant K^{*}$.

Lemma 3.5 means that, even if the number of segments is fixed to a value $K$ greater than the true value $K^{*}$, a subfamily ( $\hat{\tau}_{n, k_{i}}, 1 \leqslant j \leqslant K^{*}-1$ ) of $\hat{\boldsymbol{\tau}}_{n}$ still converges to the true configuration $\tau^{*}$ under the hypothesis of Theorem 3.2.

We will estimate the number of segments $K^{*}$ together with $\left(\boldsymbol{t}^{*}, \boldsymbol{\theta}^{*}\right)$ by minimizing the penalized contrast function

$$
\begin{equation*}
\tilde{J}_{n}(K, \boldsymbol{t}, \boldsymbol{\theta})=\frac{1}{n} \sum_{k=1}^{K} n_{k} W_{n}\left(T_{k}, \theta_{k}\right)+\beta_{n} K . \tag{30}
\end{equation*}
$$

A convenient choice for the sequence $\left(\beta_{n}\right)$ will ensure the convergence of the estimate.
Theorem 3.6. Assume that Hypotheses 3 and 4 hold. Let $a^{*}=\max _{1 \leqslant j \leqslant K^{*}} h_{j}^{*}$ and let $\left(\beta_{n}\right)$ be a positive sequence such that

$$
\beta_{n} \underset{n \rightarrow \infty}{\rightarrow} 0 ; \quad n^{a^{*}-2} \beta_{n}^{2} \xrightarrow[n \rightarrow \infty]{\rightarrow}+\infty
$$

Then, the minimum penalized contrast estimator $\left(\hat{K}_{n}, \hat{\boldsymbol{t}}_{n}, \hat{\boldsymbol{\theta}}_{n}\right)$ obtained by minimizing the function $\tilde{J}_{n}(K, \boldsymbol{\tau}, \boldsymbol{\theta})$, defined in (30), over $\{1,2, \ldots, \bar{K}\} \times \tau_{K} \times \Theta_{K}$ converges in probability to $\left(K^{*}, \boldsymbol{\tau}^{*}, \boldsymbol{\theta}^{*}\right)$ if $\bar{K} \geqslant K^{*}$.

Proof. We will show that $\mathrm{P}\left(\hat{K}_{n} \neq K^{*}\right)$ goes to 0 when $n \rightarrow \infty$.
For any $K<K^{*}$, we have

$$
\begin{aligned}
\mathrm{P}\left(\hat{K}_{n}=K\right) & \leqslant \mathrm{P}\left(\inf _{\boldsymbol{\theta} \in \boldsymbol{\Theta}_{K}} \min _{t \in \tau_{K}} \tilde{J}_{n}(K, \boldsymbol{t}, \boldsymbol{\theta})<\tilde{J}_{n}\left(K^{*}, \boldsymbol{t}^{*}, \boldsymbol{\theta}^{*}\right)\right) \\
& \leqslant \mathrm{P}\left(\inf _{\boldsymbol{\theta} \in \infty_{K}} \min _{t \in \mathscr{\mathscr { T } _ { K }}}\left(u(\boldsymbol{t}, \boldsymbol{\theta})+e_{n}(\boldsymbol{t}, \boldsymbol{\theta})\right)<\beta_{n}\left(K^{*}-K\right)\right) .
\end{aligned}
$$

Let $\Delta_{\tau}^{*}=\min _{1 \leqslant j \leqslant K^{*}}\left(\tau_{j}^{*}-\tau_{j-1}^{*}\right)$. From Lemma 3.3, $u(\boldsymbol{t}, \boldsymbol{\theta}) \geqslant C_{\theta^{*}} \Delta_{\tau}^{*} / 2>0$. On the other hand, $e_{n}(\boldsymbol{t}, \boldsymbol{\theta})$ converges to 0 uniformly on $\mathscr{T}_{K} \times \Theta_{K}$. We use the condition $\beta_{n} \rightarrow 0$ to conclude that $\lim _{n \rightarrow \infty} \mathrm{P}\left(\hat{K}_{n}<K^{*}\right)=0$.

We now have to show that $\lim _{n \rightarrow \infty} \mathrm{P}\left(\hat{K}_{n}>K^{*}\right)=0$. From Lemma 3.5, we know that a subfamily of $\hat{\boldsymbol{v}}_{n}$ converges to $\boldsymbol{\tau}^{*}$. Then we have to show that the penalty term allows us to suppress any spurious change-point in any segment of the true configuration. Thus, without
loss of generality, we shall consider a particular configuration $t^{*}$ with only one segment and show that the probability of detecting a change-point goes to 0 as $n \rightarrow \infty$. Let $\theta^{*}$ be the true value of $\theta$ and let $T^{*}=\{1,2, \ldots, n\}$. For any $K \geqslant 2$ and for any $(\boldsymbol{t}, \boldsymbol{\theta}) \in \Theta_{K} \times \mathscr{T}_{K}$, let

$$
U_{n}(\boldsymbol{t}, \boldsymbol{\theta})=\sum_{k=1}^{K} \frac{n_{k}}{n} W_{n}\left(T_{k}, \theta_{k}\right)-W_{n}\left(T^{*}, \theta^{*}\right)
$$

Then

$$
\mathrm{P}\left(\hat{K}_{n}=K\right) \leqslant \mathrm{P}\left(\inf _{\boldsymbol{\theta} \in \Theta_{K}} \min _{\boldsymbol{t} \in \mathscr{T}_{K}} U_{n}(\boldsymbol{t}, \boldsymbol{\theta})+(K-1) \beta_{n}<0\right)
$$

We can easily verify that

$$
n U_{n}(\boldsymbol{t}, \boldsymbol{\theta})=\sum_{k=1}^{K}\left(n_{k} \boldsymbol{v}\left(\theta_{k}, \theta^{*}\right)+S_{n}\left(T_{k}, \theta_{k}\right)-S_{n}\left(T_{k}, \theta^{*}\right)\right)-\sum_{k=1}^{K} \sum_{k^{\prime} \neq k} R_{n}\left(T_{k}, T_{k^{\prime}}, \theta^{*}\right)
$$

For any $1 \leqslant k \leqslant K$,

$$
\left|S_{n}\left(T_{k}, \theta_{k}\right)-S_{n}\left(T_{k}, \theta^{*}\right)\right| \leqslant\left\|\theta_{k}-\theta^{*}\right\|\left|\frac{\partial}{\partial \theta} S_{n}\left(T_{k}, \theta^{*}\right)\right|+\frac{\left\|\theta_{k}-\theta^{*}\right\|^{2}}{2}\left|\sup _{\theta \in \Theta} \frac{\partial^{2}}{\partial \theta^{2}} S_{n}\left(T_{k}, \theta\right)\right|
$$

Using Lemma 2.2, we have that, for any $1 \leqslant k, k^{\prime} \leqslant K$,

$$
\begin{aligned}
\mathrm{P}\left(\max _{t \in \mathscr{T}_{K}}\left|\frac{\partial}{\partial \theta} S_{n}\left(T_{k}, \theta^{*}\right)\right|>n \beta_{n}\right) & \leqslant C_{2} \frac{n^{2-h^{*}}}{\beta_{n}^{2}}, \\
\mathrm{P}\left(\max _{\boldsymbol{t} \in \mathscr{T _ { K }}}\left|R_{n}\left(T_{k}, T_{k^{\prime}}, \theta^{*}\right)\right|>n \beta_{n}\right) & \leqslant 2 C_{2} \frac{n^{2-h^{*}}}{\beta_{n}^{2}} .
\end{aligned}
$$

Since $n^{a^{*}-2} \beta_{n}^{2} \rightarrow+\infty$, these two probabilities go to 0 when $n \rightarrow \infty$. Thus, it remains to check that, for any $1 \leqslant k \leqslant K$,

$$
\lim _{n \rightarrow \infty} \mathrm{P}\left(\inf _{\theta_{k} \in \Theta_{K}} \min _{t \in \mathscr{T}_{K}}\left\{n_{k} v\left(\theta_{k}, \theta^{*}\right)+\left\|\theta_{k}-\theta^{*}\right\|^{2} \sup _{\theta \in \Theta} \frac{\partial^{2}}{\partial \theta^{2}} S_{n}\left(T_{k}, \theta\right)\right\}+n \beta_{n}<0\right)=0
$$

Since $\Theta$ is compact and from the definition of $v$, there exist $C>0$ and $\Delta_{\Theta}<\infty$ such that, for any $\left(\theta, \theta^{\prime}\right) \in \Theta \times \Theta, \Delta_{\Theta} \geqslant v\left(\theta, \theta^{\prime}\right) \geqslant C\left\|\theta-\theta^{\prime}\right\|^{2}$. This yields

$$
\mathrm{P}\left(\inf _{\theta_{k} \in \Theta_{K}} \min _{t \in \mathscr{T}_{K}}\left\{n_{k} v\left(\theta_{k}, \theta^{*}\right)+\left\|\theta_{k}-\theta^{*}\right\|^{2} \sup _{\theta \in \Theta} \frac{\partial^{2}}{\partial \theta^{2}} S_{n}\left(T_{k}, \theta\right)\right\}+n \beta_{n}<0\right) \leqslant P_{n, 1}+P_{n, 2},
$$

where

$$
\begin{aligned}
P_{n, 1} & =\mathrm{P}\left(\sup _{\theta \in \Theta_{K}} \max _{n^{h^{*} / 2} \leq n_{k} \leqslant n}\left|\frac{\partial^{2}}{\partial \theta^{2}} \frac{S_{n}\left(T_{k}, \theta\right)}{n_{k}}\right|>C\right) \\
P_{n, 2} & =\mathrm{P}\left(\sup _{\theta \in \Theta_{K}} \max _{n_{k} \leq n^{h^{*} / 2}} \Delta_{\Theta}\left|\frac{\partial^{2}}{\partial \theta^{2}} S_{n}\left(T_{k}, \theta\right)\right|>n \beta_{n}\right) \\
& =\mathrm{P}\left(\sup _{\theta \in \Theta_{K}} \max _{n_{k} \leq n^{n^{*} / 2}} \Delta_{\Theta}\left|\frac{\partial^{2}}{\partial \theta^{2}} \frac{S_{n}\left(T_{k}, \theta\right)}{n^{h^{*} / 2}}\right|>\sqrt{n^{2-h^{*} \beta_{n}^{2}}}\right) .
\end{aligned}
$$

We use Lemma 2.2 and the fact that $n^{a^{*}-2} \beta_{n}^{2} \rightarrow+\infty$ to conclude that both $P_{n, 1}$ and $P_{n, 2}$ go to 0 when $n \rightarrow \infty$.

### 3.4. A numerical experiment

We assume that $X$ is a Gaussian $\operatorname{ARIMA}(0, d, 0)$ process. That is, $X$ is solution of the equation

$$
(1-B)^{d} X_{n}=\varepsilon_{n},
$$

where $B$ is the shift operator defined by $B\left(X_{n}\right)=X_{n-1}$, and where $\varepsilon$ is a Gaussian white noise. Furthermore, we assume that an unknown number of changes affect the parameter $d$. We simulated a series $X=\left(X_{t}, 1 \leqslant t \leqslant 2000\right)$ with the following values of $d: d=0.25$ for $t \in[1,500] ; d=0.4$ for $t \in[501,1000] ; d=0.15$ for $t \in[1001,2000]$. The variance of the white noise remains constant: $\sigma_{\varepsilon}^{2}=1$. A realization of this process is displayed Figure 1(a).

The estimated configuration of change-points $\hat{t}_{n}$ is obtained by minimizing the function $\tilde{J}_{n}(K, \tau, \theta)$ defined in (30).

A histogram of $\hat{t}_{n}$ obtained with 100 realizations of $X$ and $\beta_{n}=8$ is displayed in Figure 1(b). We point out that two changes were well detected 83 times ( $\hat{K}_{n}=3$ ), one false alarm occurred 13 times ( $\hat{K}_{n}=4$ ), 2 false alarms occurred twice ( $\hat{K}_{n}=5$ ) and the first change was not detected twice ( $\hat{K}_{n}=2$ ).

## 4. Semi-parametric estimation in presence of change-points

### 4.1. The model and the estimate

Using the same methodology, we are also able to address a semi-parametric change-point problem. Specifically make the following assumption:

## Hypothesis 5.

(i) There exist $K^{*}$ covariance functions $\gamma_{1}^{*}, \gamma_{2}^{*}, \ldots, \gamma_{K^{*}}^{*}$ such that

$$
\mathrm{E} X_{s} X_{t}=\gamma_{j}^{*}(t-s) \quad \text { if } t_{j-1}^{*}+1 \leqslant s \leqslant t \leqslant t_{j}^{*} .
$$


(a)


Figure 1. An example with several change-points. (a) The simulated series $X$ : changes are present at $t_{1}^{*}=500$ and $t_{2}^{*}=1000$. (b) Histogram of the estimated change-point instants $\hat{t}_{n}$.
(ii) There exist a $G>0$ and a $\gamma>0$ such that

$$
\mathrm{E} X_{s} X_{t} \leqslant G(t-s)^{-\gamma} \quad \text { if there exists } 1 \leqslant j \leqslant K^{*}-1 \text { such that } s \leqslant t_{j}^{*}<t
$$

(iii) There exists a $\kappa>0$ such that, for any $\left(t, s, t^{\prime}, s^{\prime}\right) \in \mathbb{Z}^{4}$,

$$
\left|\operatorname{cum}\left(X_{t}, X_{s}, X_{t^{\prime}}, X_{s^{\prime}}\right)\right| \leqslant \kappa\left|\mathrm{E}\left(X_{t} X_{s}\right) \mathrm{E}\left(X_{t^{\prime}} X_{s^{\prime}}\right)\right|
$$

Denote by $f_{j}^{*}$ the spectral density of $X$ in segment $j$ of the true configuration $t^{*}$. We assume that the changes affect the spectrum of the process over certain previously specified frequency bands $\left[\lambda_{i}, \lambda_{i+1}\right], i=1, \ldots, N$.

For the sake of simplicity, we assume here that the changes affect the spectrum on a unique frequency band $[0, \lambda]$. The method we develop can be extended directly to the case of several frequency bands, as will be done below with an application to real data.

Let

$$
\left.F_{j}^{*}(\lambda)=\int_{0}^{\lambda} f_{j}^{*}(\mu)\right) \mathrm{d} \mu
$$

We assume the following hypothesis is satisfied by $\left(F_{j}^{*}(\lambda)\right)$ and $\left(\gamma_{j}^{*}\right)$ :

## Hypothesis 6.

(i) For any $1 \leqslant j \leqslant K^{*}-1, F_{j}^{*}(\lambda) \neq F_{j+1}^{*}(\lambda)$.
(ii) There exist $\alpha_{1}>0, \ldots, \alpha_{K^{*}}>0$ and a constant $C>0$ such that, for any $u>0$ and any $1 \leqslant j \leqslant K^{*}$,

$$
\left|\gamma_{j}^{*}(u)\right| \leqslant C u^{-\alpha_{j}} .
$$

For any configuration of change-points $\boldsymbol{t} \in \mathscr{T}_{K}$, and for any $l \leqslant k \leqslant K$, set

$$
\hat{F}_{n}\left(T_{k}, \lambda\right)=\int_{0}^{\lambda} I_{n}\left(T_{k}, \mu\right) \mathrm{d} \mu,
$$

where $I_{n}\left(T_{k}, \cdot\right)$ was defined in (13) as the periodogram computed over segment $k$ of $\boldsymbol{t}$. We know that $\hat{F}_{n}\left(T_{j}^{*}, \lambda\right)$ converges almost surely to $F_{j}^{*}(\lambda)$ when $n \rightarrow \infty$, for any $1 \leqslant j \leqslant K^{*}$. Then it is quite natural to define a contrast function based on this estimate, for detecting jumps in $\left(F_{j}^{*}(\lambda)\right)$. Indeed, we shall estimate $t^{*}$ by minimizing the contrast function $J_{n}$ defined by

$$
\begin{equation*}
J_{n}(\boldsymbol{t})=-\frac{1}{n} \sum_{k=1}^{K} n_{k} \hat{F}_{n}^{2}\left(T_{k}, \lambda\right), \tag{31}
\end{equation*}
$$

when the number of change-points is not estimated. On the other hand, $K^{*}$ and $\boldsymbol{t}^{*}$ can be estimated simultaneously by minimizing the penalized contrast function

$$
\begin{equation*}
\tilde{J}_{n}(K, \boldsymbol{t})=-\frac{1}{n} \sum_{k=1}^{K} n_{k} \hat{F}_{n}^{2}\left(T_{k}, \lambda\right)+\beta_{n} K, \tag{32}
\end{equation*}
$$

where conditions over the sequence $\beta_{n}$ will be given below. Since $\lambda$ is a known fixed value, it can be treated as a constant, and the dependence of $J_{n}$ and $\tilde{J}_{n}$ with respect to $\lambda$ is omitted.

In a parametric context, a lower bound for the length of the estimated segments was not required. In the nonparametric setting, however, consistent estimators will be found if minimization of the contrast functions proposed in (31) and (32) are carried out over the set $\mathscr{T}_{K, \Delta_{n}}$ defined by

$$
\mathscr{T}_{K, \Delta_{n}}=\left\{\boldsymbol{t} \in \mathscr{T}_{K}, t_{k}-t_{k-1} \geqslant \Delta_{n}\right\},
$$

where $\Delta_{n}$ must be chosen according to the rate of convergence of $\left(\hat{F}_{n}\left(T_{k}, \lambda\right)\right)$.
The following theorem summarizes the properties of these two estimates:
Theorem 4.1. Assume that Hypotheses 5 and 6 hold. Let $h_{j}^{*}=\max \left(2-2 \alpha_{j}^{*}, 1\right)$ for any $1 \leqslant j \leqslant K^{*}$, and let $a^{*}=\max _{1 \leqslant j \leqslant K^{*}} h_{j}^{*}$. Also let $\left(\Delta_{n}\right)$ be a positive sequence such that $n^{1-h^{*}} \Delta_{n} \rightarrow \infty$ as $n \rightarrow \infty$.
(i) Let $\hat{\boldsymbol{t}}_{n}$ be the estimate of the change-point sequence, obtained as the solution of the following minimiziation problem:

$$
J_{n}\left(\hat{\boldsymbol{t}}_{n}\right) \leqslant J_{n}(\boldsymbol{t}), \quad \forall \boldsymbol{t} \in \mathscr{T}_{K^{*}, \Delta_{n}}
$$

where $J_{n}$ was defined in (31). Then, $\left|\hat{t}_{n, j}-t_{j}^{*}\right|=O_{\mathrm{P}}$ (1) for any $1 \leqslant j \leqslant K^{*}-1$.
(ii) Let $\left(\beta_{n}\right)$ be positive sequence such that

$$
\beta_{n} \underset{n \rightarrow \infty}{\rightarrow} 0 ; \quad n^{a^{*}-2} \beta_{n}^{2} \underset{n \rightarrow \infty}{\rightarrow}+\infty
$$

Then the minimum penalized contrast estimator $\left(\hat{K}_{n}, \hat{\boldsymbol{t}}_{n} / n\right)$ obtained by minimizing the function $\left(\tilde{J}_{n}(K, t)\right.$, defined in (32), over $\{1,2, \ldots, \bar{K}\} \times \mathscr{T}_{K, \Delta_{n}}$ converges in probability to $\left(K^{*}, \boldsymbol{\tau}^{*}\right)$ if $\bar{K} \geqslant K^{*}$.

Proof. We shall show (i) first. For any $\boldsymbol{t}=\left(t_{k}, 1 \leqslant k \leqslant K-1\right)$, set

$$
S_{n}\left(T_{k}\right)=n_{k} \hat{F}_{n}\left(T_{k}, \lambda\right)-\sum_{j=1}^{K^{*}} n_{k j} F_{j}^{*}(\lambda)
$$

Then, the estimate $\hat{\boldsymbol{t}}_{n}$ minimizes

$$
\begin{aligned}
U_{n}(\boldsymbol{t}) & =J_{n}(\boldsymbol{t})-J_{n}\left(\boldsymbol{t}^{*}\right) \\
& =u(\boldsymbol{t})+e_{n}(\boldsymbol{t})+\eta_{n}(\boldsymbol{t})
\end{aligned}
$$

where

$$
\begin{align*}
u(\boldsymbol{t}) & =\sum_{k=1}^{K} \sum_{j=1}^{K^{*}} \frac{n_{k j}}{n_{k}}\left(F_{k}^{*}(\lambda)-F_{j}^{*}(\lambda)\right)^{2} \\
e_{n}(\boldsymbol{t}) & =\frac{2}{n} \sum_{j=1}^{K^{*}} F_{j}^{*}(\lambda) S_{n}\left(T_{j}^{*}\right)-\frac{2}{n} \sum_{k=1}^{K}\left(\sum_{j=1}^{K^{*}} \frac{n_{k j}}{n_{k}} F_{j}^{*}(\lambda)\right) S_{n}\left(T_{k}\right)  \tag{33}\\
\eta_{n}(\boldsymbol{t}) & =\frac{1}{n} \sum_{j=1}^{K^{*}} \frac{S_{n}^{2}\left(T_{j}^{*}\right)}{n_{j}^{*}}-\frac{1}{n} \sum_{k=1}^{K} \frac{S_{n}^{2}\left(T_{k}\right)}{n_{k}} \tag{34}
\end{align*}
$$

The arguments used for the consistency of $\hat{\boldsymbol{t}}_{n}$ in a parametric framework still apply. First, from Lemma 3.3, there exists a constant $C_{\theta^{*}}>0$ such that, for any configuration $\boldsymbol{t} \in \mathscr{T}_{K}$, $u(\boldsymbol{t}, \boldsymbol{\theta}) \geqslant C_{\theta^{*}} n^{-1}\left\|\boldsymbol{t}-\boldsymbol{t}^{*}\right\|_{\infty}$. Second, if Hypotheses 5 and 6 are satisfied, the fluctuations $e_{n}(\boldsymbol{t})$ and $\eta_{n}(\boldsymbol{t})$ converge to 0 , uniformly over $\mathscr{T}_{K^{*}, \Delta_{n}}$. Indeed let $\left(b_{\lambda}(u), u \in \mathbb{Z}\right)$ be the sequence defined by

$$
b_{\lambda}(0)=\lambda, \quad b_{\lambda}(u)=\frac{\sin \lambda u}{u}, \quad u \neq 0
$$

Then, the decomposition of $S_{n}$ proposed in (20) and (21) still holds:

$$
S_{n}\left(T_{k}\right)=\sum_{j=1}^{K^{*}} S_{n}\left(T_{k j}\right)+\sum_{j=1}^{K^{*}} \sum_{j^{\prime} \neq j} R_{n}\left(T_{k j}, T_{k j^{\prime}}\right)
$$

where

$$
\begin{aligned}
S_{n}\left(T_{k j}\right) & =\sum_{t \in T_{k j}} \sum_{s \in T_{k j}} X_{t} X_{s} b_{\lambda}(t-s)-n_{k j} F_{j}^{*}(\lambda), \\
R_{n}\left(T_{k j}, T_{k j^{\prime}}\right) & =\sum_{t \in T_{k j}} \sum_{s \in T_{k j^{\prime}}} X_{t} X_{\mathrm{s}} b_{\lambda}(t-s) .
\end{aligned}
$$

Since $\left|b_{\lambda}(u)\right| \leqslant\left|u^{-1}\right|$ for any $u>0$, Lemma 2.2 holds with $\beta=1$ : there exists a constant $C_{S}$ such that, for any $1 \leqslant k \leqslant K^{*}$, for any $n>0$ and for any $\delta>0$,

$$
\mathrm{P}\left(\max _{1 \leqslant t_{k-1} \leqslant n} \max _{t_{k-1}+1 \leqslant t_{k} \leqslant n} \frac{S_{n}\left(T_{k}\right)}{n} \geqslant \delta\right) \leqslant C_{S} \frac{n^{h^{*}-2}}{\delta^{2}} .
$$

We deduce from (33) that $e_{n}(\boldsymbol{t})$ converges to 0 when $n \rightarrow \infty$, uniformly over $\mathscr{T}_{K^{*}}$. On the other hand, again by Lemma 2.2, we have that, for any $1 \leqslant k \leqslant K^{*}$, for any $n>0$ and for any $\delta>0$,

$$
\mathrm{P}\left(\max _{1 \leqslant t_{k-1} \leqslant n-\Delta n} \max _{t_{k-1}+\Delta_{n} \leqslant t_{k} \leqslant n} \frac{S_{n}^{2}\left(T_{k}\right)}{n\left(t_{k}-t_{k-1}\right)} \geqslant \delta\right) \leqslant C_{S} \frac{n^{h^{*}-1}}{\delta \Delta_{n}} .
$$

Since $n^{1-h^{*}} \Delta_{n} \rightarrow \infty$, we deduce from (34) that $\eta_{n}(\boldsymbol{t})$ converges to 0 when $n \rightarrow \infty$, uniformly over $\mathscr{T}_{K^{*}, \Delta_{n}}$.

Once the consistency of $\hat{\boldsymbol{t}}_{n}$ has been established, we can assume that $\eta_{n}\left(\hat{\boldsymbol{t}}_{n}\right)$ is negligible with respect to $e_{n}\left(\hat{\boldsymbol{t}}_{n}\right)$ when $n \rightarrow \infty$. Then, a slight adaptation of the proof of Theorem 3.4 achieves the proof of (i).

The proof of Theorem 3.6 can also be easily adapted in order to prove (ii).
Remark. In many applications $h^{*}=1$, and then it is enough to require that $\Delta_{n} \rightarrow \infty$ as $n \rightarrow \infty$ to ensure the consistency of $\hat{\boldsymbol{v}}_{n}$.

### 4.2. Application to EEG analysis

It is well known that the EEG recordings are non-stationary signals (see Biscay et al. 1995). Epileptogenic transients are among the phenomena that make the EEG non-stationary. The spectral characteristics of the observed series change abruptly at some random instants, and the detection of such changes is a crucial step for the interpretation of the recorded brain electrical activity.

The following frequency bands of brain activity are conventionally observed: delta (1.53.5 Hz ), theta ( $3.5-7.5 \mathrm{~Hz}$ ), alpha ( $7.5-12.5 \mathrm{~Hz}$ ), and beta ( $12.5-19.5 \mathrm{~Hz}$ ).

In a more general framework, assume that the spectral measure of the observed process changes over some previously chosen frequency bands ( $\left[\lambda_{l}, \lambda_{l+1}\right], 0 \leqslant l \leqslant L$ ). Write $\lambda=\left(\lambda_{l}, 0 \leqslant l \leqslant L\right)$, and define the vector

$$
F_{j}^{*}(\lambda)=\left(\int_{\lambda_{l}}^{\lambda_{l+1}} f_{j}^{*}(\mu) \mathrm{d} \mu\right)
$$

for any $1 \leqslant j \leqslant K^{*}$. We assume that Hypothesis 6 is satisfied: $F_{j}^{*}(\lambda) \neq F_{j+1}^{*}(\lambda)$ for any $1 \leqslant j \leqslant K^{*}-1$. For any configuration of change-points $t \in \mathscr{T}_{K}$, and for any $1 \leqslant k \leqslant K$, we also define

$$
\hat{F}_{n}\left(T_{k}, \lambda\right)=\left(\int_{\lambda_{l}}^{\lambda_{l+1}} I_{n}\left(T_{k}, \mu\right) \mathrm{d} \mu\right)
$$

Since $\hat{F}_{n}\left(T_{k}, \lambda\right)$ is a vector, $\hat{F}_{n}^{2}\left(T_{k}, \lambda\right)$ is replaced by $\left\|\hat{F}_{n}\left(T_{k}, \lambda\right)\right\|^{2}$ in (31) and (32).
We present in Figure 2 the segmentation of two EEG recordings. We display the observed series together with the estimated change-point times (marked by vertical lines), and also the estimated spectral measure $\hat{F}_{n}\left(T_{k}, \lambda\right)$.


Figure 2. Segmentation of EEG recordings. (a) Segmentation of theta activity ( $3.5-7.5 \mathrm{~Hz}$ ). (b) Segmentation of alpha activity ( $7.5-12.5 \mathrm{~Hz}$ ). (c), (d) The estimated spectral distributions computed in the estimated segments.
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