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We define a negative multinomial distribution on Nn
0 , where N0 is the set of non-negative integers, by

its probability generating function which will be of the form (A(a1, . . . , an)=A(a1z2, . . . , anzn))
º,

where

A(z) ¼
X

T� 1,2,...,nf g
aT
Y
i2T

zi,

a˘ 6¼ 0, and º is a positive number. Finding couples A, ºð Þ for which we obtain a probability generating

function is a difficult problem. We establish necessary and sufficient conditions on the coefficients of A

for which we obtain a probability generating function for any positive number º. In consequence, we

obtain all infinitely divisible negative multinomial distributions on Nn
0 .

Keywords: discrete exponential families; infinitely divisible distribution; negative multinomial

distribution; probability generating function

1. Negative multinomial distributions

In order to generalize a given standard distribution on the set N0 of non-negative integers to

Nn
0 , one could simply replace its generating function f (z) by f a1z1 þ . . . þ anznð Þ: Thus,

for instance, the Bernoulli distribution q�0 þ p�1 becomes a0 þ a1�e1 þ . . . þ an�en , where

�a denotes the probability measure concentrated at a, e1, . . . enð Þ is the standard basis

for Rn, a j . 0, and
Pn

j¼0a j ¼ 1: Similarly, the negative binomial distributionP1
n¼0(n!)

�1º ºþ 1ð Þ . . . ºþ n� 1ð Þpºqn�n, whose probability generating function is

f (z) ¼ pº 1� qzð Þ�º, becomes
P

Æ2N n
0
pÆ�Æ, whose generating function isX

Æ2N n
0

pÆz
Æ1

1 . . . zÆ n

n ¼ p

1� q p1z1 þ . . . þ pnznð Þ

� �º

:

Some authors (see Johnson et al. 1997, p. 93) call this distribution a negative multinomial

distribution.

However, it seems natural to have a wider generalization, by replacing qþ pz in the

Bernoulli case or 1� qz in the negative binomial case by an affine polynomial P, that is, a

polynomial which is affine with respect to each z j, j ¼ 1, . . . , n, or for which

@2P=@z2j ¼ 0 for all j ¼ 1, . . . , n: For instance, for n ¼ 2, P has the form
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P z1, z2ð Þ ¼ a0 þ a1z1 þ a2z2 þ a12z1z2: Actually, some authors (see references in Bar-Lev

et al. 1994; Doss 1979; Griffiths and Milne 1987) define the multinomial distribution as a

distribution on Nn
0 whose probability generating function is PN , where P is an affine

polynomial and N 2 N, the set of positive integers.

Similarly, for the negative binomial case we shall say that the probability distributionP
Æ2N n

0
pÆ�Æ on Nn

0 is a negative multinomial distribution if there exists an affine

polynomial P z1, . . . , znð Þ and º . 0 such thatX
Æ2N n

0

pÆz
Æ1

1 . . . zÆ n

n ¼ P z1, . . . , znð Þ
� ��º: (1:1)

Of course, not all affine polynomials will give rise to a valid probability generating function.

First of all, the number P 1, . . . , 1ð Þ must equal 1: Furthermore, the coefficients of P must be

such that z1, . . . , znð Þ 7! P�º is analytic at 0, . . . , 0ð Þ, which implies that P 0, . . . , 0ð Þ 6¼ 0:
Finally, the Taylor expansion given by (1.1) must have non-negative coefficients. These

negative multinomial distributions occur naturally in the classification of natural exponential

families in Rn (see Bar-Lev et al. 1994).

However, finding exactly which pairs P, ºð Þ are compatible is an unsolved problem.

Before giving details, let us make some observations. If z ¼ z1, . . . , znð Þ 2 Rn and

Æ ¼ Æ1, . . . , Ænð Þ 2 Nn
0 , then we denote

zÆ ¼
Yn
i¼1

z
Æi

i ¼ zÆ1

1 . . . zÆ n

n : (1:2)

Let A be any affine polynomial such that A 0, . . . , 0ð Þ ¼ 1, and suppose that the Taylor

expansion

A z1, . . . , znð Þ
� ��º¼

X
Æ2N n

0

cÆ ºð ÞzÆ (1:3)

has non-negative coefficients cÆ ºð Þ: Let a1, . . . , an be positive numbers such thatP
Æ2N n

0
cÆ ºð ÞaÆ1

1 . . . aÆ n
n , þ1: With such a sequence a ¼ a1, . . . , anð Þ we associate the

negative multinomial distribution
P

Æ2N n
0
pÆ�Æ defined by

X
Æ2N n

0

pÆzÆ ¼
A a1, . . . , anð Þ

A a1z1, . . . , anznð Þ

 !º

(thus P z1, . . . , znð Þ ¼ A a1z1, . . . , anznð Þ=A a1, . . . , anð Þ in the notation of (1.1)).

Therefore the problem of finding all negative multinomial distributions, that is, of finding

all acceptable P, ºð Þ, is equivalent to the problem of finding all A, ºð Þ such that

A 0, . . . , 0ð Þ ¼ 1 and the cÆ ºð Þ defined by (1.3) are non-negative. This is a venerable and

difficult problem. For instance, if

Ar x, y, zð Þ ¼ 1þ 1� r
r

xþ yþ zð Þ þ
r� 2

r
xyþ yzþ zxð Þ þ

3� r
r

xyz, r . 0,

Szegö (1933) has shown that 1=A3 has positive coefficients and Askey and Gasper (1977)
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generalize Szegö’s result by showing that A�º
r has positive coefficients for º > 1

2
and r > 3:

As we shall see, there exist 0 , º , 1
2
such that the coefficients of A�º

r are not all positive.

Askey and Gasper 1977ð Þ show that even finding acceptable A, ºð Þ is a formidable problem.

Therefore the present paper solves the more modest problem of finding the affine

polynomials A such that for all º . 0, A�º has non-negative coefficients. This is equivalent

to finding all negative multinomial distributions on Nn
0 which are infinitely divisible. The

following simple proposition shows that the problem is much simpler.

Proposition 1. Let A z1, . . . , znð Þ be an affine polynomial such that A 0ð Þ ¼ 1: Let P ¼ 1� A

and consider the following Taylor expansions:

1� Pð Þ�º¼
X
Æ2N n

0

cÆ ºð ÞzÆ and log
1

1� P
¼

X
Æ2N n

0 nf0g
dÆzÆ:

Then cÆ ºð Þ > 0 for all º . 0, for all Æ 2 Nn
0nf0g if and only if dÆ > 0 for all Æ 2 Nn

0nf0g:

Proof. The ‘if’ part is clear since 1� Pð Þ�º¼ exp º log 1� Pð Þ�1
� �

, that is,X
Æ2N n

0

cÆ ºð ÞzÆ ¼ exp º
X

Æ2N n
0 nf0g

dÆzÆ
 !

:

The converse is easy since cÆ ºð Þ ¼ dÆºþ o ºð Þ for º ! 0: Indeed, since

exp º
X

Æ2N n
0 nf0g

dÆzÆ
 !

¼ 1þ
X1
n¼1

1

n!
º
X

Æ2N n
0 nf0g

dÆzÆ
 !n

,

the coefficient of º in cÆ ºð Þ is obtained for n ¼ 1 and is dÆ: Thus cÆ ºð Þ > 0 for all º . 0

implies dÆ > 0: h

Let us write P(z) ¼
P

T2B�
n
aTzT , where B

�
n is the set of non-empty subsets of

1, . . . , nf g and zT ¼
Q

t2T zt: The aim of the present paper is to find necessary and

sufficient conditions such that the dÆ in Proposition 1 are non-negative for all Æ in Nn
0nf0g;

in Theorem 2 we show that this infinite set of inequalities fdÆ > 0; Æ 2 Nn
0nf0gg is

equivalent to a finite one. More specifically, we shall define 2n � 1 polynomials bT in the

coefficients of A and we shall prove (Theorem 2) that dÆ > 0 for all Æ in Nn
0nf0g if and

only if the bT are non-negative.

Griffiths and Milne (1987) find all infinitely divisible negative multinomial distributions

whose probability generating function is jIn � QkIn � QZj�1, where Z ¼ diag(z1, . . . , zn),
In is the n3 n identity matrix and Q is a n3 n real matrix. Clearly jIn � QZj is an affine

polynomial. Since these distributions depend on up to n2 parameters and since our

distributions depend on up to 2n parameters, our distributions are more general. Since

Griffiths and Milne obtain a necessary and sufficient condition (Theorem 2 in their paper)

as we do, it will be interesting to compare their result to ours.

Section 2 expresses the cÆ ºð Þ and dÆ in terms of the aT : Section 3 introduces the bT ,

which are polynomials in the aT , and proves the basic result (Theorem 1) that the dÆ are
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polynomials in the bT with non-negative coefficients. From this point, it is easy to conclude

(Theorem 2) that the distribution is infinitely divisible if and only if the 2n � 1 inequalities

bT > 0 are satisfied. Section 4 applies the above result when n ¼ 2 and 3: Section 5 applies

Theorem 2 of Section 3 to the particular case studied by Griffiths and Milne, namely

P(z) ¼ 1� jIn � QZj:

2. Computation of the cÆ ºð Þ and the dÆ

First we introduce some notation taken from Comtet (1974). Given a positive integer n, we

denote [n] ¼ 1, 2, . . . , nf g. If Æ ¼ Æ1, . . . , Ænð Þ 2 Nn
0 , then we denote Æ! ¼ Æ1! . . . Æn!,

jÆj ¼ Æ1 þ . . . þ Æn and aÆ ¼ aÆ1,...,Æ n
. For any k in N and º in the set Rþ of positive real

numbers, we define the following symbols: ºð Þk¼ º º� 1ð Þ . . . º� k þ 1ð Þ and ºð Þ0¼ 1;

hºik ¼ º ºþ 1ð Þ . . . ºþ k � 1ð Þ ¼ ˆ ºþ kð Þ=ˆ ºð Þ, where ˆ is Euler’s gamma function and

hºi0 ¼ 1: In particular, for º ¼ n in N, for all k in N, we have

nð Þk ¼
Yk
i¼1

n� iþ 1ð Þ ¼ n!

n� kð Þ!
;

hnik ¼
Yk
i¼1

nþ i� 1ð Þ ¼ nþ k � 1ð Þ!
n� 1ð Þ! :

If S is a set, —k
S denotes the set of all partitions of S into k non-empty subsets of S: We call

these k-partitions, and —S ¼
S

k>1 —
k
S is the set of all partitions of S. If S ¼ [n], we write

—k
[n] ¼ —k

n, and —n ¼
Sn

k¼1 —
k
n is the set of all partitions of [n]: Let Bn ¼ B [n]ð Þ be the

family of all subsets of [n] and B
�
n the family of non-empty subsets of [n]: For simplicity, if

n is fixed and if there is no ambiguity, we denote these families by B and B
�
, respectively.

For T in Bn, we simplify the notation (1.2) by writing zT ¼
Q

t2T zt instead of z1T where

1T ¼ Æ1, Æ2, . . . , Ænð Þ with Æi ¼ 1 if i 2 T and Æi ¼ 0 if i =2 T : For a mapping a : B
� ! R,

we shall use the notation a : B
� ! R, T 7! aT : The set of all mappings k : B

� ! N0 is

denoted by K: For z ¼ z1, . . . , znð Þ 2 Rn fixed, we denote Zz : B
� ! R, T 7! zT , and we

write Z ¼ Zz for the sake of simplicity. If k is in K, we denote

jkj ¼
P

T2B� kT , a
k ¼

Q
T2B� akT

T and k! ¼
Q

T2B� kT !: Notice that for z in Rn and k in

K we have

Z k ¼
Y
T2B�

zTð ÞkT¼
Y
T2B�

z1Tð ÞkT¼
Y
T2B�

zkT 1T ¼ z�T2B� kT1T : (2:1)

For Æ in Nn
0 , we denote

KÆ ¼ k 2 K :
X
T2B�

kT1T ¼ Æ
( )

¼ k 2 K :
X
T2B�

kT1T (i) ¼ Æi, 8i 2 [n]

( )
: (2:2)

For T ¼ T1, . . . , Tkf g in —S , we denote
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aT ¼
Yk
i¼1

aTi
: (2:3)

We conclude this section with the following simple proposition.

Proposition 2. Let P(z) ¼
P

T2B�
n
aTzT : For the coefficients in the Taylor expansions

1� P(z)ð Þ�º¼
X
Æ2N n

0

cÆ ºð ÞzÆ (2:4)

and

log
1

1� P(z)
¼
X
Æ2N n

0

dÆzÆ, (2:5)

it follows that

cÆ ºð Þ ¼
X
k2KÆ

hºijkj
ak

k!
(2:6)

and

dÆ ¼
X
k2KÆ

jkj � 1ð Þ! a
k

k!
: (2:7)

Proof. From (2.4) we can write

1� P(z)ð Þ�º¼
Xþ1

N¼0

º ºþ 1ð Þ . . . ºþ N � 1ð Þ
N !

X
T2B�

aTzT
 !N

:

Using the multinomial identity, we obtain

1� P(z)ð Þ�º¼
Xþ1

N¼0

hºiN
X
jkj¼N

ak

k!

Y
T2B�

zTð ÞkT
 !

¼
Xþ1

N¼0

hºiN
X
jkj¼N

ak

k!
z�T2B� kT1T

 !
¼
X
k2K

hºijkj
ak

k!
z�T2B�kT1T

¼
X
Æ2N n

0

X
k2KÆ

hºijkj
ak

k!

 !
zÆ:

Similarly,
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X
Æ2N n

0 nf0g
dÆzÆ ¼

Xþ1

N¼1

1

N

X
T2B�

aTzT
 !N

¼
Xþ1

N¼1

N !

N

X
jkj¼N

Y
T2B�

aTzTð ÞkT

kT !

0@ 1A
¼
Xþ1

N¼1

N � 1ð Þ!
X
jkj¼N

ak

k!
z�T2B� kT1T

 !
¼
X
k2K

jkj � 1ð Þ! a
k

k!
z�T2B� kT1T

¼
X

Æ2N n
0 nf0g

X
k2KÆ

jkj � 1ð Þ! a
k

k!

 !
zÆ:

h

3. The polynomials bT

We introduce in this section the important polynomials bT mentioned in the Introduction.

Proposition 3. Let S be in B
�
n : If Æ ¼ 1S, denote by bS the number d1S

defined by (2.5). Then

bS ¼
XjSj
l¼1

(l � 1)!
X
T 2— l

S

aT : (3:1)

Proof. According to (2.2),

K1S
¼ k 2 K :

X
T2B�

kT1T ¼ 1S

8<:
9=; ¼ k 2 K :

X
T2B�

kT1T (i) ¼ 1S(i), 8i 2 [n]

8<:
9=;:

Thus kT is equal to 1 or 0: If there are a number l of kT which are equal to 1 then jkj ¼ l,

k! ¼ 1 and ak ¼
Q

T2B� akT
T ¼

Q
T2B�

:kT¼1
aT : Now

P
T2B� kT1T (i) ¼ 1S(i) for all i in [n]

implies that the T such that kT is equal to 1 are disjoint, otherwise
P

T2B� kT1T (i) 6¼ 1S(i).

Thus

ak ¼
Y

T2B�
:kT¼1

aT ¼ aT ,

where T is the l-partition of S formed by the T of B
�
such that kT ¼ 1: Thus for Æ ¼ 1S,

dÆ ¼
X
k2KÆ

jkj � 1ð Þ! a
k

k!
¼
XjSj
l¼1

(l � 1)!
X
T 2—l

S

aT ¼ bS ,

which is therefore the coefficient of zS in the Taylor expansion of log 1� P(z)ð Þ�1: h

The following result is fundamental.
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Theorem 1. For n in N, let Pn(z) ¼
P

T2B�
n
aTzT : Then the coefficient d n

Æ of zÆ in the Taylor

expansion of log 1� Pn(z)ð Þ�1
is a polynomial in the 2n � 1 variables bT , T 2 B

�
n , with

non-negative coefficients.

If there is no ambiguity we omit the index n in dn
Æ.

Proof. We proceed by induction on n: Since dn
Æ is the coefficient of zÆ in the Taylor

expansion of log 1� Pn(z)ð Þ�1
, we have seen in Proposition 3 that dn

1T
¼ bT , for T in B

�
n :

Moreover,

dn
Æ ¼ 1

Æ!
@jÆj

@zÆ
log

1

1� Pn(z)
(0, . . . , 0):

For n ¼ 1, Æ ¼ Æ1 and

log 1� af1gz1
� ��1¼

X1
j¼1

a
j

f1g
j

z
j
1:

As bf1g ¼ af1g, we have

dn
j ¼

a
j

f1g
j

¼
b
j

f1g
j

,

which is a polynomial in the variable bf1g with non-negative coefficients.

Let n be a fixed positive integer and suppose that, for all Æ in Nn
0nf0g, dn

Æ is a

polynomial in the variables bT , T 2 B
�
n , with non-negative coefficients. We now embark on

the proof of the proposition for nþ 1: Let

Pnþ1 z, znþ1ð Þð Þ ¼
X

T2B�
nþ1

aT z, znþ1ð ÞT

¼
X
T2B�

n

aTzT þ znþ1

X
T2BN

aT[ nþ1f gz
T

¼ Pn(z)þ znþ1Qn(z),

where Qn(z) ¼ Qn z1, . . . , znð Þ is an affine polynomial with respect to each z j, j ¼ 1, . . . , n:
In particular, Pnþ1 z, 0ð Þð Þ ¼ Pn(z). We show first that for Æ9 ¼ Æ, Ænþ1ð Þ ¼
Æ1, . . . , Æn, Ænþ1ð Þ in Nnþ1

0 nf0g, the coefficient dnþ1
Æ9 of z, znþ1ð ÞÆ9 in the Taylor expansion

of log 1� Pnþ1 z, znþ1ð Þð Þ
� ��1

is a polynomial in the variables bT , T 2 B
�
nþ1, with non-

negative coefficients.

Step 1. We assume first that Ænþ1 ¼ 0. In this case,
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dnþ1
Æ9 ¼ dnþ1

Æ,0ð Þ

¼ 1

Æ, 0ð Þ!
@j Æ,0ð Þj

@ z, znþ1ð Þ Æ,0ð Þ log
1

1� Pnþ1 z, znþ1ð Þð Þ
0, . . . , 0ð Þ, 0ð Þ

¼ 1

Æ!
@jÆj

@zÆ
log

1

1� Pnþ1 z, 0ð Þð Þ 0, . . . , 0ð Þð Þ

¼ 1

Æ!
@jÆj

@zÆ
log

1

1� Pn(z)
0, 0, . . . 0ð Þð Þ ¼ dn

Æ,

and the induction hypothesis implies that dnþ1
Æ9 ¼ dn

Æ is a polynomial in the variables bT ,

T 6¼ ˘, included in nþ 1½ 
n nþ 1f g ¼ [n], with non-negative coefficients. Notice that the

result remains valid if any other Æi is null, since then dn
Æ is a polynomial in the variables bT ,

T 6¼ ˘, included in nþ 1½ 
n if g, with non-negative coefficients.

Step 2. We now suppose that Ænþ1 . 0: Differentiating k times with respect to the last

variable, we obtain

@ k

@zknþ1

log
1

1� Pnþ1 z, znþ1ð Þð Þ
¼ k � 1ð Þ! Qn(z)

1� Pnþ1 z, znþ1ð Þð Þ

 !k

: (3:2)

Taking znþ1 ¼ 0 in (3.2), this result becomes

@ k

@zknþ1

log
1

1� Pnþ1 z, 0ð Þð Þ ¼ k � 1ð Þ! Qn(z)

1� Pn(z)

� �k

: (3:3)

We also have

@ k

@zknþ1

(z, znþ1)
Æ9 ¼

(Ænþ1)k(z, znþ1)
(Æ,Æ nþ1�k) ¼ (Ænþ1)kz

Æz
Æ nþ1�k
nþ1 if Ænþ1 > k,

0 otherwise:

(
(3:4)

Differentiating k times with respect to the last variable, we deduce

@ k

@zknþ1

log
1

1� Pnþ1 z, znþ1ð Þð Þ
¼

X
Æ92N nþ1

0 nf0g
dnþ1
Æ9

@ k

@zknþ1

z, znþ1ð ÞÆ9

¼
X

Æ2N n
0 ;Æ nþ1>k

d nþ1
Æ,Æ nþ1ð Þ Ænþ1ð Þkz

Æz
Æ nþ1�k
nþ1 :

Taking znþ1 ¼ 0, we obtain
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@ k

@zknþ1

log
1

1� Pnþ1 z, znþ1ð Þð Þ

����
znþ1¼0

¼
X

Æ2N n
0 :Ænþ1¼k

d nþ1
Æ,Æ nþ1ð Þ Ænþ1ð ÞkzÆ (3:5)

¼
X
Æ2N n

0

k!dnþ1
Æ,kð Þz

Æ ¼ k!
X
Æ2N n

0

dnþ1
Æ,kð Þz

Æ
 !

:

Then using (3.3) and (3.5), we have

k!
X
Æ2N n

0

dnþ1
Æ,kð Þz

Æ
 !

¼ k � 1ð Þ! Qn(z)

1� Pn(z)

� �k

: (3:6)

Dividing by k! and letting k ¼ Ænþ1, we obtainX
Æ2N n

0

dnþ1
Æ,Æ nþ1ð Þz

Æ ¼ 1

Ænþ1

Qn(z)

1� Pn(z)

� �Æ nþ1

: (3:7)

Putting k ¼ 1 in (3.6) gives

Qn(z)

1� Pn(z)
¼
X
Æ2N n

0

dnþ1
Æ,1ð Þz

Æ:

We now substitute this into (3.7):X
Æ2N n

0

dnþ1
Æ,Æ nþ1ð Þz

Æ ¼ 1

Ænþ1

X
Æ2N n

0

dnþ1
Æ,1ð Þz

Æ
 !Ænþ1

¼ 1

Ænþ1

YÆ nþ1

i¼1

X
�i2N n

0

dnþ1
�i,1ð Þz

�i

 !

¼
X
Æ2N n

0

1

Ænþ1

X
�1þ...þ�Æ nþ1

¼Æ:�i2N n
0

YÆ nþ1

i¼1

dnþ1
�i ,1ð Þ

 !0@ 1AzÆ:

Therefore we have proved that

dnþ1
Æ,Ænþ1ð Þ ¼

1

Ænþ1

X
�1þ...þ�Ænþ1

¼Æ:�i2N n
0

YÆ nþ1

i¼1

dnþ1
�i,1ð Þ

 !
: (3:8)

For instance, for n ¼ 1, Æ2 ¼ 2, Æ ¼ Æ1 ¼ 3, we have

d23,2ð Þ ¼
1

2

X
�1þ�2¼3

Y2
i¼1

d2�i,1ð Þ

 !
¼ 1

2

X3
�1¼0

d2�1,1ð Þd
2
3��1,1ð Þ):

In the same way, a similar result holds for any index j in [n]: if for �i in Nn
0 we denote by

�ið Þk the kth component of �i, we have
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dnþ1
Æ1,...,Æ j�1,Æ j ,Æ jþ1,...,Æ nþ1ð Þ ¼

1

Æ j

X
�1þ...þ�Æ j

¼ Æ1,...,Æ j�1,Æ jþ1,...,Æ nþ1ð Þ:�i2N n
0

YÆ j

i¼1

dnþ1
((�i)1,...,(�i) j�1,1, �ið Þ j,..., �ið Þn)

 !
: (3:9)

It remains to be observed that if we use (3.8), we obtain a polynomial with non-negative

coefficients in the dnþ1
�i ,1ð Þ, where �1 þ . . . þ �Ænþ1

¼ Æ and �i 2 Nn
0 . Thus we obtain

terms of the type dnþ1

�ið Þ1,... , �ið Þn,1ð Þ, with � lð Þ j < Æ j for l in Ænþ1½ 
 because

�1ð Þ j þ �2ð Þ j þ . . . þ (�Æ nþ1
) j ¼ Æ j, the � lð Þ j being non-negative integers. Three cases

can be distinguished:

1. At least one of � lð Þ j, j 2 [n], is null. In this case step 1 leads to the result.

2. (� l) j ¼ 1 for all j in [n]: In this case dnþ1
((�i)1,...,(�i)n,1)

¼ dnþ1
(1,1,...,1,1) ¼ b nþ1½ 
 according to

(3.1).

3. There is an non-zero integer k such that k < n, � lð Þk. 1 and � lð Þ j ¼ 1 for j . k,

that is, dnþ1
( �ið Þ1,..., �ið Þ n,1)

¼ dnþ1
( �ið Þ1,..., �ið Þ k ,1,...,1)

:

Using formula (3.9) for the kth variable for these last terms, we obtain

dnþ1
( �ið Þ1,..., �ið Þ k ,1,...,1)

¼

1

(�i)k

X
ª1þ...þª �ið Þ k¼( �ið Þ1,..., �ið Þ k�1,1,...,1):ª l2N n

0

Y�ið Þ k

l¼1

dnþ1
( ª lð Þ1,..., ª lð Þ k�1

,1, ª lð Þ k ,..., ª lð Þ n)

0@ 1A:

The relations ª1 þ . . . þ ª �ið Þ k ¼ Æ1, . . . , Æk�1, 1, . . . , 1ð Þ and ª l 2 Nn
0 prove thatP �ið Þ k

l¼1 ª lð Þm¼ 1 for any m in k, . . . , nf g: This implies that for any m in k, . . . , nf g, only

one of the ª lð Þm, for l in �ið Þk
 �

, is equal to 1, the others being equal to 0. Thus we have a

polynomial with non-negative coefficients with terms of the type dnþ1
( ª lð Þ1,..., ª lð Þ k�1

,1, ª lð Þ kd,..., ª lð Þ n)
:

If one of ª lð Þm, for m in k, . . . , nf g, is zero the induction hypothesis applies, otherwise we

are in the case dnþ1
( ª lð Þ1,..., ª lð Þ k�1

,1,1,...,1): Since k � 1 , k, it is thus evident that by repeating a

finite number of times this process we shall obtain a polynomial, in b nþ1½ 
 and bT for T 2 B
�
n

and with cardinality at most n, having non-negative coefficients, that is, a polynomial in the

variables bT , T 2 B
�
nþ1, with non-negative coefficients. This completes the proof of

Theorem 1. h

As a consequence we can state our main result.

Theorem 2. Let P(z) ¼
P

T2B�
n
aTzT , and suppose that 1� P(z)ð Þ�º¼

P
Æ2N n

0
cÆ ºð ÞzÆ. Then

cÆ ºð Þ > 0 for all positive º if and only if bT , given by (3.1), is non negative for all T 2 B
�
n :

Proof. We show that, for all Æ 2 Nn
0nf0g, dÆ > 0 if and only if, for all T 2 B

�
n , bT > 0:

Since dÆ is a polynomial in the variables bT , T 2 B
�
n , with non-negative coefficients,

bT > 0 for all T in B
�
n implies dÆ > 0: Conversely, since d1T

¼ bT , dÆ > 0 for all Æ implies

d1T
¼ bT > 0 and the equivalence is proven. h
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4. Examples

Let n ¼ 2: The conditions are bf1g ¼ af1g > 0, b 2f g ¼ a 2f g > 0 and

b 1,2f g ¼
X2
l¼1

(l � 1)!
X

T 2B l
1,2f g

aT ¼ a 1,2f g þ af1ga 2f g > 0,

that is, af1g > 0, a 2f g > 0 and a 1,2f g > �af1ga 2f g (see Griffiths and Milne 1987, Theorem 4;

Bar-Lev et al. 1994, Proposition 3.1).

Now let n ¼ 3. Here

1� P x, y, zð Þð Þ ¼ 1þ 1� r
r

xþ yþ zð Þ þ
r� 2

r
xyþ yzþ zxð Þ þ

3� r
r

xyz:

In this case

af1g ¼ a 2f g ¼ a 3f g ¼
r� 1

r
, a 1,2f g ¼ a 1,3f g ¼ a 2,3f g ¼

2� r
r

, a 1,2,3f g ¼
r� 3

r
;

bf1g ¼ b 2f g ¼ b 3f g ¼
r� 1

r
, b 1,2f g ¼ a 1,2f g þ af1ga 2f g ¼

2� r
r

þ r� 1

r
3

r� 1

r
¼ 1

r2
:

Hence we have b 1,2f g ¼ b 1,3f g ¼ b 2,3f g . 0 and

b 1,2,3f g ¼
X3
l¼1

(l � 1)!
X

T 2B l
1,2,3f g

aT

¼ a 1,2,3f g þ af1ga 2,3f g þ a 2f ga 1,3f g þ a 3f ga 1,2f g þ 2af1ga 2f ga 3f g

¼ r� 3

r
þ 3

r� 1

r
2� r
r

þ 2
r� 1

r
r� 1

r
r� 1

r
¼ � 2

r3
, 0:

Therefore there exist values of º such that the Taylor expansion of

1þ 1� r
r

xþ yþ zð Þ þ
r� 2

r
xyþ yzþ zxð Þ þ

3� r
r

xyz

� ��º

has negative coefficients (see Askey and Gasper 1977).

5. Application to the Griffiths and Milne case

This section compares our necessary and sufficient condition for infinite divisibility to the

results obtained by Griffiths and Milne (1987) in the case where Q is a n3 n real matrix

and, writing Z ¼ diag z1, . . . , znð Þ,
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f z1, . . . , znð Þ ¼
det In � Qð Þ
det In � QZð Þ (5:1)

is a probability generating function for certain choices of Q. Note that Q is not necessarily

symmetric. Griffiths and Milne find a necessary and sufficient condition for infinite

divisibility on Q that they describe as follows. We assume that qijq ji > 0 for i 6¼ j: With

1, . . . , nf g as vertices, put a green edge between vertices i 6¼ j if qij þ q ji , 0 and a red one

if qij þ q ji . 0: A circuit of length k is a sequence v1, . . . , vkð Þ of distinct vertices such that

vi, viþ1f g is an edge (red or green) for all i ¼ 1, . . . , k, with the convention vkþ1 ¼ v1: It is
said to be elementary if it has no chords, namely if vi, v jf g is not an edge for ji� jj . 1:
Their Theorem 2 establishes that f is the generating function of an infinitely divisible

distribution on Nn
0 if and only if Q satisfies the following remarkable conditions:

1. The eigenvalues of Q are in the open unit disc fz 2 C; jzj , 1g.
2. For all i in [n], qii > 0; and for i 6¼ j, qijq ji > 0.

3. Every elementary circuit has an even number of green edges.

In order to apply our Theorem 2 to the polynomial P z1, . . . , znð Þ ¼ 1� det In � QZð Þ,
we have to compute the bT . Actually, we shall prove the following result.

Theorem 3. Let T be a non-empty subset of [n] and let CT be the set of all circular

permutations of T : Then

bT ¼
X
c2CT

Y
t2T

qtc tð Þ ¼ k�1
X

i1,... , i kf g¼T

qi1 i2 . . . qik�1 i k qi k i1 : (5:2)

For a proof of Theorem 3 we need several propositions which are interesting in their own

right. Let S be a non-empty set. We denote by —S ¼
S

T2B�
Sð Þ —T the union of the sets of

the partitions of T for all elements T in B
�
Sð Þ. The set of all partitions of T is ordered as

follows: we write T < S if and only if every block of T is contained in a block of S (see

Stanley 1999, p. 116). We denote by �—T
the corresponding Möbius function. Let f and g

be two mappings of —S into C. We say that f and g are connected by the Möbius

inversion formula if and only if, for all T in B
�
Sð Þ, we have

g Sð Þ ¼
X
T <S

f Tð Þ , f Sð Þ ¼
X
T <S

�—T
T , Sð Þg Tð Þ: (5:3)

A mapping f from —S into C is called multiplicative if and only if, for all partitions

T ¼ T1, . . . , Tkf g in —S , denoted by T1 d . . . d Tk , we have f Tð Þ ¼
Qk

i¼1 f Tið Þ:

Proposition 4. Let f and g be two mappings from —S into C that are connected by the

Möbius inversion formula. Then f is multiplicative if and only if g is multiplicative.

Proof. Let us suppose that f is multiplicative. Let S ¼ S1 d . . . d Sk be a partition of T : If b00
denotes the partition formed by the singletons of T , then —S1 3 . . . 3 —Sk

is isomorphic to
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b00, S �
by j : —S1 3 . . . 3 —Sk

! b00, S �
, T ¼ T 1, . . . , T kð Þ 7! T 1 d . . . d T k. Since f is

multiplicative then, for any element T ¼ T 1 d . . . d T k in b00, S �
, we have

f Tð Þ ¼
Yk
i¼1

f T ið Þ:

For all T in B
�
Sð Þ and for all S ¼ S1 d . . . d Sk in —T , the Möbius inversion formula

implies

g Sð Þ ¼
X

T <S1 ... Sk

f Tð Þ ¼
X

T ¼T 1 ... T k<S1 ... Sk

f T 1d . . . dT kð Þ

¼
X

T 1,...,T kð Þ2—S1
3...3—Sk

Yk
i¼1

f T ið Þ ¼
Yk
i¼1

X
T i< Sif g

f T ið Þ
" #

¼
Yk
i¼1

g Sif gð Þ ¼
Yk
i¼1

g Sið Þ:

Conversely, let us suppose that g is multiplicative. For all T in B
�
Sð Þ and for all

S ¼ S1 d . . . d Sk in —T , we know (see Stanley 1999, p. 128) that

�
— nj[b00,S] ¼ �

[b00,S
 ¼ �—S1
3 . . . 3�—Sk

¼
Yk
i¼1

�—Si
:

Hence we have, by the Möbius inversion formula,

f Sð Þ ¼
X

T 2[b00;S] g Tð Þ�—T
T ; Sð Þ ¼

X
T 1,...,T kð Þ2—S1

3...3—sSk

Yk
i¼1

g T ið Þ�—Si
T i; Sif gð Þ

¼
Yk
i¼1

X
T i< Sif g

g T ið Þ�—Si
T i; Sif gð Þ

 !
¼
Yk
i¼1

f Sif gð Þ ¼
Yk
i¼1

f Sið Þ:

h

Proposition 5. Let Q ¼ qi, jð Þ i, jð Þ2[n]2 be a real n3 n matrix and let Z ¼ diag z1, . . . , znð Þ,
where z ¼ z1, . . . , znð Þ 2 Rn: Let P be the polynomial defined by 1� P(z) ¼
1�

P
T2B�

n
aTzT ¼ jIn � QZj, where In denotes the identity matrix of order n. If

QT ¼ qijð Þ i, jð Þ2T 2
and qT ¼ jQT j, then

aT ¼ �1ð ÞjT j�1
qT : (5:4)

Proof. We have

jIn � QZj ¼
X
�2S n

� �ð Þ
Yn
i¼1

�� ið Þ,i � q� ið Þ,i zi
� �

,

d d d d d d
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where Sn denotes the set of all permutations of [n] and � �ð Þ the signature of � : Thus the

coefficient of zT in P(z) is

X
�2S n

� jð Þ¼ j if j=2T

� �ð Þ
Y
i2T

�q� ið Þ,ið Þ ¼ �1ð ÞjT j
X
�2ST

� �ð Þ
Y
i2T

q� ið Þ,i ¼ �1ð ÞjT jjQT j:

h

Proposition 6. Let T be in B
�
n , T ¼ T1 d T2 d . . . d Tl be in —T and qT ¼

Q l
i¼1 qTi

. Then

bT ¼ �1ð ÞjT j�1
X
T 2—T

�1ð ÞjT j�1
(jT j � 1)!qT : (5:5)

Proof. Using (3.1) and (5.4), we obtain

bT ¼
XjT j
l¼1

(l � 1)!
X

T ¼T1 T2 ... Tl2— l
T

Yl
i¼1

�1ð ÞjTij�1
qTi

¼ �1ð ÞjT j�1
XjT j
l¼1

X
T ¼T1 T2 ... Tl2— l

T

�1ð Þ l�1
(l � 1)!

Yl
i¼1

qTi

¼ �1ð ÞjT j�1
X
T 2—T

�1ð ÞjT j�1 jT j � 1ð Þ!qT :

h

Proof of Theorem 3. Let T ¼ T1 d T2 d . . . d Tl be a partition of T : If � ¼
c1 s c2 s . . . s cl, where ci 2 CTi

, the set of all circular permutations of Ti, then we say

that � is of support T . The set of all permutations of support T is denoted ST and the set of

all permutations of T is denoted ST : Let f be the multiplicative mapping on —[n] defined for

all T in B
�
n by

f Tð Þ ¼ �1ð ÞjT j�1
X
c2CT

Y
i2T

qic ið Þ: (5:6)

Let T ¼ T1 d T2 d . . . d Tl be in —[n]: We have

d d d

d d d
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f Tð Þ ¼
Yl
m¼1

�1ð ÞjTmj�1
X

cm2CTm

Y
i2Tm

qicm ið Þ

 !

¼
Yl
m¼1

�1ð ÞjTmj�1

 ! X
c1,...,cmð Þ2CT1

3...3CTm

Yl
m¼1

Y
i2Tm

qi c1sc2s...sc lð Þ ið Þ

0@ 1A
¼

Yl
m¼1

�1ð ÞjTmj�1

 ! X
�2ST

Y
i2T

qi� ið Þ

 !
¼
X
�2ST

� �ð Þ
Y
i2T

qi� ið Þ: (5:7)

Let g be the mapping defined on —[n], connected to f by the Möbius inversion formula.

Then we have

g Sð Þ ¼
X
T <S

X
�2ST

� �ð Þ
Y
i2T

qi� ið Þ: (5:8)

Taking S ¼ Sf g in (5.8), we obtain

g Sð Þ ¼ g Sf gð Þ ¼
X
�2SS

� �ð Þ
Y
i2S

qi� ið Þ ¼ jQS j ¼ qS : (5:9)

Let S ¼ S1 d S2 d . . . d Sk be a partition of S: By Proposition 4 we have

g Sð Þ ¼
Yk
i¼1

g Sið Þ ¼
Yk
i¼1

qSi ¼ qS : (5:10)

The following result is well known (see Rota 1964):

� T , Sð Þ ¼ �1ð ÞjT j�jSjYk
i¼1

ni � 1ð Þ!, for T < S,

where ni is the number of blocks of T contained in Si, for all i in [k].

Using (5.2) and (5.10), we obtain

f Tð Þ ¼
X

T < Tf g
� T , Tf gð Þg Tð Þ

¼
X
T 2—T

�1ð ÞjT j�1 jT j � 1ð Þ!qT

¼ �1ð ÞjT j�1
bT : (5:11)

Therefore, using (5.6) and (5.11), we conclude that

bT ¼ �1ð ÞjT j�1
f Tð Þ ¼

X
c2CT

Y
i2T

qic ið Þ:
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Griffiths and Milne (1987) give the following result which leads to a necessary and

sufficient condition for jIn � QkIn � QZj�1 to be the probability generating function of an

infinitely divisible distribution. For j ¼ j1, . . . , jnð Þ in Nn
0nf0g, the coefficient of

zj ¼ z
j1
1 . . . z jnn in the Taylor expansion of logjIn � QZj�1 is

k�1
X

i1,...,i kð Þ2[n]
qi1 i2 . . . qik�1 i k qi k i1 , (5:12)

where k ¼ j1 þ . . . þ jn and the number of indices i1, . . . , ik equal to l is j l,

l ¼ 1, 2, . . . , n: Now we take j ¼ 1T . In this case k ¼ j1 þ . . . þ jn ¼
Pn

i¼11T ið Þ ¼ jT j,
and the number of indices i1, . . . , ik equal to l is 1T lð Þ, that is, is equal to 1 if l is in T and

to 0 otherwise. Thus we obtain once and only once all the elements of T : This means that the

mapping j 7! i j is a bijection � from jT j½ 
 into T : Let us denote by Sk,T the set of all

bijections from [k] ¼ jT j½ 
 into T : We have

d1T
¼ k�1

X
�2S k,T

q� 1ð Þ� 2ð Þ . . . � k�1ð Þ� kð Þq� kð Þ� 1ð Þ ¼ k�1
X

c¼(� 1ð Þ,...,� kð Þ):�2S k,T

Y
i2T

qi,c ið Þ,

where c is the cycle � 1ð Þ, . . . , � kð Þ
� �

of T : If c ¼ i1, . . . , ikð Þ is a cycle of T , there are

exactly k bijections � of Sk,T such that the two cycles � 1ð Þ, . . . , � kð Þ
� �

and i1, . . . , ikð Þ
are equal. Indeed let s be the cycle 1, . . . , kð Þ of [k]. If � is such a bijection the others are

� s sm for m in k � 1½ 
: For all bijections � satisfying � 1ð Þ, . . . , � kð Þ
� �

¼ c, we have

q� 1ð Þ� 2ð Þ . . . q� k�1ð Þ� kð Þq� kð Þ� 1ð Þ ¼
Q

i2T qi,c ið Þ and

d1T
¼ k�1k

X
c2CT

Y
i2T

qi,s ið Þ ¼
X
c2CT

Y
i2T

qi,c ið Þ ¼ bT

according to the first part of (5.2). h
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