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#### Abstract

In this paper, we study a class of semilinear elliptic equations with critical weighted Hardy-Sobolev exponents and superlinear nonlinearity. By means of the variational methods and some analysis techniques, positive solution is obtained.


## 1 Introduction and main results

Consider the following semilinear elliptic problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)-\mu \frac{u}{|x|^{2(1+a)}}=\frac{|u|^{p-2}}{|x|^{b p}} u+f(x, u), & x \in \Omega  \tag{1}\\ u=0, & x \in \partial \Omega\end{cases}
$$

where $\Omega$ is an open bounded domain in $\mathbb{R}^{N}(N \geq 3)$ with smooth boundary $\partial \Omega$ and $0 \in \Omega, 0 \leq a<\sqrt{\bar{\mu}}, 0 \leq \mu<(\sqrt{\bar{\mu}}-a)^{2}$ with $\bar{\mu} \triangleq \frac{(N-2)^{2}}{4}, a \leq b<a+1$, $p=p(a, b) \triangleq \frac{2 N}{N-2(1+a-b)}$ is the Hardy-Sobolev critical exponent. And note that

[^0]$p(a, a)=\frac{2 N}{N-2}=2^{*}$ is the Sobolev critical exponent. $f \in C(\bar{\Omega} \times \mathbb{R}, \mathbb{R}), F(x, t)$ is a primitive function of $f$ defined by $F(x, t)=\int_{0}^{t} f(x, s) d s$ for $x \in \Omega, t \in \mathbb{R}$.

In the case $\mu=0$, problem (1) is related to the well known Caffarelli-KohnNirenberg inequalities in [1],

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{N}}|x|^{-b p}|u|^{p} d x\right)^{\frac{2}{p}} \leq C_{a, b} \int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla u|^{2} d x, \text { for all } u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right) \tag{2}
\end{equation*}
$$

where $0 \leq a<\sqrt{\bar{\mu}}, a \leq b<a+1, p=\frac{2 N}{N-2(1+a-b)}$. As well known, Caffarelli-Kohn-Nirenberg inequalities contain the classical Sobolev inequality ( $a=b=0$ ) and the Hardy inequality $(a=0, b=1)$ as special cases and have played a crucial role in many applications by virtue of the complete knowledge about the $C_{a, b}$, thus it is a fundamental task to study problem (1). As $b=1+a$ and $p=2$ in (2), there is the following weighted Hardy- inequality [2],

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2(1+a)}} d x \leq \frac{1}{(\sqrt{\bar{\mu}}-a)^{2}} \int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x, \text { for all } u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right) \tag{3}
\end{equation*}
$$

Moreover, as $a=0$, (3) becomes the well known Hardy inequality,

$$
\int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2}} d x \leq \frac{1}{\bar{\mu}} \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x, \text { for all } u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right) .
$$

For $\mu \in\left[0,(\sqrt{\bar{\mu}}-a)^{2}\right)$, we use $H=H_{0}^{1}\left(\Omega,|x|^{-2 a}\right)$ to denote the completion of $C_{0}^{\infty}(\Omega)$ with respect to the norm,

$$
\|u\| \triangleq\left(\int_{\Omega}\left(|x|^{-2 a}|\nabla u|^{2}-\mu \frac{u^{2}}{|x|^{2(1+a)}}\right) d x\right)^{\frac{1}{2}}
$$

which is equivalent to the usual norm of $H_{0}^{1}\left(\Omega,|x|^{-2 a}\right)$ due to (3). And also we can define the best Hardy-Sobolev constant:

$$
A=A_{a, b, \mu}(\Omega) \triangleq \inf _{u \in H \backslash\{0\}} \frac{\|u\|^{2}}{\left(\int_{\Omega} \frac{|u|^{p}}{|x|^{p p}} d x\right)^{\frac{2}{p}}}
$$

In recent years, people have paid much attention to the existence of solutions for this singular problems concerning the operator $-\Delta \cdot-\frac{\mu}{|x|^{2}} \cdot \quad(0 \leq \mu<\bar{\mu})$ with Sobolev critical exponents (the case that $a=b=0$ see $[3,12-16]$ and there references). Some authors also studied the singular problems with HardySobolev critical exponents(the case that $a=0, b \neq 0$ see $[5,11,17-21]$ ). In $[19,22,23]$ the authors only studied the special cases of $f(x, t)$, for example, in $[19], f(x, t)=\lambda|t|^{q-2} t$ with suitable $q$ and in $[22,23], f(x, t)=\lambda t$. Besides, there are some authors who studied the general form. In [17] Ding and Tang discussed the case of $a=0$ and $b \neq 0$. After that, in [4] Huang, Wu and Tang discussed the problem with $a \neq 0$ and $b \neq 0$ concave-convex nonlinearities. It should be
mentioned that in the case $a=b=\mu=0$, Brezis and Nirenberg discussed the problem (see [9])

$$
\begin{cases}-\Delta u=u^{2^{*}-1}+f(x, u), & \text { on } \Omega  \tag{4}\\ u>0, & \text { on } \Omega \\ u=0, & \text { on } \partial \Omega\end{cases}
$$

and obtained one positive solution for suitable $f$.
In the case $a=0, b \neq 0, \mu \neq 0$, Kang and Peng discussed the problem (see [19])

$$
\begin{cases}-\Delta u-\mu \frac{u}{|x|^{2}}=\frac{|u|^{2^{*}(s)-2}}{|x|^{s}} u+\lambda|u|^{q-2} u, & x \in \Omega  \tag{5}\\ u=0, & x \in \partial \Omega\end{cases}
$$

for $0 \leq \mu<\bar{\mu}, 0 \leq s<2, \lambda>0,2 \leq q<2^{*}$ and obtained the following results. Theorem 1.(Theorem 1.1 in [19]) Suppose that $0 \leq s<2,0 \leq \mu<\bar{\mu}, \lambda>0$, and

$$
\max \left\{2, \frac{N}{\sqrt{\bar{\mu}}+\sqrt{\bar{\mu}-\mu}}, \frac{N-2 \sqrt{\bar{\mu}-\mu}}{\sqrt{\bar{\mu}}}\right\}<q<2^{*}
$$

Then problem (5) has a one positive solution in $H_{0}^{1}(\Omega)$.
After that, in [17], Ding and Tang deal with the following problem with general form

$$
\begin{cases}-\Delta u-\mu \frac{u}{|x|^{2}}=\frac{|u|^{2^{*}(s)-2}}{|x|^{s}} u+f(x, u), & x \in \Omega \backslash\{0\}  \tag{6}\\ u=0, & x \in \partial \Omega\end{cases}
$$

for $0 \leq \mu<\bar{\mu}, 0 \leq s<2$ and obtained one positive solution as following
Theorem 2.(Theorem 1 in [17]) Suppose that $N \geq 3,0 \leq \mu<\sqrt{\bar{\mu}}, 0 \leq s<2$,
$\left(f_{1}\right) f \in C\left(\bar{\Omega} \times \mathbb{R}^{+}, \mathbb{R}\right), \lim _{t \rightarrow 0^{+}} \frac{f(x, t)}{t}=0$, and $\lim _{t \rightarrow+\infty} \frac{f(x, t)}{t^{2^{*}-1}}=0$, uniformly for $x \in \bar{\Omega}$;
( $f_{2}$ ) There exists a constant $\rho, \rho>2$, such that $0<\rho F(x, t) \leq f(x, t)$ t for all $x \in \bar{\Omega}$, $t \in \mathbb{R}^{+} \backslash\{0\}$.
Assume that

$$
\rho>\max \left\{2, \frac{N}{\sqrt{\bar{\mu}}+\sqrt{\bar{\mu}-\mu}}, \frac{N-2 \sqrt{\bar{\mu}-\mu}}{\sqrt{\bar{\mu}}}\right\} .
$$

Then problem (6) has at least one positive solution.
By the same methods, the case $\mu \neq 0, a \neq 0, b \neq 0$, Huang, Wu and Tang discussed the problem (see [6])

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)-\mu \frac{u}{|x|^{2(1+a)}}=\frac{|u|^{p-2}}{|x|^{b p}} u+f(x, u), & x \in \Omega \backslash\{0\}  \tag{7}\\ u=0, & x \in \partial \Omega\end{cases}
$$

for $0 \leq a<\sqrt{\bar{\mu}}, 0 \leq \mu<(\sqrt{\bar{\mu}}-a)^{2}, a \leq b<a+1$ and obtained one positive solution as following

Theorem 3.(Theorem 1 in [6]) Suppose that $N \geq 3(1+a), 0 \leq a<\sqrt{\bar{\mu}}, 0 \leq \mu<$ $(\sqrt{\bar{\mu}}-a)^{2}, a \leq b<a+1$, and there exists a constant $\rho>2$ such that
$\left(f_{3}\right) f \in C\left(\bar{\Omega} \times \mathbb{R}^{+}, \mathbb{R}\right), \lim _{t \rightarrow 0^{+}} \frac{f(x, t)}{t^{\rho-1}}=\sigma>0$, and $\lim _{t \rightarrow+\infty} \frac{f(x, t)}{t^{2^{*}-1}}=0$, uniformly for $x \in \bar{\Omega}$;
$\left(f_{4}\right) 0<\rho F(x, t) \leq f(x, t) t$ for all $x \in \bar{\Omega}, t \in \mathbb{R}^{+} \backslash\{0\}$.
Assume that

$$
\rho>\max \left\{2, \frac{N}{\gamma}, \frac{N-2 \beta}{\sqrt{\bar{\mu}}-a}\right\}
$$

where $\beta \triangleq \sqrt{(\sqrt{\bar{\mu}}-a)^{2}-\mu}$ and $\gamma \triangleq \sqrt{\bar{\mu}}-a+\beta$. Then problem (7) has at least one positive solution.

Note that the Ambrosetti-Rabinowitz condition is crucial importance to the existence of weak solutions in [6] and [17]. In fact, [9] has obtained the existence of solutions without Ambrosetti-Rabinowitz condition. It is natural to ask whether problem (1) admits one solutions without the Ambrosetti-Rabinowitz condition. In this present paper, we use a variational method to deal with problem (1) with general form and superlinearities, we give a positive answer.

The main difficulty in dealing with problem (1) is that the corresponding functional does not satisfy the (PS) condition due to the lack of compactness of the embedding in $H \hookrightarrow L^{2^{*}}(\Omega)$ and the computation of $s u p_{t \geq 0} I(t u)$. Hence we could not use standard variational methods. However, a local (PS) condition can be established in a suitable range. Then the existence result is obtained via constructing a minimax level within this range, and the Mountain Pass Lemma due to Rabinowitz [7].

Throughout this paper, we will denote the norms on $H$ and $L^{q}(\Omega)$ respectively by $\|\cdot\|,\|\cdot\|_{L^{q}}$. Different positive constants will be denoted by the $M, M_{i}$ or $C_{i}(i=1,2, \cdots)$ for convenience.

Here are the main results of this paper:
Theorem 4. Suppose that $0 \leq a<\sqrt{\bar{\mu}}, p=\frac{2 N}{N-2(1+a-b)}, 0 \leq \mu<(\sqrt{\bar{\mu}}-a)^{2}$, $a \leq b<a+1,0<\lambda<\lambda_{1}, \lambda_{1}$ is the first eigenvalue of $-\operatorname{div}\left(|x|^{-2 a} \nabla \cdot\right)-\mu|x|^{-2(1+a)}$., and $f$ satisfies the conditions
$\left(f_{5}\right) f \in C\left(\bar{\Omega} \times \mathbb{R}^{+}, \mathbb{R}\right), \limsup _{t \rightarrow 0^{+}} \frac{F(x, t)}{t^{2}}<\frac{1}{2} \lambda$, and $\lim _{t \rightarrow+\infty} \frac{F(x, t)}{t^{p}}=0$, uniformly for $x \in \bar{\Omega}$.
Then problem (1) has at least one positive solution for every $f$ under one of the following conditions:
(a) For $N>2 a+2+2 \sqrt{\mu+(1+a)^{2}}$, there exist positive constant $\sigma$, a nonempty open subset $\omega$ with $0 \in \omega \subset \Omega$ and a nonempty open interval $I \subset(0,+\infty)$, so that $f(x, t) \geq 0$ for almost everywhere $x \in \omega$ and for all $t \geq 0, f(x, t) \geq \sigma>0$ for almost everywhere $x \in \omega$ and for all $t \in I$;
(b) For $N=2 a+2+2 \sqrt{\mu+(1+a)^{2}}$, there exist positive constants $\sigma, D$ and $a$ nonempty open subset $\omega$ with $0 \in \omega \subset \Omega$, so that $f(x, t) \geq 0$ for almost everywhere $x \in \omega$ and for all $t \geq 0 ; f(x, t) \geq \sigma t$ for almost everywhere $x \in \omega$ and for all $t \in[0, D]$
or $f(x, t) \geq \sigma t$ for almost everywhere $x \in \omega$ and for all $t \in[D,+\infty]$;
(c) For $3(1+a) \leq N<2 a+2+2 \sqrt{\mu+(1+a)^{2}}$, there exists a nonempty open subset $\omega$ with $0 \in \omega \subset \Omega$, so that $f(x, t) \geq 0$ for almost everywhere $x \in \omega$ and for all $t \geq 0$ and $\lim _{t \rightarrow+\infty} \frac{f(x, t)}{t^{\frac{N-\gamma^{\prime}-3 \beta}{\gamma^{\prime}+\beta}}}=+\infty$ uniformly as $x \in \omega$.

Remark 1. In this paper, we obtain the similar results as those in [6], while the conditions of $f$ are different from [6], and the conditions of $f$ are better than [6] when $b=a, p=2^{*}$, it also extended [17] and [19] when $s=0$. Besides, we see the results of this paper, find it contains [9] when $b=a=0, p=2^{*}$ and $\mu=0$. There are some functions $f$ satisfying the assumptions of our paper but not satisfying those in [6]. For example, let
$f(x, t)=\left\{\begin{array}{l}\sigma+\omega_{1}(x)|t|^{r_{1}-2} t, \text { for all } N>2 a+2+2 \sqrt{\mu+(1+a)^{2}}, \\ \sigma t+\omega_{1}(x)|t|^{r_{1}-2} t, \text { for all } N=2 a+2+2 \sqrt{\mu+(1+a)^{2}}, \\ \omega_{1}(x)|t|^{r_{1}-2} t+\omega_{2}(x)|t|^{r_{2}-2} t, \\ \quad \text { for all } 3(1+a) \leq N<2 a+2+2 \sqrt{\mu+(1+a)^{2}},\end{array}\right.$
where $\omega_{1}, \omega_{2}>0$ and $\omega_{1}, \omega_{2} \in C(\bar{\Omega}), \sigma>0$, and $2<r_{1}<p, 3<r_{2}<p$. Moreover, we obtain the existence of positive solutions for problem (1) by the Mountain Pass Theorem of Ambrosetti and Rabinowitz without the (PS) condition.

## 2 Proof of theorem

It is obvious that the values of $f(x, t)$ for $t<0$ are irrelevant in Theorem 4, and we may define

$$
f(x, t)=0, \quad \text { for } x \in \Omega, t \leq 0
$$

In order to study the existence of positive solutions for problem (1), we shall firstly consider the existence of nontrivial solutions to the problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)-\mu \frac{u}{|x|^{2(1+a)}}=\frac{\left(u^{+}\right)^{p-1}}{|x|^{p p}}+f\left(x, u^{+}\right), & x \in \Omega \backslash\{0\},  \tag{8}\\ u=0, & x \in \partial \Omega\end{cases}
$$

where $u^{+}=\max \{u, 0\}$. The energy functional corresponding to problem (8) is given by

$$
\begin{aligned}
I(u)=\frac{1}{2} \int_{\Omega}\left(|x|^{-2 a}|\nabla u|^{2}-\mu \frac{u^{2}}{|x|^{2(1+a)}}\right) d x- & \frac{1}{p} \int_{\Omega} \frac{\left(u^{+}\right)^{p}}{|x|^{b p}} d x- \\
& \int_{\Omega} F\left(x, u^{+}\right) d x, \text { for any } u \in H .
\end{aligned}
$$

By the weighted Hardy-Sobolev inequality and $\left(f_{5}\right), I \in C^{1}(H, \mathbb{R})$. Now it is well known that there exists a one to one correspondence between the weak solutions
of problem (8) and the critical points of $I$ on $H$. More precisely we say that $u \in H$ is a weak solution of problem (8), if for any $v \in H$, there holds

$$
\begin{aligned}
\left\langle I^{\prime}(u), v\right\rangle= & \int_{\Omega}\left(|x|^{-2 a}(\nabla u, \nabla v)-\mu \frac{u v}{|x|^{2(1+a)}}\right) d x- \\
& \int_{\Omega} \frac{\left(u^{+}\right)^{p-1} v}{|x|^{b p}} d x-\int_{\Omega} f\left(x, u^{+}\right) v d x=0 .
\end{aligned}
$$

Let $\left\{u_{n}\right\}$ be a sequence in $H$ and $c \in \mathbb{R},\left\{u_{n}\right\}$ is called to be a (PS) $)_{c}$ sequence in $H$ if $I\left(u_{n}\right) \rightarrow c, I^{\prime}\left(u_{n}\right) \rightarrow 0$ in $H^{*}$ as $n \rightarrow \infty$, where $H^{*}$ is the dual space of $H$. We say that $I$ satisfies the $(\mathrm{PS})_{c}$ condition if any $(\mathrm{PS})_{c}$ sequence $\left\{u_{n}\right\} \subset H$ has a convergent subsequence.

Recently, it has been proved that problem (1) has positive solutions in [10] for suitable parameters $a, b$ and $\mu$. Moreover, they proved that $A$ is attained when $\Omega=\mathbb{R}^{N}$ by the functions

$$
y_{\varepsilon}(x)=\frac{\left(2 \varepsilon p \beta^{2}\right)^{\frac{1}{p-2}}}{|x| \gamma^{\prime}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2}{p-2}}}
$$

for all $\varepsilon>0,0 \leq a<\sqrt{\bar{\mu}}, 0 \leq \mu<(\sqrt{\bar{\mu}}-a)^{2}, a \leq b<a+1$, and where $\gamma^{\prime} \triangleq \sqrt{\bar{\mu}}-a-\beta, \beta \triangleq \sqrt{(\sqrt{\bar{\mu}}-a)^{2}-\mu}$. Moreover, the function $y_{\varepsilon}(x)$ solves the equation

$$
-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)-\mu \frac{u}{|x|^{2(1+a)}}=\frac{|u|^{p-2}}{|x|^{b p}} u \text {, in } \mathbb{R}^{N} \backslash\{0\}
$$

Let

$$
C_{\varepsilon}=\left(2 \varepsilon p \beta^{2}\right)^{\frac{1}{p-2}}, \quad U_{\varepsilon}=\frac{y_{\varepsilon}}{C_{\varepsilon}}
$$

Define a cut-off function $\psi \in C_{0}^{\infty}(\omega)$ such that $\psi(x)=1$ for $|x| \leq R, \psi(x)=0$ for $|x| \geq 2 R, 0<\psi(x)<1$, where $B_{2 R}(0) \subset \Omega$. Set $u_{\varepsilon}(x)=\psi(x) U_{\varepsilon}(x), v_{\varepsilon}(x)=$ $\frac{u_{\varepsilon}(x)}{\left(\int_{\Omega}\left|u_{\varepsilon}(x)\right|^{p}|x|^{-b p} d x\right)^{\frac{1}{p}}}$, so that $\int_{\Omega}\left|v_{\varepsilon}(x)\right|^{p}|x|^{-b p} d x=1$. Then the following results can be obtained by the methods used in [11]:

$$
\begin{equation*}
A+C_{1} \varepsilon^{\frac{2}{p-2}} \leq\left\|v_{\varepsilon}\right\|^{2} \leq A+C_{2} \varepsilon^{\frac{2}{\varepsilon^{p-2}}} \tag{9}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
C_{3} \varepsilon^{\frac{\xi}{p-2}} \leq \int_{\Omega}\left|v_{\varepsilon}(x)\right|^{\tilde{\xi}} d x \leq C_{4} \varepsilon^{\frac{\tilde{\xi}}{p-2}}, 1 \leq \xi<\frac{N}{\gamma}  \tag{10}\\
C_{3} \varepsilon^{\frac{\xi}{p-2}}|\ln \varepsilon| \leq \int_{\Omega}\left|v_{\varepsilon}(x)\right|^{\tilde{\xi}} d x \leq C_{4} \varepsilon^{\frac{\xi}{p-2}}|\ln \varepsilon|, \quad \xi=\frac{N}{\gamma} \\
C_{3} \varepsilon^{\frac{N-\tilde{\xi}(\sqrt{\overline{-}}-a)}{(p-2) \beta}} \leq \int_{\Omega}\left|v_{\varepsilon}(x)\right|^{\tilde{\xi}} d x \leq C_{4} \varepsilon^{\frac{N-\tilde{\xi}(\sqrt{\bar{H}-a)}}{(p-2) \beta}}, \frac{N}{\gamma}<\xi<2^{*}
\end{array}\right.
$$

where $\gamma \triangleq \sqrt{\bar{\mu}}-a+\beta$. Moreover, since $H \hookrightarrow L^{p}(\Omega)\left(2<p \leq 2^{*}\right)$, by (9), we have

$$
\begin{aligned}
\int_{\Omega}\left|v_{\varepsilon}(x)\right|^{p} d x & \leq C\left(\int_{\Omega}\left|\nabla v_{\varepsilon}(x)\right|^{2} d x\right)^{\frac{p}{2}} \\
& \leq C\left(A+C_{2} \varepsilon^{\frac{2}{p-2}}\right)^{\frac{N}{N-2(1+a-b)}} \\
& \leq C_{5}(2 A)^{\frac{N}{N-2(1+a-b)}} \quad\left(\varepsilon \rightarrow 0^{+}\right)
\end{aligned}
$$

so we obtain

$$
\begin{equation*}
\int_{\Omega}\left|v_{\varepsilon}(x)\right|^{p} d x \leq C_{5}(2 A)^{\frac{N}{N-2(1+a-b)}}, \quad \text { as } \varepsilon \rightarrow 0^{+} . \tag{11}
\end{equation*}
$$

Furthermore, we can get

$$
\begin{aligned}
& \int_{\Omega}\left|u_{\varepsilon}(x)\right|^{p}|x|^{-b p} d x \\
& =\int_{\Omega} \frac{\psi^{p}(x)}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{\mathbb{R}^{N}} \frac{1}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x- \\
& \int_{\mathbb{R}^{N} \backslash \Omega} \frac{1}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x+O(1) \\
& \leq \int_{\mathbb{R}^{N}} \frac{1}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x-\int_{\mathbb{R}^{N} \backslash \Omega} \frac{1}{2^{\frac{2 p}{p-2}}|x|^{p\left(\gamma^{\prime}+b+2 \beta\right)}} d x+O(1) \\
& =\int_{\mathbb{R}^{N}} \frac{1}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x-\int_{c}^{\infty} \frac{r^{N-1}}{2^{\frac{2 p}{p-2} r p\left(\gamma^{\prime}+b+2 \beta\right)}} d r+O(1) \\
& =\int_{\mathbb{R}^{N}} \frac{1}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x-\int_{c}^{\infty} \frac{2^{-\frac{2 p}{p-2}}}{r^{p \beta+1}} d r+O(1) \\
& \leq \int_{\mathbb{R}^{N}} \frac{\varepsilon^{\frac{N}{(p-2) \beta}}}{\varepsilon^{\frac{p\left(\gamma^{\prime}+b\right)}{(p-2) \beta}-\frac{2 p}{p-2}}|s|^{p\left(\gamma^{\prime}+b\right)}\left(1+|s|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d s+O(1) \\
& =\varepsilon^{-\frac{p\left(\gamma^{\prime}+b+2 \beta\right)-N}{(p-2) \beta}} \int_{\mathbb{R}^{N}} \frac{1}{|s|^{p\left(\gamma^{\prime}+b\right)}\left(1+|s|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d s+O(1) \\
& =\varepsilon^{-\frac{p}{p-2}} \int_{0}^{\infty} \frac{r^{N-1}}{r^{p\left(\gamma^{\prime}+b\right)}\left(1+r^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d r+O(1) \\
& \leq \varepsilon^{-\frac{p}{p-2}}\left(\int_{0}^{1} \frac{1}{r^{1-p \beta}} d r+\int_{1}^{\infty} \frac{1}{r^{p \beta+1}} d r\right)+O(1) \\
& \leq C_{6} \varepsilon^{-\frac{p}{p-2}} \text {, }
\end{aligned}
$$

where $c$ is some positive constant. Using the same method, we can also obtain

$$
\begin{aligned}
& \int_{\Omega}\left|u_{\varepsilon}(x)\right|^{p}|x|^{-b p} d x \\
& =\int_{\mathbb{R}^{N}} \frac{1}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x- \\
& \geq \int_{\mathbb{R}^{N} \backslash \Omega} \frac{1}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x+O(1) \\
& \geq \int_{\mathbb{R}^{N}} \frac{1}{|x|^{p\left(\gamma^{\prime}+b\right)}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d x-\int_{\mathbb{R}^{N} \backslash \Omega} \frac{1}{|x|^{p\left(\gamma^{\prime}+b+2 \beta\right)}} d x+O(1) \\
& =\varepsilon^{-\frac{p\left(\gamma^{\prime}+b+2 \beta\right)-N}{(p-2) \beta}} \int_{\mathbb{R}^{N}} \frac{1}{|s|^{p\left(\gamma^{\prime}+b\right)}\left(1+|s|^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d s-C+O(1) \\
& =\varepsilon^{-\frac{p}{p-2}} \int_{0}^{\infty} \frac{r^{N-1}}{r^{p\left(\gamma^{\prime}+b\right)}\left(1+r^{(p-2) \beta}\right)^{\frac{2 p}{p-2}}} d r-C+O(1) \\
& \geq \varepsilon^{-\frac{p}{p-2}}\left(\int_{0}^{1} \frac{2^{-\frac{2 p}{p-2}}}{r^{1-p \beta}} d r+\int_{1}^{\infty} \frac{2^{-\frac{2 p}{p-2}}}{r^{p \beta+1}} d r\right)-C+O(1) \\
& \geq C_{7} \varepsilon^{-\frac{p}{p-2}} .
\end{aligned}
$$

So, one has

$$
\begin{equation*}
C_{7} \varepsilon^{-\frac{p}{p-2}} \leq \int_{\Omega}\left|u_{\varepsilon}(x)\right|^{p}|x|^{-b p} d x \leq C_{6} \varepsilon^{-\frac{p}{p-2}} . \tag{12}
\end{equation*}
$$

Lemma 1. Suppose $0 \leq a<\sqrt{\bar{\mu}}, a \leq b<a+1,0<\lambda<\lambda_{1}$. Assume ( $f_{5}$ ) and one of (a), (b) or (c) hold. Then there exists $u^{\prime} \in H, u^{\prime} \not \equiv 0$, such that

$$
\sup _{t \geq 0} I\left(t u^{\prime}\right)<\frac{p-2}{2 p} A^{\frac{p}{p-2}}
$$

Proof. Consider the functions

$$
\begin{aligned}
k(t) & =I\left(t v_{\varepsilon}\right)=\frac{t^{2}}{2}\left\|v_{\varepsilon}\right\|^{2}-\frac{t^{p}}{p}-\int_{\Omega} F\left(x, t v_{\varepsilon}\right) d x \\
\widetilde{k}(t) & =\frac{t^{2}}{2}\left\|v_{\varepsilon}\right\|^{2}-\frac{t^{p}}{p}
\end{aligned}
$$

Note that $\lim _{t \rightarrow+\infty} k(t)=-\infty, k(0)=0, k(t)>0$, as $t \rightarrow 0^{+}$, ${\operatorname{so~} \sup _{t \geq 0} k(t) \text { is }, ~}_{\text {a }}$ attained for some $t_{\varepsilon}>0$.

First, we prove that $t_{\varepsilon}$ is bounded. When $x \in \Omega \backslash \omega$, we know

$$
U_{\varepsilon}(x)=\frac{1}{|x|^{\prime}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2}{p-2}}} \leq \frac{1}{|x|^{\gamma^{\prime}}\left(2|x|^{(p-2) \beta)^{\frac{2}{p-2}}}\right.}
$$

so $U_{\varepsilon}(x)$ is bounded when $x \in \Omega \backslash \omega$, and by the definition of $v_{\varepsilon}(x)$, it is bounded, too. Without loss of generality, assume that there exists a positive constant $M_{0}<+\infty\left(M_{0}\right.$ is independent of $\left.\varepsilon\right)$, such that $\left|v_{\varepsilon}(x)\right| \leq M_{0}$. Moreover, from the condition of $\left(f_{5}\right)$, there exist constants $\varepsilon_{1}=\frac{1}{2} \lambda_{1} M_{0}^{2}, \varepsilon_{2}<\frac{1}{2 p}$, such that

$$
\left|F\left(x, t v_{\varepsilon}\right)\right| \leq \frac{1}{2} \lambda_{1}\left(t v_{\varepsilon}\right)^{2}+\frac{\varepsilon_{2}}{M_{0}^{p}}\left(t v_{\varepsilon}\right)^{p} \leq \varepsilon_{1} t^{2}+\varepsilon_{2} t^{p}, x \in \Omega \backslash \omega
$$

and then we can directly get

$$
\begin{aligned}
k(t) & =\frac{t^{2}}{2}\left\|v_{\varepsilon}\right\|^{2}-\frac{t^{p}}{p}-\int_{\Omega} F\left(x, t v_{\varepsilon}\right) d x \\
& \leq \frac{t^{2}}{2}\left\|v_{\varepsilon}\right\|^{2}-\frac{t^{p}}{p}-\int_{\Omega \backslash \omega} F\left(x, t v_{\varepsilon}\right) d x \\
& \leq\left(\frac{\left\|v_{\varepsilon}\right\|^{2}}{2}+\varepsilon_{1}\right) t^{2}-\left(\frac{1}{p}-\varepsilon_{2}\right) t^{p} \\
& \leq t^{2}\left(\left(A+\varepsilon_{1}\right)-\frac{t^{p-2}}{2 p}\right) .
\end{aligned}
$$

Let $M_{1}=\left(2 p\left(A+\varepsilon_{1}\right)\right)^{\frac{1}{p-2}}+1$, then we get $k(t)<0$ for $t \geq M_{1}$, so by the definition of $k(t)$, we have

$$
t_{\varepsilon} \leq M_{1} .
$$

It means that $t_{\varepsilon}$ has an upper bound. Now, we prove that $t_{\varepsilon}$ also has a lower bound. Let $\varepsilon_{3}=\left(2 C_{5}(2 A)^{\frac{N}{N-2(1+a-b)}}\right)^{-1}$. By $\left(f_{5}\right)$ and $0<\lambda<\lambda_{1}$, it is easy to verify that

$$
|f(x, t)| \leq \varepsilon_{3}|t|^{p-1}+\lambda_{1}|t| .
$$

Hence,

$$
0=k^{\prime}\left(t_{\varepsilon}\right)=t_{\varepsilon}\left(\left\|v_{\varepsilon}\right\|^{2}-t_{\varepsilon}^{p-2}-\frac{1}{t_{\varepsilon}} \int_{\Omega} f\left(x, t_{\varepsilon} v_{\varepsilon}\right) v_{\varepsilon} d x\right)
$$

we obtain

$$
\begin{aligned}
\left\|v_{\varepsilon}\right\|^{2} & =t_{\varepsilon}^{p-2}+\frac{1}{t_{\varepsilon}} \int_{\Omega} f\left(x, t_{\varepsilon} v_{\varepsilon}\right) v_{\varepsilon} d x \\
& \leq t_{\varepsilon}^{p-2}+\varepsilon_{3} \int_{\Omega}\left|t_{\varepsilon}\right|^{p-2}\left|v_{\varepsilon}\right|^{p} d x+\lambda_{1} \int_{\Omega}\left|v_{\varepsilon}\right|^{2} d x
\end{aligned}
$$

So by (11), one also has

$$
\begin{align*}
& t_{\varepsilon}^{p-2}+\varepsilon_{3} \int_{\Omega}\left|t_{\varepsilon}\right|^{p-2}\left|v_{\varepsilon}\right|^{p} d x \\
= & t_{\varepsilon}^{p-2}\left(1+\varepsilon_{3} \int_{\Omega}\left|v_{\varepsilon}\right|^{p} d x\right) \\
\leq & t_{\varepsilon}^{p-2}\left(1+\varepsilon_{3} C_{5}(2 A)^{\frac{N}{N-2(1+a-b)}}\right) \\
\leq & \frac{3}{2} t_{\varepsilon}^{p-2} . \tag{13}
\end{align*}
$$

Besides, from (10), we get

$$
\int_{\Omega}\left|v_{\varepsilon}\right|^{2} d x \rightarrow 0, \quad \text { as } \varepsilon \rightarrow 0
$$

Hence, we obtain

$$
\int_{\Omega}\left|v_{\varepsilon}\right|^{2} d x \leq \frac{A}{4 \lambda_{1}}
$$

which together with (13) and the left formula of (9), we get

$$
A \leq\left\|v_{\varepsilon}\right\|^{2} \leq \frac{3}{2} t_{\varepsilon}^{p-2}+\frac{1}{4} A
$$

that is

$$
\begin{equation*}
t_{\varepsilon}^{p-2} \geq \frac{A}{2} \tag{14}
\end{equation*}
$$

when $\varepsilon$ is sufficiently small.
Second, we compute $\sup _{t \geq 0} \widetilde{k}(t)$. Now we claim

$$
\begin{equation*}
\left\|v_{\mathcal{\varepsilon}}\right\|^{\frac{2 p}{p-2}} \leq A^{\frac{p}{p-2}}+C_{7} \varepsilon^{\frac{2}{p-2}} \tag{15}
\end{equation*}
$$

In order to prove this, we first prove the following inequality

$$
\begin{equation*}
(a+b)^{r} \leq a^{r}+r(a+1)^{r-1} b, \quad a>0, \quad r \geq 1 \tag{16}
\end{equation*}
$$

In fact, set

$$
\varphi(x)=(a+x)^{r}-a^{r}-r(a+1)^{r-1} x, \quad 0 \leq x \leq 1 .
$$

Clearly, $\varphi^{\prime}(x) \leq 0$ for all $x \in(0,1)$, so $\varphi(b) \leq \varphi(0)=0$, then (16) holds. Let $a=A, b=C_{2} \varepsilon^{\frac{2}{p-2}}, r=\frac{p}{p-2}$, from (9) we have

$$
\left\|v_{\varepsilon}\right\|^{\frac{2 p}{p-2}} \leq\left(A+C_{2} \varepsilon^{\frac{2}{p-2}}\right)^{\frac{p}{p-2}} \leq A^{\frac{p}{p-2}}+C_{8} \varepsilon^{\frac{2}{p-2}} .
$$

Thus our claim is true. From the definition of $\widetilde{k}(t)$, we know

$$
\widetilde{k}^{\prime}(t)=t\left(\left\|v_{\varepsilon}\right\|^{2}-t^{p-2}\right) .
$$

Setting $t_{\varepsilon}^{\prime}=\left\|v_{\varepsilon}\right\|^{\frac{2}{p-2}}$, we can get $\widetilde{k}^{\prime}\left(t_{\varepsilon}^{\prime}\right)=0$ and $\widetilde{k}^{\prime}(t) \geq 0$ for all $t \in\left[0, t_{\varepsilon}^{\prime}\right]$. So we conclude that $\sup _{t \geq 0} \widetilde{k}(t)$ attains at $t_{\varepsilon}^{\prime}$ and $\widetilde{k}$ is increasing in the interval $\left[0, t_{\varepsilon}^{\prime}\right]$, and it is easy to obtain

$$
\widetilde{k}\left(t_{\varepsilon}^{\prime}\right)=\frac{t_{\varepsilon}^{\prime 2}}{2}\left\|v_{\varepsilon}\right\|^{2}-\frac{t_{\varepsilon}^{\prime p}}{p}=\frac{1}{2}\left\|v_{\varepsilon}\right\|^{2+\frac{4}{p-2}}-\frac{1}{p}\left\|v_{\varepsilon}\right\|^{\frac{2 p}{p-2}}=\frac{p-2}{2 p}\left\|v_{\varepsilon}\right\|^{\frac{2 p}{p-2}} .
$$

So we already get $\sup _{t \geq 0} \widetilde{k}(t)$. At the same time, we can evaluate $k\left(t_{\varepsilon}\right)$ directly. Combining with (15), we have

$$
\begin{aligned}
k\left(t_{\varepsilon}\right) & =\widetilde{k}\left(t_{\varepsilon}\right)-\int_{\Omega} F\left(x, t_{\varepsilon} v_{\varepsilon}\right) d x \\
& \leq \widetilde{k}\left(t_{\varepsilon}^{\prime}\right)-\int_{\Omega} F\left(x, t_{\varepsilon} v_{\varepsilon}\right) d x \\
& =\frac{p-2}{2 p}\left\|v_{\varepsilon}\right\|^{\frac{2 p}{p-2}}-\int_{\Omega} F\left(x, t_{\varepsilon} v_{\varepsilon}\right) d x \\
& =\frac{p-2}{2 p} A^{\frac{p}{p-2}}+\frac{p-2}{2 p} C_{8} \varepsilon^{\frac{2}{p-2}}-\int_{\Omega} F\left(x, t_{\varepsilon} v_{\varepsilon}\right) d x
\end{aligned}
$$

Therefore, in order to prove that $\sup _{t \geq 0} I\left(t u^{\prime}\right)<\frac{p-2}{2 p} A^{\frac{p}{p-2}}$, it is sufficient to show that $\frac{p-2}{2 p} C_{8} \varepsilon^{\frac{2}{p-2}}-\int_{\Omega} F\left(x, t_{\varepsilon} v_{\varepsilon}\right) d x<0$ for $\varepsilon$ small enough. To this purpose we prove

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{-\frac{2}{p-2}} \int_{\Omega} F\left(x, t_{\varepsilon} v_{\varepsilon}\right) d x=+\infty \tag{17}
\end{equation*}
$$

And we find that Lemma 1 is true if (17) is true. So we can prove (17) instead. In fact, if $f(x, t) \geq m(t)>0$, combining with the definition of $v_{\varepsilon}$, (14) and (12), we only need to prove

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{-\frac{2}{p-2}} \int_{|x|<R} M\left(\frac{C \varepsilon^{\frac{1}{p-2}}}{|x|^{\gamma^{\prime}}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) d x=+\infty \tag{18}
\end{equation*}
$$

where $M(t)=\int_{0}^{t} m(s) d s$ is the primitive function of $m(t)$. Through computation, we have

$$
\begin{aligned}
& \frac{1}{\varepsilon^{\frac{2}{p-2}}} \int_{|x|<R} M\left(\frac{C \varepsilon^{\frac{1}{p-2}}}{|x|^{\gamma^{\prime}}\left(\varepsilon+|x|^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) d x \\
& =\frac{\omega}{\varepsilon^{\frac{2}{p-2}}} \int_{0}^{R} M\left(\frac{C \varepsilon^{\frac{1}{p-2}}}{r \gamma^{\prime}\left(\varepsilon+r^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) r^{N-1} d r \\
& =\frac{\omega \varepsilon^{\frac{N}{(p-2) \beta}}}{\varepsilon^{\frac{2}{p-2}}} \int_{0}^{R \varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s^{\gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s \\
& =\omega \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{0}^{R \varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s \gamma^{\prime}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s,
\end{aligned}
$$

where $\omega$ is the area of $S^{N-1}$. So we see that (18) is equivalent to

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{0}^{R^{\prime} \varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s^{\gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s=+\infty, \tag{19}
\end{equation*}
$$

for some constant $R^{\prime}>0$. When $R^{\prime} \geq 1$,(19) is equivalent to

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{0}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s \gamma^{\prime}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s=+\infty . \tag{20}
\end{equation*}
$$

Otherwise, when $R^{\prime}<1$, define

$$
M_{\varepsilon}=\varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{R^{\prime} \varepsilon^{-} \frac{-\frac{1}{(p-2) \beta}}{-\frac{1}{(p-2) \beta}}}^{\left(\frac{1}{2}\right.}\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s \gamma^{\prime}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s
$$

for $m(t)>0$ and note that for some constant $C_{9}$, we have

$$
\left|M_{\varepsilon}\right| \leq C_{9} \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} M\left(C_{10} \varepsilon^{\frac{1}{\varepsilon^{p-2}}}\right) \varepsilon^{-\frac{N}{(p-2) \beta}}
$$

By $\left(f_{5}\right)$ and $f(x, t) \geq m(t)$, as $\varepsilon \rightarrow 0$ we know

$$
M\left(C_{10} \varepsilon^{\frac{1}{p-2}}\right) \leq \frac{1}{2} \lambda\left(C_{10} \varepsilon^{\frac{1}{p-2}}\right)^{2} \leq C_{11} \varepsilon^{\frac{2}{p-2}}
$$

and then we can get

$$
\left|M_{\varepsilon}\right| \leq C_{12} \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \varepsilon^{\frac{2}{p-2}-\frac{N}{(p-2) \beta}} \leq C_{12}
$$

which means that $M_{\varepsilon}$ is bounded as $\varepsilon$ is small, and then (19) is also equivalent to (20). So we only need prove that (20) is true.

Last, we prove that (20) is true if one of $(a),(b)$ and (c) hold.
In case (a): From (a), we know
$f(x, t) \geq \sigma \chi_{I}(t) \triangleq m(t)$ for almost everywhere $x \in \omega$ and for all $t \geq 0$ where $\chi_{I}$ is the characteristic function of $I(I \subset(0,+\infty))$. Thus we get

$$
M(t) \geq \eta>0 \text { for all } t \geq B
$$

for some constants $\eta>0$ and $B>0$. Then we have

$$
M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s \gamma^{\prime}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) \geq \eta \text { for all } s \text { such that } s \leq C_{13} \varepsilon^{-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}
$$

where $C_{13}$ (relate to $B$ ) is a constant and $\varepsilon$ is small. Then we have

$$
\begin{aligned}
& \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{0}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s^{\gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s \\
& \geq \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{1}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s^{\gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s \\
& \geq \eta \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{1}^{C_{13} \varepsilon^{-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}} s^{N-1} d s \\
& =C_{14} \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}-\frac{\left(\beta+\gamma^{\prime}\right) N}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}} \\
& =C_{14} \varepsilon^{\frac{N-\left(4 \beta+2 \gamma^{\prime}\right)}{(p-2)\left(2 \beta+\gamma^{\prime}\right)}}
\end{aligned}
$$

when $N<\left(4 \beta+2 \gamma^{\prime}\right)$ (It is same as $N>2 a+2+2 \sqrt{\mu+(1+a)^{2}}$ ). It is said that (20) is true.

In case (b): From (b), we know
$f(x, t) \geq \sigma t \chi_{I}(t) \triangleq m(t)$ for almost everywhere $x \in \omega$ and for all $t \geq 0$
where $I$ is either $[0, D]$ or $[D,+\infty](D \geq 1)$. Thus we can get either

$$
\begin{equation*}
M(t)=\frac{1}{2} \eta t^{2} \text { for } 0 \leq t \leq D \tag{21}
\end{equation*}
$$

or

$$
\begin{equation*}
M(t)=\frac{1}{2} \eta\left(t^{2}-D^{2}\right) \text { for } t \geq D \tag{22}
\end{equation*}
$$

When (21) holds, we have

$$
\begin{aligned}
& \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{0}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s \gamma^{\prime}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s \\
& \geq \frac{1}{2} \eta \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{D^{\varepsilon^{-}}-\frac{1}{2 \beta+\gamma^{\prime}} \varepsilon^{-\frac{1}{(p-2) \beta}}}^{-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}\left(\frac{C \varepsilon^{-\frac{2}{p-2}-\frac{2 \gamma^{\prime}}{(p-2) \beta}}}{s^{2 \gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{4}{p-2}}}\right) s^{N-1} d s \\
& \geq \frac{1}{2} \eta \mathcal{E}^{\frac{N-2 \beta}{(p-2) \beta}} \int_{D}^{\varepsilon^{-\frac{1}{(p-2) \beta}}-\frac{1}{2 \beta+\gamma^{\prime}} \varepsilon^{-}-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}\left(\frac{C \varepsilon^{-\frac{2}{p-2}-\frac{2 \gamma^{\prime}}{(p-2) \beta}}}{s^{2 \gamma^{\prime}}\left(s^{(p-2) \beta}+s^{(p-2) \beta}\right)^{\frac{4}{p-2}}}\right) s^{N-1} d s \\
& =\frac{C}{2 N} \eta\left(\frac{1}{2}\right)^{\frac{4}{p-2}}\left(\ln \left(\varepsilon^{-\frac{N}{(p-2) \beta}}\right)-\ln \left(\varepsilon^{-\frac{\left(\beta+\gamma^{\prime}\right) N}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}\right)\right)-\frac{1}{2} \eta \ln \left(D^{-\frac{1}{2 \beta+\gamma^{\prime}}}\right) \\
& =\frac{C}{2} \eta\left(\frac{1}{2}\right)^{\frac{4}{p-2}}\left(-\frac{1}{(p-2) \beta}+\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}\right) \ln \varepsilon+\frac{\eta}{4 \beta+2 \gamma^{\prime}} \ln D \\
& \geq 2^{-\frac{p+2}{p-2}} C \eta \frac{1}{(p-2)\left(2 \beta+\gamma^{\prime}\right)}|\ln \varepsilon|,
\end{aligned}
$$

as $\varepsilon \rightarrow 0^{+}$and $N=4 \beta+2 \gamma^{\prime}$ (It is same as $\left.N=2 a+2+2 \sqrt{\mu+(1+a)^{2}}\right)$.

When (22) holds, we have (for some constant $C_{15}$ relate to $D$ )

$$
\begin{aligned}
& \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{0}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s^{\gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s \\
& \geq \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{1}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s \gamma^{\prime}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s \\
& \geq \frac{1}{4} \eta \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{1}^{C_{15} \varepsilon^{-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}}\left(\frac{C \varepsilon^{-\frac{2}{p-2}-\frac{2 \gamma^{\prime}}{(p-2) \beta}}}{s^{2 \gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{4}{p-2}}}\right) s^{N-1} d s \\
& \geq \frac{1}{4} \eta \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{1}^{C_{15} \varepsilon^{-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}}\left(\frac{C \varepsilon^{-\frac{2}{p-2}-\frac{2 \gamma^{\prime}}{(p-2) \beta}}}{s^{2 \gamma^{\prime}}\left(s^{(p-2) \beta}+s^{(p-2) \beta}\right)^{\frac{4}{p-2}}}\right) s^{N-1} d s \\
& \geq \frac{1}{4 N} \eta 2^{-\frac{4}{p-2}} \ln \left(C_{15} \varepsilon^{-\frac{\left(\beta+\gamma^{\prime}\right) N}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}\right) \\
& \geq 2^{-\frac{2 p}{p-2}} \frac{\left(\beta+\gamma^{\prime}\right) \eta}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}|\operatorname{ln\varepsilon }|+2^{-\frac{2 p}{p-2}} \ln \left(C_{15}\right) \text {, }
\end{aligned}
$$

as $\varepsilon \rightarrow 0^{+}$and $N=4 \beta+2 \gamma^{\prime}$ (It is same as $N=2 a+2+2 \sqrt{\mu+(1+a)^{2}}$ ). So either (21) or (22) holds, (20) is true.

In case (c): Setting $m(t)=\inf _{x \in \omega} f(x, t)$, so that $\lim _{t \rightarrow+\infty} \frac{m(t)}{t^{\frac{N-\gamma^{\prime}-3 \beta}{\gamma^{\prime}+\beta}}}=+\infty$ and $f(x, t) \geq$ $m(t)$ for almost everywhere $x \in \omega$ and for all $t \geq 0$. Therefore from (c), we can get for all $\theta>0$, there is a constant $D>0$ such that $M(t) \geq \theta t^{\frac{N-2 \beta}{\gamma^{+}+\beta}}$ for all $t \geq D$. And then we have (for some constant $C_{16}>0$ relate to $D$ and $\varepsilon$ small)

$$
\begin{aligned}
& \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{0}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s^{\gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s \\
& \geq \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{1}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s^{\gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s \\
& \geq \theta \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{1}^{C_{16} \varepsilon^{-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}}\left(\frac{C \varepsilon^{-\frac{N-2 \beta}{(p-2) \beta}} S^{N-1}}{s^{\frac{(N-2 \beta) \gamma^{\prime}}{\gamma^{\prime}+\beta}}\left(1+s^{(p-2) \beta}\right)^{\frac{2(N-2 \beta)}{(p-2)\left(\gamma^{\prime}+\beta\right)}}}\right) d s \\
& \geq \theta \int_{1}^{C_{16} \varepsilon^{-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}}\left(\frac{C s^{N-1}}{s^{\frac{(N-2 \beta) \gamma^{\prime}}{\gamma^{\prime}+\beta}}\left(1+s^{(p-2) \beta)^{\frac{2(N-2 \beta)}{(p-2)\left(\gamma^{\prime}+\beta\right)}}}\right) d s . . . ~ . ~ . ~ . ~}\right.
\end{aligned}
$$

When $N>4 \beta+2 \gamma^{\prime}$, we can compute

$$
\begin{aligned}
& \frac{(N-2 \beta) \gamma^{\prime}}{\gamma^{\prime}+\beta}+\frac{2(N-2 \beta) \beta}{\gamma^{\prime}+\beta}-(N-1) \\
& =\frac{(N-2 \beta)\left(\gamma^{\prime}+2 \beta\right)-(N-1)\left(\gamma^{\prime}+\beta\right)}{\gamma^{\prime}+\beta} \\
& =\frac{N \beta-2 \beta \gamma^{\prime}-4 \beta^{2}+\beta+\gamma^{\prime}}{\gamma^{\prime}+\beta} \\
& >\frac{\left(4 \beta+2 \gamma^{\prime}\right) \beta-2 \beta \gamma^{\prime}-4 \beta^{2}+\beta+\gamma^{\prime}}{\gamma^{\prime}+\beta} \\
& =1 .
\end{aligned}
$$

Then, there exists a constant $G$, so that we have

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{1}^{C_{16} \varepsilon^{-\frac{\beta+\gamma^{\prime}}{(p-2)\left(2 \beta+\gamma^{\prime}\right) \beta}}}\left(\frac{C s^{N-1}}{s^{\frac{(N-2 \beta) \gamma^{\prime}}{\gamma^{\prime}+\beta}}\left(1+s^{(p-2) \beta}\right)^{\frac{2(N-2 \beta)}{(p-2)\left(\gamma^{\prime}+\beta\right)}}}\right) d s=G .
$$

Hence we obtain

$$
\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{\frac{N-2 \beta}{(p-2) \beta}} \int_{0}^{\varepsilon^{-\frac{1}{(p-2) \beta}}} M\left(\frac{C \varepsilon^{-\frac{1}{p-2}-\frac{\gamma^{\prime}}{(p-2) \beta}}}{s^{\gamma^{\prime}}\left(1+s^{(p-2) \beta}\right)^{\frac{2}{p-2}}}\right) s^{N-1} d s>G \theta .
$$

Consequently, from the arbitrariness of $\theta>0,(20)$ is true. Thus (20) holds for one of $(a),(b)$ and (c). This completes the proof of Lemma 1.

As for all $\theta>0$ and $N>4 \beta+2 \gamma^{\prime}$ (It is same as $N<2 a+2+2 \sqrt{\mu+(1+a)^{2}}$ ), this means that (20) is true. From these above, we completes the proof of Lemma 1.

Lemma 2. Assume $0 \leq a<\sqrt{\bar{\mu}}, a \leq b<a+1,0<\lambda<\lambda_{1}$, ( $f_{5}$ ) hold, then problem (8) has a nontrivial and nonnegative solution.

Proof. We claim that I satisfies the mountain-pass geometrical structure on $H$. Indeed, for all $t>0$, one has

$$
I(t u)=\frac{t^{2}}{2}\|u\|^{2}-\frac{t^{p}}{p} \int_{\Omega} \frac{\left(u^{+}\right)^{p}}{|x|^{b p}} d x-\int_{\Omega} F\left(x, t u^{+}\right) d x
$$

Consequently, we have $\lim _{t \rightarrow 0^{+}} I(t u)=0$ and $\lim _{t \rightarrow+\infty} I(t u)=-\infty$. Moreover, from $\left(f_{5}\right)$ and $p>2$, there exists a suitable $t_{0}>0$ such that $I\left(t_{0} u\right)>0$. Then our claim is true. Therefore, according to Lemma 1, we obtain that $I$ has a (PS) ${ }_{c}$ sequence on $H$ for all $0<c<\frac{p-2}{2 p} A^{\frac{p}{p-2}}$. Without loss of generality, we may assume that $\left\{u_{n}\right\}$ is a (PS) $)_{c}$ sequence of $I$. Now, we prove that $\left\{u_{n}\right\}$ is bounded in $H$. It follows from ( $f_{5}$ ) and the boundedness of $\Omega$, for any $\varepsilon, \varepsilon_{4}>0$, there exists $M>0$, such that

$$
\begin{array}{rll}
|F(x, t)| \leq \varepsilon_{4}|t|^{p}, & x \in \Omega, \quad|t|>M ; & |F(x, t)| \leq C_{17}(\varepsilon), \\
|f(x, t) t| \leq \varepsilon_{4} p|t|^{p}, & x \in \Omega,|t|>M ; \quad|f(x, t) t| \leq C_{18}(\varepsilon), & |t| \in[0, M]
\end{array}
$$

Therefore, we have

$$
\begin{array}{r}
|F(x, t)| \leq C_{17}(\varepsilon)+\varepsilon_{4}|t|^{p}, \quad|f(x, t) t| \leq C_{18}(\varepsilon)+p \varepsilon_{4}|t|^{p} \\
\text { for any }(x, t) \in \Omega \times \mathbb{R} . \tag{23}
\end{array}
$$

Let $C_{11}(\varepsilon)=C_{17}(\varepsilon)+\frac{1}{\xi} C_{18}(\varepsilon)$ and $\varepsilon=\varepsilon_{4}+\frac{p}{\xi} \varepsilon_{4}$, where $\xi \in(2, p)$. Combining with (23) we get

$$
\begin{align*}
& F(x, t)-\frac{1}{2} f(x, t) t \leq F(x, t)-\frac{1}{\tilde{\zeta}} f(x, t) t \leq C_{19}(\varepsilon)+\varepsilon|t|^{p} \\
& \text { for any }(x, t) \in \Omega \times \mathbb{R} . \tag{24}
\end{align*}
$$

We observe that $h(x, t) \triangleq|x|^{-b p}|t|^{p-1}+f(x, t)$ satisfies the Ambrosetti-Rabinowitz condition. By (24), we can get

$$
\begin{aligned}
\xi H(x, t)-h(x, t) t & =\left(\frac{\xi}{p}-1\right)|x|^{-b p}|t|^{p}+(\xi F(x, t)-f(x, t) t) \\
& \leq\left(|x|^{-b p}\left(\frac{\xi}{p}-1\right)+\xi \varepsilon\right)|t|^{p}+\xi C_{11}(\varepsilon),
\end{aligned}
$$

so for $\varepsilon$ sufficiently small, there exists $M_{2}>0$, such that

$$
0 \leq \xi H(x, t) \leq h(x, t) t, \quad t \geq M_{2}
$$

where $H(x, t)=\int_{0}^{t} h(x, s) d s$. Moreover, by $\left(f_{5}\right)$, we get

$$
H(x, t)-\frac{1}{\bar{\xi}} h(x, t) t \leq \max _{x \in \Omega, 0 \leq t \leq M_{2}}\left(F(x, t)-\frac{1}{\xi} f(x, t) t\right) \triangleq M_{3} .
$$

It follows from two inequalities above that

$$
\begin{equation*}
H(x, t)-\frac{1}{\bar{\xi}} h(x, t) t \leq M_{3}, \text { for all } x \in \bar{\Omega} \backslash\{0\}, \quad t \geq 0 \tag{25}
\end{equation*}
$$

Since $\left\{u_{n}\right\}$ is a (PS) $)_{c}$ sequence in $H$, by (25) we have

$$
\begin{aligned}
c+1+o(1)\left\|u_{n}\right\| \geq & I\left(u_{n}\right)-\frac{1}{\xi}\left\langle I^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
= & \left(\frac{1}{2}-\frac{1}{\xi}\right)\left\|u_{n}\right\|^{2}+\left(\frac{1}{\xi}-\frac{1}{p}\right) \int_{\Omega} \frac{\left(u_{n}^{+}\right)^{p}}{|x|^{b p}} d x- \\
& \quad \int_{\Omega}\left(F\left(x, u_{n}^{+}\right)-\frac{1}{\xi} f\left(x, u_{n}^{+}\right) u_{n}\right) d x \\
= & \left(\frac{1}{2}-\frac{1}{\xi}\right)\left\|u_{n}\right\|^{2}-\int_{\Omega}\left(H\left(x, u_{n}^{+}\right)-\frac{1}{\xi} h\left(x, u_{n}^{+}\right) u_{n}\right) d x \\
\geq & \left(\frac{1}{2}-\frac{1}{\xi}\right)\left\|u_{n}\right\|^{2}-M_{3}|\Omega|
\end{aligned}
$$

Hence we conclude that $\left\{u_{n}\right\}$ is a bounded sequence in $H$. By the continuity of embedding, we have $\left\|u_{n}\right\|_{L^{2^{*}}(\Omega)}^{2^{*}} \leq C_{20}<+\infty$. Going if necessary to a subsequence, one can get

$$
\left\{\begin{array}{l}
u_{n} \rightarrow u, \text { weakly in } H, \quad \text { as } n \rightarrow \infty, \\
u_{n} \rightarrow u, \text { in } L^{r}(\Omega), 1<r<2^{*}, \text { as } n \rightarrow \infty, \\
u_{n} \rightarrow u, \text { a.e. in } \Omega, \text { as } n \rightarrow \infty .
\end{array}\right.
$$

Next, we must prove that $u \not \equiv 0$, and $u$ is a weak solution of problem (8).
First, we prove that $u \not \equiv 0$. Indeed, suppose that $u \equiv 0$ and we can also get $I(u)=0$. It follows from $\left(f_{5}\right)$ and the boundedness of $\Omega$, for any $\varepsilon>0$, there exist $M_{4}$ and $C_{21}(\varepsilon)>0$ such that

$$
|f(x, t) t| \leq \frac{1}{2 C_{20}} \varepsilon|t|^{p}, \quad x \in \Omega,|t|>M_{4} ; \quad|f(x, t) t| \leq C_{21}(\varepsilon), \quad x \in \Omega,|t| \in\left[0, M_{4}\right] .
$$

Therefore we have

$$
\begin{equation*}
|f(x, t) t| \leq \frac{1}{2 C_{20}} \varepsilon|t|^{p}+C_{21}(\varepsilon), \quad(x, t) \in \bar{\Omega} \times \mathbb{R}^{+} \tag{26}
\end{equation*}
$$

By the Vitali Convergence Theorem in [8], combining with (26) and use the same method like [6], we have

$$
\begin{equation*}
\int_{\Omega} f\left(x, u_{n}^{+}\right) u_{n} d x \rightarrow \int_{\Omega} f\left(x, u^{+}\right) u d x, \quad n \rightarrow \infty \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} F\left(x, u_{n}^{+}\right) d x \rightarrow \int_{\Omega} F\left(x, u^{+}\right) d x, \quad n \rightarrow \infty \tag{28}
\end{equation*}
$$

Since $I^{\prime}\left(u_{n}\right) \rightarrow 0$ in $H^{*}$, we obtain

$$
\begin{equation*}
\left\langle I^{\prime}\left(u_{n}^{+}\right), u_{n}\right\rangle=\left\|u_{n}\right\|^{2}-\int_{\Omega} \frac{\left(u_{n}^{+}\right)^{p}}{|x|^{b p}} d x-\int_{\Omega} f\left(x, u_{n}^{+}\right) u_{n} d x=o(1) . \tag{29}
\end{equation*}
$$

Since $I\left(u_{n}\right) \rightarrow c(n \rightarrow \infty)$, together with (28) and $u \equiv 0$, we obtain

$$
\begin{aligned}
I\left(u_{n}\right) & =\frac{1}{2}\left\|u_{n}\right\|^{2}-\frac{1}{p} \int_{\Omega} \frac{\left(u_{n}^{+}\right)^{p}}{|x|^{b p}} d x-\int_{\Omega} F\left(x, u_{n}^{+}\right) d x \\
& =\frac{1}{2}\left\|u_{n}\right\|^{2}-\frac{1}{p} \int_{\Omega} \frac{\left(u_{n}^{+}\right)^{p}}{|x|^{b p}} d x+o(1) \\
& =c+o(1) .
\end{aligned}
$$

Therefore, we get

$$
\begin{equation*}
\frac{1}{2}\left\|u_{n}\right\|^{2}-\frac{1}{p} \int_{\Omega} \frac{\left(u_{n}^{+}\right)^{p}}{|x|^{b p}} d x=c+o(1) \tag{30}
\end{equation*}
$$

For $u \equiv 0$, from (27) and (29), we have

$$
\left\|u_{n}\right\|^{2}-\int_{\Omega} \frac{\left(u_{n}^{+}\right)^{p}}{|x|^{b p}} d x=o(1)
$$

Extracting still another sequence (still denoted by $\left\{u_{n}\right\}$ ) we may assume

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}\right\|^{2}=s, \quad \lim _{n \rightarrow \infty} \int_{\Omega} \frac{\left(u_{n}^{+}\right)^{p}}{|x|^{b p}} d x=s \tag{31}
\end{equation*}
$$

where $s \geq 0$ is a constant. At the same time, as we all known the best HardySobolev constant, we deduce that

$$
\left\|u_{n}\right\|^{2} \geq A\left(\int_{\Omega} \frac{\left(u_{n}^{+}\right)^{p}}{|x|^{b p}} d x\right)^{\frac{2}{p}}, \quad \text { for all } n \in Z_{+}
$$

then $s \geq A s^{\frac{2}{p}}$, so $s \geq A^{\frac{p}{p-2}}$. Consequently, together with (30) and (31), one has

$$
0=c-\frac{1}{2} s+\frac{1}{p} s=c-\left(\frac{1}{2}-\frac{1}{p}\right) s \leq c-\frac{p-2}{2 p} A^{\frac{p}{p-2}}<0
$$

which is a contradiction. Therefore, we get $u \not \equiv 0$.
Second, we prove that $u$ is a weak solution of problem (8). For any $v \in H$, combining with (27) and $I^{\prime}\left(u_{n}\right) \rightarrow 0$, we have

$$
\begin{aligned}
0 & =\lim _{n \rightarrow \infty}\left\langle I^{\prime}\left(u_{n}\right), v\right\rangle \\
& =\int_{\Omega}\left(|x|^{-2 a}(\nabla u, \nabla v)-\mu \frac{u v}{|x|^{2(1+a)}}\right) d x-\int_{\Omega} \frac{\left(u^{+}\right)^{p-1} v}{|x|^{b p}} d x-\int_{\Omega} f\left(x, u^{+}\right) v d x \\
& =\left\langle I^{\prime}(u), v\right\rangle .
\end{aligned}
$$

It means that $u$ is a weak solution of problem (8). This completes the proof of Lemma 2.
Proof of Theorem 4. From the Hardy-Sobolev inequalities and Caffarelli-KohnNirenberg inequalities, we can easily get

$$
\begin{equation*}
\|u\|_{L^{2}}^{2} \leq \frac{1}{\lambda_{1}}\|u\|^{2}, \quad \int_{\Omega} \frac{(u)^{p}}{|x|^{b p}} d x \leq C_{22}\|u\|^{p}, \quad\|u\|_{L^{p}}^{p} \leq C_{23}\|u\|^{p}, \tag{32}
\end{equation*}
$$

for all $u \in H$. It follows from $\left(f_{5}\right)$ that there exist $\delta_{1}, \delta_{2}>0$ and $\delta_{2}<\delta_{1}$ such that

$$
|F(x, t)|<t^{p}, \text { for } t>\delta_{1}
$$

and

$$
|F(x, t)|<\frac{1}{2} \lambda t^{2}, \text { for } 0<t<\delta_{2}
$$

As $f \in C\left(\Omega \times \mathbb{R}^{+}, \mathbb{R}\right)$, there exists $M_{5}>0$, such that

$$
|F(x, t)| \leq M_{5}, \text { for all } t \in\left[\delta_{2}, \delta_{1}\right]
$$

for all $x \in \bar{\Omega}$. Therefore, we have

$$
|F(x, t)| \leq \frac{1}{2} \lambda t^{2}+t^{p}+M_{5} \leq \frac{1}{2} \lambda t^{2}+\left(1+M_{5} \delta_{2}^{-p}\right) t^{p}
$$

for all $t \in \mathbb{R}^{+}$and for $x \in \bar{\Omega}$. Then one gets

$$
\begin{equation*}
|F(x, t)| \leq \frac{1}{2} \lambda|t|^{2}+C_{24}|t|^{p} \tag{33}
\end{equation*}
$$

for all $t \in \mathbb{R}$ and for $x \in \bar{\Omega}$, where $C_{16}=1+M_{5} \delta_{2}^{-p}$. By (32) and (33), we have

$$
\begin{aligned}
I(u) & =\frac{1}{2}\|u\|^{2}-\frac{1}{p} \int_{\Omega} \frac{\left(u^{+}\right)^{p}}{|x|^{b p}} d x-\int_{\Omega} F\left(x, u^{+}\right) d x \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{C_{22}}{p}\|u\|^{p}-\frac{\lambda}{2}\|u\|_{L^{2}}^{2}-C_{24}\|u\|_{L^{p}}^{p} \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{C_{22}}{p}\|u\|^{p}-\frac{\lambda}{2 \lambda_{1}}\|u\|^{2}-C_{23} C_{24}\|u\|^{p}
\end{aligned}
$$

for $0<\lambda<\lambda_{1}$, there exists $\alpha>0$ such that $I(u) \geq \alpha$ for all $u \in \partial B_{r}=$ $\{u \in H,\|u\|=r\}$, where $r>0$ sufficiently small. By Lemma 1 there exists $u^{\prime} \in H, u^{\prime} \not \equiv 0$, such that

$$
\sup _{t \geq 0} I\left(t u^{\prime}\right)<\frac{p-2}{2 p} A^{\frac{p}{p-2}}
$$

It follows from $f_{5}$ that $\lim _{t \rightarrow+\infty} I\left(t u^{\prime}\right) \rightarrow-\infty$. Hence we can choose $t^{\prime}>0$ such that $\left\|t^{\prime} u^{\prime}\right\|>r$ and $I\left(t^{\prime} u^{\prime}\right) \leq 0$. Applying the Mountain Pass Lemma in [7], there is a sequence $\left\{u_{n}\right\} \subset H$ satisfying

$$
I\left(u_{n}\right) \rightarrow c \geq \alpha \quad \text { and } \quad I^{\prime}\left(u_{n}\right) \rightarrow 0
$$

where

$$
\begin{aligned}
& c=\inf _{h \in \tau} \max _{t \in[0,1]} I(h(t)), \\
& \tau=\left\{h \in([0,1], H) \mid h(0)=0, h(1)=t^{\prime} u^{\prime}\right\} .
\end{aligned}
$$

Note that

$$
0<\alpha \leq c=\inf _{h \in \tau} \max _{t \in[0,1]} I(h(t)) \leq \max _{t \in[0,1]} I\left(t t^{\prime} u^{\prime}\right) \leq \sup _{t \geq 0} I\left(t u^{\prime}\right)<\frac{p-2}{2 p} A^{\frac{p}{p-2}}
$$

Now Lemma 2 suggests $\left\{u_{n}\right\} \subset H$ has a convergent subsequence (still denoted by $\left\{u_{n}\right\}$ ). Assume that $\left\{u_{n}\right\}$ converges to $u \in H$. From the continuity of $I^{\prime}$, we know that $u$ is a weak solution of problem (8). It yields that $u \geq 0$ from $\left\langle I^{\prime}(u), u^{-}\right\rangle=0$, where $u^{-}=\min \{u, 0\}$. By the strong maximum principle, we get that $u$ is a positive solution of problem (8). So the proof of Theorem 4 is completed.
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