
ON THE SÜMMABILITY OF CERTAIN ORTHOGONAL 
DEVELOPMENTS OF NONLINEAR FUNCTIONALS 

R. H. CAMERON AND C. HATFIELD, JR. 

1. Introduction. Using Wiener's1 method of integration in func­
tion space, Cameron and Martin2 have constructed a set of closed 
orthonormal functionals in the space of nonlinear functionals which 
are Wiener measurable and whose squares are Wiener summable. I t 
is the purpose of this paper to investigate the infinite-dimensional 
Abel summability of the orthogonal development of a nonlinear func­
tional in terms of these orthogonal functionals. 

The space of functions over which Wiener's integral operates is the 
space C of functions x(t) defined and continuous on 0^/^*1 and 
vanishing at / = 0. The whole space has measure unity, and measure 
in this space is built up in exactly the same way as ordinary Lebesgue 
measure, except that the definition of an interval and its measure are 
different. 

Wiener defines an interval Q, or as he calls it, a "quasi-interval" in 
his space by the inequalities 

Q: cti < x(tj) < pif j = 1, • • • , n, 

where /i, • • • , /n is any finite set of numbers such that 0 <h<h< • • • 
< / w ^ l . He defines the measure of Q as 

m(Q) = [T*ti(h - h) • • • (tn - C-i)]~1 /2 Ç n Ç l 

J «n J «1 

r & fe-£02 ttn-k-i)8"!^ 
• exp • • • \d£i • • • d^n, 

L h h — h tn — tn-l J 
and shows that this definition is self-consistent and leads to a satis­
factory measure for general sets, in accordance with the usual defini­
tion of Lebesgue measure. After measure is defined, the usual 
Lebesgue procedure gives a satisfactory definition of integral with 
all the usual properties except invariance under translations and 
simple behavior under magnifications. Measurability and summabil-
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1 Generalized harmonic analysis, Acta Math. vol. 55 (1930) pp. 117-258, esp. pp. 
214-224. 

2 The orthogonal development of non-linear functionals in series of Fourier-Her mite 
functionals, Ann. of Math. vol. 48 (1947) pp. 385-392. 
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ity of functional are defined as usual. I t is convenient to denote the 
Wiener integral of a summable functional F(x) over a measurable set 
5 by 

s. F(x)dwx. 
s 

In particular, it has been shown that if 

*"(*) = ƒ { ƒ «i(*)<**(0, ' • • • ƒ ctn(t)dx(t)\ , 

where {cxj(t)}, j ' = l, 2, • • • , n, are orthonormal and of bounded 
variation, then provided the second member exists, 

ƒ' 
•/ c ( l . i ) 

F(x)dwx 

• • • I /(«i, • • • , wn) exp ( X) w* ) dux • • • dun. 

Convenient Fubini theorems enable us to interchange order of 
two Wiener integrals or a Wiener integral and an w-dimensional 
Lebesgue integral in the ordinary way. Thus the integral has the usual 
satisfactory manipulative properties. We denote by L2(C) the space 
of measurable complex functionals F(x) such that 

r \F{X)\HWX 
J c 

< oo. 

An orthonormal set of functionals {Fn} is of course defined to be a 
set such that 

l Fj(x)Fk(x)dwx = 8jkt j , k = 1, 2, • • • ; 
c 

where ôjk is the Kronecker delta, and such a set is closed if for each 
functional G £ £ 2 ( 0 and a given e>0 , there exists a set of constants 
Ci, C2, • • • , Cn such that 

x G(x) - E CiFi(x) 
c I y-i 

2 

A C.O.N, (closed orthonormal) set of functionals can be constructed 
as follows. Let ai(t), a2(/), • • • be a C.O.N, set of real functions on 
0 ^ / g l and each aj(t) of bounded variation, and let Hn(u) be the 
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partially normalized Hermite polynomials 

Hn(u) = (-1)»2— /«(«O^/V1 (er*1), » = 0, 1, 2, • • • . 
dun 

Let 

$m,p(*) = Hm\ I ap(t)dx(t) , m = 0, 1, • • • ; p = 1, 2, • • • , 

and 

This is called the Fourier-Hermite set of functionals. As the above 
notation indicates, any number of zero subscripts may be added at the 
end of the already given list of subscripts without changing^, because 
Ho(u)=$o,p(x) = l. Thus the entire set of theSÜ^,...,»^ without repe­
tition consists of 

{*mx}, m = 1, 2, • • • ; 

{^mlfm2}, wi = 0, 1, 2, • • • , m2 = 1, 2, • • • ; 

{^m l t...,MJ, f»i = 0, 1, 2, • • • for i = 1, 2, • • • , p — 1, mp = 1, 2, 

Despite our complicated set of subscripts, this is still only a count­
able set of functionals. It has been shown2 that this is a C.O.N, set 
over L2(C), Thus, if F(x)£L 2 (C) , its Fourier-Hermite coefficients are 
defined to be 

r yX)Wmi, • ' - ,mN\%)U"w%i 

and we have 

ƒ> w I N [ 2 

Thus the Fourier-Hermite development of F converges in the sense 
of a limit in the mean for L2(C) to the original functional. However, 
this does not tell us that it converges in any sense at all for any given 
fixed function x, just as convergence in the mean for a Fourier series 
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does not provide any information at all about the behavior of the 
series at a specific point. The convergence of the Fourier series at a 
fixed point requires more specific information about the generating 
function at that point, and it is reasonable to expect that much more 
would be required in the case of the functional. It is not at all clear 
what the analogue of the notion of bounded variation should be in 
order for us to carry through a pointwise convergence theorem in 
L2(C). However, if we are content to establish summability of the 
Fourier series of a function at the specified point, then we do not need 
bounded variation at the point, but only continuity; and continuity 
does have a satisfactory analogue for functionals. Since our orthogonal 
functionals are given in terms of Hermite functions, our summability 
will depend on a formula for sums of products of Hermite functions. 
Such a formula has been given by Wiener,3 for 11\ < 1 , — <*> <x< oo, 
— oo <y< oo, namely, 

(1.2) £) tnM*)Uy) s K(x, y, t) 

r M mi-m r4*y* - (* + *2)(*2 + y2)i 
= W(l - fi>] ./• esp |_ ^ - ^ J , 

where 

(1.3) i ( x ) == *-^Hn{%)e-**i\ n = 0, 1, • • . . 

Wiener showed that this series converges absolutely when | / | < 1 and 
that for fixed t such that | / | < 1 , the series converges in the mean 
in x and y to its value. It also converges in the mean as a function of 
x for almost all fixed y, and vice versa. 

The fact that (1.2) involves powers of / led us to investigate in­
finite-dimensional Abel summability for the Fourier-Hermite series. 
We now state our main theorem. 

THEOREM. Let C be the space of all continuous functions x(t) on 
O g / g l such that x (0 )=0 . Let F(x) = F(x(-)) be a bounded Wiener 
measurable functional (linear or nonlinear) for x £ C , and let F(x) be 
continuous in the Hubert topology at #o£C, that is> 

| F(x) ~ JF(#o) | < c when \ [x(t) - x<*(t)]2dt < Ô2(e). 
Jo 

Let 

9 N. Wiener, The Fourier integral, pp. 55-67. 
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*»i. . . . . .»*(*) =H™i(f 21/2 COS y ^ ( / ) J 

2 1 / 2 c o s - _ l _ d s ( 0 j , 

and fe/ 

then 

/

» to 

j F ( t f 0 ) = H m £ ^ m 1 , . . . , m ^ X W 1 + - , - + m ^ m 1 , . . . , n t ^ o ) . 
#-*«> t X - > l - 0 m i t . . . ,7^=0 

(Remark. The reader will note that we have specialized the func­
tional ^ by taking the C.O.N, set {a3{t)} to be 

(2/ - \)*t 
(1.4) «,(*) = 2 ^ c o s J , i = 1, 2, • • • . 

It was found necessary to take advantage of the special properties 
of the cos (j — l/2)irt. In particular, these functions satisfy the 
boundary conditions <x,(l) =aj (0) ==0. I t is hoped that later investi­
gations will make it possible to use less specialized (Xj(t).) 

Using the fact that the Abel mean is regular for one-dimensional 
series we shall prove also the following corollary on pointwise con­
vergence: 

COROLLARY. If we assume, in addition to the hypotheses of the theorem, 
that for each positive integer N 

00 

(i.s) y, Ami,* * •»*»j^*»»i. • ^,mN\^o) 

converges absolutely, then 

00 

(1.6) F(xo) = lim J2 ^»i,-,«/»i,-,»y(4 

2. An integral expression for the difference D(x0) between a func­
tional and its Fourier-Hermite partial sum. In order to prove our 
main theorem stated above we proceed to sum the Fourier-Hermite 
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series with appropriate powers of X as the weight factors. Putting 
x—y and /=X 2 in (1.2) we get 

K(x, X, t) = X) * Vn(*) = ]C * "'T ë'* Hn(%)> 

and hence the series 
00 

E X 2 n f f ' W = irWe^Kix, x9 t) 

converges absolutely when |X| < 1 . If we replace x by flaj(t)dx0(t) 
and understand by aj(t) the specialized functions of (1.4), then when 

f i r i > 2 m j < ( f*aMdxoit))] 
/«l Lm^O \ ^ 0 / J 

= t X2(mi+-+^<( f'«^«tetfo) 
« 1 , • • ' .«Jv-O \ «' 0 / 

# « * ( ƒ <XN(t)dx0(tU 

{21) •.. . .-.-«-o W o 

X *!»! . . . . f«y(«o) 
wj, • • • ,7n^=0 

converges absolutely for | X | < 1. Since the functional {^Wl,... tmN(x)} 
form a C.O.N, set in the space X2(C), we may use the Riesz-Fischer 
theorem for that space. Thus 

M 

(2.2) L.I.M. ] £ X«+---+-«^1Wlf...,1.ir(*o)*mli....mJ,(*) 

exists, since (2.1) shows that the sum of the squares of the coefficients 
oftymi,...,mN(x) in (2.2) converges. Since F(x) is bounded and Wiener 
measurable, F(x)(ZL2(C), and this with the existence of (2.2) 
justifies the interchange of order of integration and summation in: 

ƒ.' F(x) £ \mi+---+mNVmi....,mN(x)iirmi,...,mif(x6)du,s 
mi,"- . m ^ O 

oo /» w 

(2.3) = £ X"»+-"+w I FC*)* . , . . . . , , , ^* )^ . ! !*» , . . . . . , , ^^ 

00 

X X»"+---+ f f l^mi,...,m^mil....mw(a;o). 
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Thus the convergence of the last member of (2.3) for all x0 and for 
|X| <1 is established. In the same way that we proved the absolute 
convergence of the last member of (2.1) we can show that the first 
member (as well as the second and third) of the following expression 
converges absolutely: 

00 

Z *mi+" • + " W * m i , • • • ,mN(x)*mi, • • • ,mN(x0) 
m j , • • • ,wi»r==,0 

*»1, • • ',mN=0 

Ê XM1+...+BW# / C ai(t)dx(t)) 

(2.4) •HnJf a„(t)dx(t)\ 

'H^(f ai(t)dx0(ty\ • • • HmN(f aN(t)dx<>(t)\ 

j«l Lwy=0 \ •/ 0 / 

H^(f «KO^«o(0)]. 
In view of (1.2) and (1.3) we have 

K(x, y,t) = J2 t^-^e-^+y^imn{x)Hn{y), 

so that 
00 

£ tnHn(x)Hn{y) = r^e^+y^l'Kix, y, t) 

(2.5)"=° 

(1 - J2)-1'2 exp 
rixyt - t\x2 + r*)"] 

Thus replacing t, x, y by X, foaj(t)dxo(t), Jlctj(t)dx{t) respectively in 
(2.5) and substituting in (2.4) we get 

oo 

] £ X"»+' ' '+mNVmlt • ^tmN(x)^Tmil . ...mN(Xo) 

where 
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(2.7) Uf = f ai(t)dx(t), Zi= \ ai(t)dx0(t), i = 1, 2, • • • . 
•Jo «J o 

We now substitute (2.6) and (2.3) and obtain 

00 

2 \mi+---+mNAmi,...,mN*mi,...,mN(x0) 

(2.8) - - - * - 0 , 2 2 

= (1 - X')-" '2 Jc F(x) exp [ £ i - x » J ^ * -

If we specialize F(x) for the moment by making F ( x ) s l , then 
since ^ 0 ,o , - . - ,0=^0=^0 = 1, and all the other >Fs are orthogonal to 
^0, we have AQ,Q,...,Q — 1, and all the other ^4's are zero. Hence 

^ lexp [ E i -x ' ] dwX = 1 

with Ui given by (2.7). Then we may multiply through by F(x0) in 
(2.9), subtract from (2.8), and obtain 

00 

(2.10) * i . - .**-o 

= ex J [F(a) - F(*0) J exp I 2 , j — - ; J <*.*, 

where 

(2.11) cx = (1 - X 2 ) - * ' 2 . 

We have now obtained an integral expression for the difference 
D(xo) between a functional and its Fourier-Hermite partial sum, and 
we shall establish in the following sections that D(x0)-^0 as X—>l — 0 
and JV—» 00. 

3. Domination of D(x0) by a sum of integrals J. To prove that 
D(xo)—*0 as X—>1—0 and N—»<*>, we first choose an arbitrary e>0 , 
then break up our space C and express it as a sum of sets Sj character­
ized by certain inequalities, and finally dominate D(x0) by a sum of 
integrals Ij taken over the sets Sj. 

Choose €>0. Then there exists a 5 > 0 such that if 

(3 .1) f [*(0 - *o(ON* g B\ I F(x) - F(xt) I < «/3. 
J 0 
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We let So denote the set of functions x(t) satisfying this first in­
equality: 

5 0 = E f C [x(t) - x0(t)]
2dt g ô 2 | . 

The complement So1 of 5 0 will then consist of all x(f) satisfying the 
reverse inequality: 

(3.2) So' = J ) { ƒ M - *o(ON' > ô2|. 

Let 

so that 

Ô / r 1 2 V 1 / 2 

2 r 1 2 à2 

(3.3) M l x0(t)dt < — • 
Jo 4 

Choose No so great that 

00 / r1 \2 ô2 

(3.4) £ ( |8,(0*o(0*) < - > 
y-jve+i \ J o / 16 

where 

(3.5) 0,(0 - 21'2 sin (ƒ - 1/2)**, 7 = 1, 2, . . . . 

This can be done since this sum is just the latter part of the (neces­
sarily convergent) Parseval sum for Jlxl(t)dt. Now let Xi(f) be the 
finite sum 

NO ç> 1 

*i(0 = E 0,(0 I P,<s)xo(s)ds, 
a - l •/ 0 

and X2(t)=*Xo(t)—Xi(t). Thus 

[0 if j g 2V0 

(3.6) f p3{t)x2(f)dt = 
J 0 f Pi(t)**(t)dt if i > #0, 

(3.7) f *J(0<» = E If j9,(0*o(0*l < 
16 
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We now have from (3.2), (3.3), and (3.7) that when tf(/)E5^\ 

[x(t) - x0(t)] dt- p I x0(t)dt - 4 I x2(t)dt > —, 
o «/ o •/ o 2 

or by the Parseval equation 

£ [ { ƒ ft(0[*W - *o(*)]<»} ~ ~ ~ ^ { / &(*)*o(0<«} 

— 4 { ƒ i8y(0^(0*} ] > —> 

and by integration by parts (using (1.4) and (3.5)), 

h *\j-i/2y > 2 ' 

Note that the sum on the left would still converge if the numerator 
were independent of j and the denominator involved (J—1/2) to the 
3/2 power only. Let us therefore investigate the least upper bound 
of the product of the numerator and (j —1/2)~1/2: that is, let 

"{f«*i(t)d[x(t) -x0(t)]}2-V{ fiai(t)dxo(t)} -^{f1
0a3{t)dx2(t) }21 

rç = sup -
( i - V 2 ) 1 / 2 

Then we have (whether rj is finite or + <*> ) 

> — > 
7?i *•*(ƒ-1/2)»" 2 

and 

T28 
V> 

#4) 
1 \ - 3 / 2 

But 

1 \ -3/2 

s('-rr-(7r+s('-7) < 23'2 + 

= 23'2 + 23'2 < 6, 

so 
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1) > 7T25V12 > S2/2. 

By definition of i), whether r) is finite or infinite, there must exist 
some value of i, say i = io, for which 

S*_ {fl*i(t)d [x(t) - xp(t)]} t-n^flaiWdxojt)} t-ijflaiWdxtit)} 2 

2 ( i - 1 / 2 ) 1 ' 2 

so tha t if 

(3.8) m « f ca(t)dx(t), & = f ai(t)dx0(t), fc' = f ai(t)dx2(t), 
•/ o J o *J o 

we have for xÇzSô1 a n d some corresponding value of i (namely, the 
io chosen above), 

• S2/ l y / 2
 2 2 ,2 

(«< - fc) > y ( * - y J + M & + 4&. 

Since 

(a + & + <02 ^ 3(a2 + fc2 + c2), 

we have 

lw<-^l>^[^(i-7)1/4+'il^l + 2l^l] 

Thus if we denote by Sj the set 

(3.9) 
s / 1 y * i 

5 , = ^ | | ^ a,(0<**(0 ~ É/| 

for j = l, 2, 3, • • • , we have 

- l 
•So C 2-y «S/» 

/ - I 

and 

(3.10) C - S . + E S j - X S , . 
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Now if we let 

/% W 

Ii = £x I | F(x) - F(x0) 

(3.11) 2 2 2 
ƒ £ 2X«& - X («< + &) ) j 

•exp ^ 2^ : ~ )*»*> 
I <-i 1 — X2 j 

then we have by (2.10) and (3.10), 

(3.12) \D(xo)\ ûJLl*. 
i-o 

In the following sections we shall obtain suitable estimates for the 
integrals ƒ,-. 

4. One-dimensional integral expressions for the Wiener integrals 
Ij. It is easy to see from (3.1), (2.9), and (2.11) that for 70 we shall 
have 

e /• « ( * 2«&X - x V + &) } , 
Jo < —ex I exp < 2L, : ~ }dwx 

,A AS 3 Js0 K t - i 1 - X2 j 
(4.1) 2 2 2 

- T ' X J , exp IS —r=^—p^-y 
Consider now ƒ/, for j > 0 . Since .F(x) is bounded by hypothesis, 
there exists a number i2 such that | F(x)\ SB. Then from (3.11) 

r <i n CW ƒ \ ? 2 X ^ - x V + f ! ) | j i i S 2c\B I exp < 2^ > M 
•/ Sy I i-1 1 — X2 j 

= 2cxJ5 I exp < 2-/ «<f e x P l"" 2^ —>dwx. 
J sf v t-i ; I »-i l — x2 j 

The Wiener integral on the right depends on the u% as i = 1, 2, • • • , N 
and on «y; that is, it depends on N linear Stieltjes integrals 

Uk = I ak(t)dx(t), k = 1, 2, • • • , N, 
J o 

if j S iV, while if j > Nf it depends also on the additional 

Uj = I otj(t)dx(t). 
J o 
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These Wiener integrals can be evaluated by (1.1), and present cor­
respondingly an N- or (iV+l)-fold Lebesgue integral. Let now 

(4.2) x,(i» = 

5 / 1 \ 1 / 4 1 
i, if | 9 _ { , | > _ ^ - _ _ j + _ M | ^ | + | { / | , 

[0, otherwise. 

Then we have by (3.9), (3.8), and (4.2) 

/

OO f* 00 

(4.3) 
( N (X& — Vi)2) 

•exp < - Z) —T—77~Cdv i ' ' ' dv*dvi U > N)> 

| - E 1 _ x 2 M P I • • • dvir 0 ^ iV). 

(4.4) 
' ^ (Hi ~ vi) 

•exp " 

In the case of the (iV+l)-fold integral of (4.3), we have N factors 
of the form 

(4-5) J _ M
e x p { — T ^ r r 

and one of the form 

f 00 

• J —00 

For the iV-fold integral of (4.4), there are N— 1 factors of the type 
(4.5) and the other one (for vj) is 

L x M exp i" -r^rr 
The integrals of type (4.5) are easily evaluated, and we get for each 
one (7r(l—X2))1/2. Thus we have (remembering (2.11)), 

IB r™ 
(4.6) If ^ — I xi(v)<r*dv (j > N)9 

7r1 /2J_oo 

2B r00 ( (X5 i -» )M 
(4.7) ƒ y ̂  I X ?W exp \ - — — Ut> (ƒ ^ 

(TT(1 - X 2 ) ) 1 / 2 * / ^ * , W F l 1 - X 2 / U ~ 

JV). 
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5. Estimation of Ij for the case j > N. In this section we shall re­
fine our estimate for Ij for j>N. We take now N>N0 (see (3.4)) and 
note that since j>N>N0, we have, by (3.6) and (3.8), £ƒ =£,-, and 
hence by (4.2) if X;(*0 = 1» 

3 / 1 \ 1 / 4 1 

I »-*'!> 7 (7 -7 ) +7*1**1 +1 fcl 

Thus, xy(" ) = 1 implies that 

so that we don't decrease the integral in (4.6) when we drop XJ(V) 
and integrate over the v defined by (5.1). Thus 

IB t °° 0 4.8 ( a / 1V ' 4 ) 
(5.2) /,- ^ 2 I e-^dv = erfc { — [j ) } , 

where 

erfc (10 = I *-«"<«. 
/

I 00 

e-<2< 
AT 

We note that this estimate of Ij is independent of X. 

6. Estimation of Ij for the case j ^ N. In order to reffne our 
estimate of Ij in this case we make a change of variable in (4.7) : 

V - X£; 

(1 - X2)1'2 

so that the integral of (4.7) becomes 

I X>0) exp < — - \ dv 

(6.1) J - l l~X ' 

= (1 - X2)1'2 f " x , 0 ( l - X2)1'2 + Mi)*-*ds. 
J — oo 

If 1 > X > 1 - M / 2 , then 

(1-X)|S,-| ^2-VUy|, 

and if x/(*(l -X2)1/2+X&) = 1, we have from (4.2) 
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15(1 - w+(x - i)s,i > j (j - i y + ^\ t,\+1 «/1 

s / i y 4 M • , 

Thus 

(6.2) 15(1-XT'21 è 7 ( 7 - 7 ) . 

that is, 

«(ƒ - 1/2)1/4 

* è 3(1 - X2)1'2 

so that we don't decrease the integral in (6.1) when we drop Xi and 
integrate over the set of 5 defined by (6.2). Hence we obtain for 
j g i V a n d 1 > \ > 1 - M / 2 

^ r <iB f" A, 4 5 * / S ( j - l / 2 ) i / 4 ) (6.3) ƒ,• g I e~' ds = erfc < > . 

7. The final estimate for D(x0). We now combine our estimates for 
Ij, making both assumptions of §§5 and 6; in particular, that N>N0 

and 1 > A > 1 - M / 2 . Then (5.2) holds iorj>Na.nd (6.3) for jgN. We 
have then 

Since 

it follows that 

(if) = f a-*1*» < (M > 0) erfc 
1 M 

« i 1B_ • 3(1 - X2)i/2
 e x ƒ - S2(j - 1/2)!/2 •) 

(7 1) ' ^ '2 ^ 5 ° ' ~ 1 / 2 ) 1 ' 4 CXP ^ 9 ( 1 " X2) ' 
+ £ £ . V 3 / - 5 2 ( j - l / 2 ) i / 2 - ) 
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But the sum in the second term on the right above converges, so 
that we may take Ne ( è No) large enough to make this term less than 
e/3 for N>Nt. Moreover, the series of the first term on the right 
converges for all X, 0 < X < 1 , and each term of this sum is decreasing 
in X as X—>1— 0, and has the limit zero. Thus the first term on the 
right of (7.1) has the limit zero. We may therefore choose X6 in the 
interval (1 — ju/2, 1) so that the first term is less than e/3 when 
X C <X<1. Thus when N>N< and X e < X < l we have from (3.12) and 
(4.1), 

I D(x0) | £ £ Ii < e. 

Referring to the theorem of §1 and the definition of D(x0) in (2.10), 
we see that the theorem is established. 

8. Proof of the corollary. The regularity of the Abel mean for the 
one-dimensional case, together with the absolute convergence of (1.5) 
assumed in the hypothesis of the corollary, at once permit us to write 
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Now let €>0 . Then by the theorem there exists an N0>0 and a Xo 
in (0, 1) such that when N>N0 and X 0 <X<1 , 

(8.1) < €. 

Taking the limit with respect to X in (8.1) we get 

00 

F(Xo) — ] C - 4 m 1 , . . . . m ^ m l i . . . i m ^ ( « o ) 

But this establishes (1.6), and hence the corollary. 
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