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Introduction. Let w=*g(z) map the interior of the analytic Jordan 
curve C conformally into the interior of the circle \w\ = 1 . We shall 
say that the function/(s), analytic interior to C, is of class Ep there 
if fcr\f(

z)\p\dz\ is bounded for r< 1, where Cr is the curve |g(z)| =r. 
A function is of class Hp if it is analytic for \z\ <1 , and of class Ep 

there. We are taking p > 0. 
Of the functions ƒ(z), analytic interior to C, of class Ep there, with 

f(a)=*A (z = a a point interior to C, A an arbitrary constant), let 
F0(z) be the one1 which minimizes the integral /c|/(^)|1 , |d0|. Let 
Pn(z) be the minimizing polynomial of degree n with Pn(a)=-4, for 
this integral. We shall prove that the sequence Pn(z), n = 0, 1, 2, • • • , 
converges maximally to F0(z) on the closed set T, consisting of C and 
its interior, and then derive some extensions. We use the term maxi­
mal convergence in the sense of J. L. Walsh [3, p. 80].2 

We denote by p the maximum value of R such that the minimizing 
function can be extended so as to be analytic a*nd single-valued in­
terior to TRf as used by Walsh [3, p. 80]. 

1. Inequalities: unit circle. We shall start with the results for the 
unit circle. 

THEOREM 1.1. Of the functions f{z) of class Hp (p>0) interior to C: 
\z\ = 1 , with f (a) ~A, \a\ <1 , the one which minimizes the integral 
fc\f(z)\p\dz\ is given by F0(z) =A[(\a\ 2 - l ) / ( a s - l ) ] 2 / * , with the 
branch for which F0(a) —A. 

For, it is true that / c | / ( 2 ) | p | ^ | ^2ir\f(0)\p, so that for the case 
a = 0, the minimizing function is Fo(z) =A. If, in the general case, we 
map the interior of the unit circle conformally into itself, with z = a 
corresponding to the origin, the desired result is obtained. 

The main new tool exhibited by the paper is the following theorem. 

THEOREM 1.2. Let fn(z) be a sequence of f unctions of class Hp with 
fn(a) = A and fc \ fn(z) | * | dz \ g fc \ F0(z) \ * | dz \ + en, where €w->0 as 
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1 The minimizing function FQ(Z) is unique. 
8 Numbers in brackets refer to the references cited at the end of the paper. 
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n—» oo. If D is any closed region lying entirely interior to C, there is a 
constant My depending only on Df such that 

| fn(z) - FoOO I S Me«\ for z in D. 

This implies continuous convergence of fn(z) to F0(z) interior to C, 
and gives a measure of the degree of convergence. 

We start the proof with the case a = 0, -4—1. Then 

f \fn(z)\»\dz\ £2ir + ent /„(O) 
Je 

With the further restriction that fn(z)?*0 for \z\ <1 , the functions 
fn(z)p/2 are of class H2 and have the expansions l+]0-ra*.»2 '> with 
2D<"r|^».n|2 convergent, from which, by Parseval's Theorem 

ƒ I Mz)»12121 dz | - 2TT Tl + f; | Oi,n |
21 £ IT + *„, 

so that we get the inequality in 

•J C » - l 

By a lemma of J. L. Walsh [3, p. 101] this implies, for some con­
stant M', 

\Mz)P,S-l\£M'en
V] a in A 

where M' depends only on D, and we can write 

fn(z) - 1 « [l + Vn(z)fP - 1, | Vn(z) | £ M 't»*, z in D. 

For w sufficiently large, the binomial expansion may be used, and 
there is a constant M" such that, for some integer Nt 

| fn(z) - 11 £ If"- max | vn(z) |, n > N. 
zinD 

This gives the desired inequality for n sufficiently large, and a suitable 
choice of the constant makes it valid for all n. 

If now the functions fn(z) do vanish interior to C, let Bn(z) be 
the Blaschke product for the zeros of fn(z) interior to C, normalized 
so that J3n(0)>0. We write 

(1) ƒ•(*) = Bn(z)-Mz) 

where $n(z) 5̂ 0 interior to C, and ^«(z) is of class Hp for each n. Since 
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|Sn(s) | has boundary values equal to unity a.e, on C, 

f | /n(s)M<te |~ f \M*)\p\dz\ è2ir + en, 
Je Je 

from which, setting ^„(2) =*iA»Os)/̂ n(0), 

(2) f I *»(«) M & I £ (2̂ T + €n)/[*«(0)]». 

From (1) we have ^ n (0 )^ l and hence from (2), fc\Vn(z)\p\dz\ 
£2w+€n. The first part of the proof now applies to ^ ( z ) and gives, 
for some constant M', 

(3) I *n(z)Pli - 11 £ Jf'eJ", a in P . 

Since the left member of (2) is not less than 2TT, we have 

(4) [MO)]»12 £ (I + *n/2icy** 

which, with (3), means that for some M" 

knW3"2 - 11 â ilf"-ef, i h D , 

and, as in the first part of the proof, 

(5) I M O - 11 g Jlfci/2, 0 in Z>. 

We now desire a measure of the degree of convergence of Bn(z). 
We have a.e. on C, 

I Bn(z) - 112 - J £„(«) |2 + 1 - 28i [2J»(s)L 

so that, since JBn(0) is real, and the Cauchy integral formula applies 
to Bn(z) on C, 

f | B . ( I ) - I H * | -Mi-*•(<>)]. 

By (1) and (4), i?«(0) ^(l+en/^Tr)-1'*, so that for some constant M\ 

I £n(s) - 1 H & | i M'enf n - 0, 1, 2, • • • , 

and by the lemma used previously, we have for some M, 

(6) I Bm(«) - 1 I S Jf4 / f , 2 in D. 

In (5) and (6), M is not necessarily the same, but the two inequalities 

L 
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imply the existence of a constant M, depending only on the region D, 
such that | /n(*)~l| £Mel*\ z in Z>. 

It is clear that this inequality holds in the case/n(0) *=*A, where the 
convergence is to the function identically equal to A. 

Let us now return to the original problem, where 

fn(a) - A, Fo(z) « A [( | a |» - l ) / ( * - l ) ] 2 " . 

Here we have 

(7) f |/-(*)|'|*|S f |^.(f)|*|*l+«-
J ç J c 

If we make the transformation w = (3—a)/(l — az), (7) becomes 

f \Fn(w)\»\dw\£2ic\A\p + €n/(l-\*\% C';\w\~l> 
J C' 

c 

where Fn(w) - (1 + aw)~2/*-fn[(w + «)/(! + aw)] 

and since Fn(0)*=A, this is precisely the situation already treated. 
The closed region D in the s-plane corresponds in the w-plane to a 
closed region D' which lies completely interior to C". Hence, for some 
constant M\ 

\Fn(w)-A\ £M'«!\ wmD\ 

and we have finally for some constant M, 

| / . « ~ * o ( « ) | *M£\ zmD. 

Continuous convergence interior to C for the case /n(0) « 1 was 
proved by Keldysch and Lavrentieff [1, p. 35], but no attempt was 
made to determine the degree of convergence. 

2. Maximal convergence: unit circle. We now estimate the en for 
minimizing polynomials. 

THEOREM 2.1. Let Pn(z) be the polynomial of degree n with Pn(oi) >=A 
for which fc\Pn(z)\p\dz\ is a minimum. Then, given any number R 
such that KR<p, there exists a constant Mt not depending on n, such 
that in the inequality 

f | P „ ( I ) | » | & | S Î f \Ft(z)\p\dz\ + €n, err I » I — 1. 
J c J o 

we may take en £* M/R*n. 
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Let irn(z) be the polynomial of degree n, of best approximation to 
F0(z) on T in the sense of least maximum modulus, with the condi­
tion wn(a)*=A. The rn(z) converge maximally to F0(z) on T [3, 
§11.2], so that for any R as above there is a constant M such that 

| rn(z) - Fo(z) I g M/Rn, z on T. 

This implies first of all that for n sufficiently large, the wn(z) do not 
vanish interior to C. Let us now write 

**(*) - Fob) + Rn(z) 

from which 

7cn(z)'i* - Ff(s)»/»[1' + JR.(*)/Fo(*)]»'«, | Rn(z) | £ If/**, 2 in r . 

Since F0(z) is bounded from zero on T, the expansion of the binomial 
is valid for n sufficiently large, and there is a constant M' and an in­
teger N such that 

| Tn(z)*/2 - FoOO*'11 £ I/ ' - max | 2?„(s) |, z in I\ n > tf, 
t u r 

or 

(8) | Tn(*)*>2 - F0(s)*>2 | £ M"/£n , « in T, n > tf. 

The function Fo(z)pf2~7r„(z)p/2 is analytic on T for each n which 
is large enough, and vanishes for s=a . Hence it is orthogonal to 
(1— az)"""1 on C, by which we get 

(9) f [Fo(z)*i* - Tn(z)*»]-Fo(zyf21 & | - 0. 

Thus, 

f | F o W ^ ~ T n W ^ H ^ | 

(10) - f [Fofs)"» - ir»(s)"2] [Fo(*)*/2 - #n(*)"2] | <** | 
J c 

- - f F o ( * ) * % n ( s ) H < * s | + f l * * ( * ) | P | < f c | -

But by (9), JcFo(zyiHn{zyi2\dz\ = / c | Fp(*)|»|*|, so that (10) be­

comes 

f | ».(«) |" I dz I - f I Fo(z) I» | * I + f I W ' n ~ 'ni*)"* I21 * I • 
J c J c J c 
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Applying (8) we have for some Mnt and n large enough 

f I *.(*) VI d»I 2g f I Fo(z) \'\dz\ + M'"/B?\ 
J c * c 

But since P«(s) is the minimizing polynomial of degree n for Pn{pt) 
=-4, this inequality is also true for Pn(z), and all n, and the theorem 
is proved. 

THEOREM 2.2. The sequence of minimizing polynomials Pn(z) con­
verges maximally to Fo(z) on T. 

It must be shown that given R, with 1 <i? <p, there exists M such 
that | Pn(z) - F0(z) | £ M/Rn, z in I\ Choose an Rx such that R<Rt<p. 
We can then find a closed region D, lying completely interior to C, 
such that DR^R contains T in its interior [3» §2.2, Theorem 2]. By 
Theorem 2.1 we have 

r \pn(z)\*\dz\ g r | F O « M & I + J K 7 * Î \ 
J c J c 

But then by Theorem 1.2, 

| Pn(s) - Fo(«) I ^ # 7 * r , z in Z>, 

which gives [3, §4.7, Theorem 8, corollary] 

| Pn(z) - FoGO | £ JI/'"/*n, « in !>*,*. 

This inequality, being valid on DRXIR> is valid on its subset T, and the 
theorem is proved. 

3. Maximal convergence: analytic Jordan curve. Let C be an ar­
bitrary analytic Jordan curve of the 2-plane, and z = a a point interior 
to C. Let w—g(z), z — h(w) map the interior of C conformally into the 
interior of C: \w\ =1 so that z~a corresponds to w*=0. Let T con­
sist of C and its interior. 

THEOREM 3.1. Among the functions f(z) of class Ep(p>0) interior 
to C, with f (a)—A, the minimum of fc\f(z)\p\dz\ occurs for thefunc-
UonFo(z)=A[g'(z)/g'(a)]up. 

For, with the transformation w=g(2), we have 

f I A») 1*1*1- f I/[*(*)]-*w* MM-
J c J c 

The function f[h(w)]*h'(w)lfp is of class Hp interior to C' and takes 
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on the value A -hf(0)lfp at w=»0. Hence the minimum of the integral 
on the right occurs when F^h(wj\*hf(w)llp~A -h'(Q)lfp, which in the 
s-plane gives Fo(z) as above. 

This result in a restricted form is due to Julia,8 and in more general 
form to Keldysch and Lavrentiefï. 

The previous methods carry over to the present situation* Thus, 
suppose we have the inequality of Theorem 1.2, where the fn(z) are 
of class Ep interior to C, ƒ»(<*) —A, and €n—>0 as n—» «>. In the w-plane 
this becomes 

f \U[Kw)]-k\wyi'\*\dw\£ f \Fo[h(w)]-h'(wy">\*\dw\ + <». 

The hypotheses of Theorem 1.2 are satisfied, and a closed region D 
entirely interior to C corresponds to a closed region D' entirely in­
terior to C'; then there is a constant M such that 

\fn[h(w)]-hXw)Up - Fo[h(w)]<h'(w)Vp\ £ M*J\ winD'. 

But hf(w)up is bounded from zero on I\ so that in the z-plane this 
becomes 

|A(*)-*o(*) | £M'u\ zvxD. 

THEOREM 3.2. Theorem 1.2 is valid if all statements in it now refer 
to an analytic Jordan curve. 

In estimating the «n for the minimizing polynomials P»(s), we use 
polynomials wn(z) of best approximation to Fo(z) in the sense of least 
maximum modulus on I\ subject to 7rn(a) —A. The proofs carry over, 
and we have the general result as follows. 

THEOREM 3.3. Let Y be a closed region bounded by the analytic Jordan 
curve C, and let z** a be a point interior to C. If Pn(z) is the minimizing 
polynomial of degree nt in the sense of least pth powers (/>>0), to the 
functionf(z)~0, on C, with Pn(oi) —A, then the sequence Pn(z) converges 
maximally on Y to the minimizing function Fo(z) ~A[g'(z)/gf{aj\llp. 

4. Approximation to (z—a)"1: analytic Jordan curve. The results al­
ready obtained extend to polynomials of best approximation to cer­
tain rational functions. 

THEOREM 4.1. Let Y be a closed region bounded by the analytic Jordan 
curve C, and z**aa point interior to C. The function of class Ep interior 

» Julia, G. Leçons sur la représentation conforme des aires simplement connexes^ 
Paris, 1931. 
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to C which minimizes the integral 

K«-a)-l-/«M<fe| ƒ. 
is given by 

where w**g(z) is the mapping function of §3. 

It is seen that Fo(z) is analytic at z—a if properly defined there. 

THEOREM 4.2. Letfn(z) be a sequence of functions of class Ep interior 
to C, for which 

f | (s - a)~ l - ƒ.(«) \'\ dz\ S f I (« - a)"1 - Fo(z) \'\dg\ + €„ 

wAere €n—>0 as n—* <*>. /ƒ D is any closed region lying entirely interior 
to C, there is a constant M, depending only on D, such that 

\fn(z)-Fo(z)\ûM€1
n

/\ zinD. 

As in §3, we may take €nâ M/R2n for the minimizing polynomials, 
which enables us to prove the following theorem. 

THEOREM 4.3. The sequence of polynomials Pn(z) of best approxima­
tion in the sense of least pth powers to the function (z—a)"1 on an ana­
lytic Jordan curve C converges maximally on T to the minimizing func­
tion. 

The method of proof for these results is indicated by the following. 
We can write 

f I (2 - «)-J - A*) M à*\ - f I «(«M* - «)-» - *(*)ƒ(*) M &l-
•/ c * c 

The function within the absolute value signs on the right is now of 
class Ep interior to C, and at the point z«a takes on the value g'(a). 
If we apply Theorem 3.1, we get Fo(z) as above. 

5. Introduction of a weight function. We shall merely state a re­
sult, derived by methods as above. 

THEOREM. The minimizing function for 

»(*)|A»)M<*«I. / ( « ) - ^ ƒ. 
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where C is an arbitrary analytic Jordan curve, z*&ais a point interior 
to C, f(z) is of class Ep interior to C, and n(z) is the modulus on C of a 
function N(z) analytic and nonvanishing in the closed region Tt is 

m-Abnrm • 
Let Pn(z) be the corresponding minimizing polynomial of degree n. Then 
the sequence Pn(z), w = 0, 1, 2, • • • , converges maximally to FQ(Z) on T. 
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NOTE ON THE LOCATION OF THE CRITICAL POINTS 
OF HARMONIC FUNCTIONS 

J. L. WALSH 

The object of this note is to publish the statement of the following 
theorem. 

THEOREM I. In the extended (x, y)-plane let R0 be a simply-connected 
region bounded by a continuum Co not a single point, and let the disjoint 
continua Ci, Ci, • • • , Cn lie interior to Ro and together with Co bound a 
subregion R of Ro. By means of a conformai map of i?0 onto the unit 
circle we define in Ro non-euclidean lines, the images of arbitrary circles 
orthogonal to the unit circle. Denote by II the smallest closed non-euclidean 
convex region in R0 which contains &, Ci, • • • , Cn. 

Let the function u(x, y) be harmonic interior to R, continuous in the 
closure of R, with the values zero on Co and unity on C\, Ci, • • • , Cn. 
Then the critical points of u{x, y) in R are n — l in number and lie in IL 

Critical points are of course to be counted according to their multi­
plicities. 

A limiting case of Theorem I has already been established i1 if f(z) 
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