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symmetries of J10 

Victor Goryunov and Show Han Man 

Abstract. 

We show that finite order symmetries of the function singularity 
J1o give rise to some of complex crystallographic groups listed in 
(12]. The groups are extracted from the equivariant monodromy of 
the function. This is the first appearance of affine reflection groups 
in a singularity context. 

A series of papers [8, 9, 10, 5] has related finite order symmetries of 
simple function singularities to certain finite unitary reflection groups of 
Shephard and Todd [13]. This paper makes the next step in the same 
direction: we study finite order symmetries of one of Arnold's parabolic 
singularities [1, 3, 4], J10 , and construct complex crystallographic groups 
from the relevant monodromy. 

Our approach is similar to that introduced in [8]. First of all, the 
cyclic group action on the homology of a two-dimensional symmetric Mil­
nor fibre splits the homology over C into character subspaces Hx· In a 
number of cases, as classified in [11], this splits the two-dimensional ker­
nel K of the intersection form between two subspaces Hx corresponding 
to two distinct conjugate characters: K = K x1 E9 K x2 • In the corre­
sponding character subspaces in the cohomology, we consider the affine 
hyperplanes of all 2-cocycles taking a fixed non-zero value on a fixed 
non-trivial element of Kx•. The equivariant monodromy on such a hy­
perplane turns out to be a complex crystallographic group. 

Altogether our construction yields seven different affine groups. A 
question which naturally arises from this paper is that of existence of 
any version of a crystallographic group discriminant which gives hyper­
surfaces isomorphic to the discriminants of the symmetric J10 functions, 
similar to the relation between the discriminants of the Shephard-Todd 
groups and of the symmetric ADE singularities observed in [8, 9, 10]. 
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The structure of the paper is as follows. 
Section 1 introduces the affine complex reflection groups involved. 

Section 2 recalls, from [11], the list of symmetries of the J10 singulari­
ties which may lead to monodromy realisations of the groups. Here we 
also formulate our main result on relating the singularities and crystal­
lographic groups. The result is then proved in Section 3. The proof 
is based on the consideration of the Dynkin diagrams of the symmetric 
singularities, which therefore may be treated as an analog of the affine di­
agrams of Weyl groups for the Shephard-Todd groups concerned. While 
the diagrams for the invariant functions have been obtained in [11], the 
diagram of the only equivariant function appearing is constructed in 
Section 4. 

Finally, in Section 5, we give an example of a complex crystallo-. 
graphic group which is not contained in Popov's tables in [12]. This 
reopens Borel's problem of complete classification of complex crystallo­
graphic groups. 

§1. The complex crystallographic groups 

An affine reflection in en is an affine unitary transformation iden­
tical on a hyperplane, which is called the mirror of the reflection. A 
group generated by such reflections and having a compact fundamental 
domain is called complex crystallographic. Such groups were classified 
by V. L. Popov in [12]. 

Let L C Un be the linear part of a complex crystallographic group 
W, that is the image of Wunder the natural map W ___, Un. Of course, 
L must be a Shephard-Todd group. We denote by T the maximal trans­
lation subgroup of W. Then W is an extension of L by T: 

0 ___, T ___, W ___, L ___, { id} 

is an exact sequence. Unlike the real case, W may not be the semi-direct 
product of its linear and translation parts. However, all the groups aris­
ing in this paper from our singularity constructions are such products. 

We shall now list the groups involved. Mirrors of L will be identified 
by their normals which we shall call roots. 

The linear parts of the groups we will need are the Shephard-Todd 
groups L = G(6, 1, 2), G3(6), G5, Gs, G26, G31, G32· Dynkin diagrams 
of these groups are given in Figure 1. The vertex set of a diagram there 
represents a set of generating reflections. Each vertex is a unit root and 
is marked with the order of the reflection, order 2 traditionally omitted. 
An edge a---> b is equipped with the hermitian product (a, b). As usual, 
w = e21ri/3 . The edge orientation is omitted if the product is real, and 



Complex crystallographic groups and J10 57 

there is no edge at all if the roots are orthogonal. We borrow the G31 
diagram from [10] (cf. [6]). All the other diagrams were constructed 
using the roots from Table 2 of [12] (see also [6]). The rank of the group 
G31 is 4. The rank of any other group is equal to the number of vertices 
in its diagram. 

G(6,1,2) -tflff 
®---0 

G 
26 -I!V2 1/(1-c.o) 
~Q) 

Figure 1. Dynkin diagrams of the Shephard-Todd groups. 
All the roots are unit. 

The crystallographic group with L = G26 arising in our situation 
will be shown to be Popov's [K26]2. Its translation subgroup T is the 
lattice spanned by the £-orbit of a non-zero root of any of its order 2 
reflections. 

The other groups will be Popov's [G(6, 1, 2)], [K3(6)], [K5], [K8], 

[K31] and [K32] respectively. For each of them, the lattice Tis the span 
of the £-orbit of any non-zero root of L. For all of these groups, except 
for [K5], this leaves no ambiguity in the choice since L -1- G(6, 1, 2) is 
transitive on the set of its mirrors, while both obvious possibilities for 
G(6, 1, 2) give the same lattice. As for [K5], when the mirror set consists 
of two Gs-orbits (the lattice choice between which clearly leads to the 
same crystallographic group), we will be a bit more specific about the 
preferable orbit later. 

All our crystallographic groups have the conjugate versions, with i 
and w replaced by their conjugates. However, the conjugations yield the 
same groups. 

§2. Automorphisms of J10 

Now we introduce the singularities we will be dealing with. 
Let f be a holomorphic function-germ on (en, 0). Consider a diffeo­

morphism-germ g of (en, 0) sending the hypersurface f = 0 into itself. 
It multiplies f by a function c not vanishing at the origin. In what 
follows g will have a finite order, so cis just a constant, a root of unity. 
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Consider the space O(g, c) of all holomorphic function-germs on 
(en, 0) multiplied by c under the action of g. The group R 9 of biholo­
morphism-germs of (en, 0) commuting with g acts on O(g, c). The cor­
responding equivalence is a geometric equivalence in the sense of Damon 
[7]. Therefore, the base of an R 9-miniversal deformation off in O(g,c) 
is smooth and such a deformation can be constructed in the standard 
way [7, 4]. 

Definition 2.1. An automorphism g of a hypersurface f = 0 is 
called smoothable if an R 9 -versal deformation of function f contains 
members with smooth zero sets. 

In [11 J the list of all smoothable quasihomogeneous automorphisms 
of all the members of the function family 

a-:f-4, 

was obtained. Moreover, a further selection of cases with a potential to 
yield complex crystallographic groups was carried out in [11 J. 

The selection was based on the construction of an affine reflection 
group from a semi-definite hermitian form with a one-dimensional ker­
nel, which we briefly mentioned in the introduction. For this, we lift a 
smoothable automorphism of a Jw curve to a smoothable automorphism 
g of its one-variable stabilisation. As a result, the second homology of the 
symmetric Milnor fibre in e3 splits into a direct sum ffixHx of character 
subspaces, so that g acts on an individual summand as a multiplication 
by the root of unity x, xorder(g) = 1. 

We want to split the 2-dimensional kernel of the Jw intersection 
form between two different Hx. On the other hand, since we are going 
to extract a crystallographic group from the monodromy and since such 
a group has at least two generators, we need the discriminant of an 
R 9 -miniversal deformation of our function to be at least of multiplicity 
2. Smoothable automorphisms of J 10 satisfying these two requirements 
were called interesting in [11]. 

In fact, an automorphism g is used just to split the homology and 
does not affect any monodromy on the summands Hx obtained. There­
fore, we should not distinguish between automorphisms producing same 
splittings. In particular, we should not distinguish between automor­
phisms generating the same cyclic group. As it was shown in [11], there 
are just 8 different interesting symmetries of the J 10 functions modulo 
such identifications. We recall them in Table 1. Notice that none of the 
cases contains the modulus. 

The table contains seven invariant and one equivariant (J10 j7l4 ) sin­
gularities. In the table, the versal monomials are those whose addition 
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with arbitrary complex coefficients to f gives an R 9 -miniversal deforma­
tion. In all the cases, their number is equal to the dimension of an Hx 
on which the intersection form degenerates. The affine groups are those 
we are going to construct on such character subspaces. The notation of 
the symmetric singularities in the last column is in the spirit of that in 
[9]. Participation of a Weyl group in the notation (including the Weyl 
G 2 ) indicates that the discriminant of a symmetric singularity is that of 
the Weyl group, and hence the monodromy groups on the Hx and the 
corresponding crystallographic group are in fact representations of the 
relevant generalised braid group, with certain powers of the generators 
set to be the identities. 

Table 1. Symmetric J10 singularities 

f lgl versal kernel affine 
notation g: x,y,z f--4 

monomials X group 

x3 wx,wy,z 3 1, y3, xy2 - [G(6, 1, 2)] J10IZ3 w,w 
+y6 

+z2 x, -wy, z 6 1,x -w,-w [K3(6)] A(6) 
2 

wx,-wy,z 6 1,xy2 -w,-w [K3(6)] d6) 
2 

wx, -y,z 6 1, y2' y4 -w,-w [Ks] B(3,3) 
3 

x,wy,z 3 1, x, y3, xy3 w,w [K25]z 
p(3) 

4 

wx,y,z 3 1, y, y2' y3' y4 w,w [K32] AC3l 
5 

x3 x,iy,z 4 1,x,y4 z,-z [Ks] c<4) 
3 

+xy4 
+z2 -x, -y, iz 4 y, y3, ys, x, xy2 i, -i [K31] Jl0/:2:4 

Theorem 2.1. Consider an automorphism g of a ho function singularity 
from the table. Let Hx be its character subspace in the second homology of a 
g-symmetric Milnor fibre, on which the intersection form has a non-trivial 
kernel. Let r be a hyperplane in the space dual to Hx formed by all the 
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cohomology classes taking a fixed non-zero value on a fixed element of the 
kernel. Let 11'1 be the fundamental group of the complement to the discriminant 
in the base of an R 9 -versal deformation of the function. Then the monodromy 
group induced by 11'1 on r is the complex crystallographic group of the table. 

The proof of the theorem is given in the next section. It will use the 
Dynkin diagrams of the singularities for the subspaces Hx of the table. The 
diagrams are given in Figure 2. Their elements represent both the degenerate 
intersection forms on the Hx and the relations for the corresponding Picard­
Lefschetz operators. Namely: 

(1) the vertex set is a distinguished set of vanishing x-cycles, that is of 
elements of H x which are symmetric analogues of Morse vanishing 
cycles (see [8, 9, 10] for details, cf. [2]); 

(2) beside each vertex the self-intersection number of the x-cycle is 
given; 

(3) non-orthogonal x-cycles are joined by an oriented edge labelled with 
the intersection number similar to how this was done for the group 
diagrams; 

(4) however, the edge orientation is omitted in all the tree diagrams 
since the x-cycles are defined up to multiplication by powers of x 
and up to a choice of their own orientation (for the same reason 
each tree diagram serves both conjugate values of x); 

(5) inside each vertex the order of the corresponding Picard-Lefschetz 
operator is written (order 2 omitted); 

(6) the multiplicity of an edge between vertices a and b illustrates the 
length of the braiding relation between the Picard-Lefschetz opera­
tors: 

• commutativity if there is no edge; 
• hahbha = hbhahb if the edge is simple; 
• (hahb) 2 = (hbha) 2 for a double edge; 
• (hahb) 3 = (hbha) 3 if the edge is triple. 

In relation to Theorem 2.1, the Picard-Lefschetz operators will yield the 
generating affine reflections of the crystallographic groups. 

The "skeleton" of a diagram with a Weyl group in the notation is the 
Dynkin diagram of the Weyl group. This reflects the fact that the discriminant 
of the symmetric singularity is isomorphic to that of the Weyl group. 

For all the invariant cases, the diagrams of Figure 2 were constructed in 
[11] following the methods of [8, 9, 10] in a very straightforward way. The 
Jw/Z4 diagram will be obtained in Section 4. 

Remark 2.1. The only difference between two character subspaces Hx 
for each of the singularities with tree diagrams comes out in the actual Picard­
Lefschetz operators. Each of them is a transformation 

(1) ha : c f-+ c- (1 - )t.)(c, a)aj (a, a) 
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B(3,3J 

3 6/(orl) 6/(orl) 

~ 
'-6 =-6 -3 

c(4) 
3 4 4/(i-1) 

~ 

A(6J 

2 ~Ill+~ 
~ 
=-6 =-6 

Figure 2. Dynkin diagrams of symmetric J10 singularities. 
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defined not only by its root a, but also by the eigenvalue A =/= 1. For the 
operators of order greater than two, A = -x for J10 1£:3 and B~3 ' 3 ), and A = x 
otherwise. Since the characters come in conjugate pairs, this means that the 
realisations of the crystallographic groups come in conjugate pairs too. 

Definition 2.2. If the hermitian form (-, ·) has a one-dimensional kernel, 
a transformation (1) will be called a pseudo-reflection provided a is not in the 
kernel. 

Remark 2.2. The diagrams G~6 ) and B~3 • 3 ) are the results of folding of 

the diagrams J10IZ3 and A~3 ) in two, similar to how the Bk diagram can be 
obtained from that of A2k-l (see [2], cf. [8, 9, 10]). This corresponds to the 
symmetry groups of the second pair of singularities being index two subgroups 
in the symmetry groups of the first pair. 

§3. Proof of Theorem 2.1 

We start with some general considerations and then apply their results in 
a case-by-case study. 



62 V. V. Goryunov and S. H. Man 

3.1. Hermitian forms of corank 1 

Let e0 , e1 , ... , ek be coordinate vectors in ck+I. Consider a semi-definite 
hermitian form q on Ck+1 with a one-dimensional kernel K spanned by a= 
eo+ a1e1 + · · · + akek, where not all of the constants ai are zero. In the basis 
{ ei}, the form is given by the matrix 

where Q is a k x k non-degenerate Hermitian matrix, Qoo = q(eo,eo) and Qo 
is the column of products of the ei>O with eo. From the form of the kernel we 
see that 

Qo = ~Qa and 

where a = ( a1, ... , ak) T is the truncated kernel vector. Matrix Q is actually 
the matrix of the non-degenerate hermitian form q induced by q on ck+l I K ::::: 
Ck and written in the basis formed by the projections of the ej>O· 

Assume that for each of the basic vectors ei we have a pseudo-reflection 
on Ck+1 with the eigenvalue >.i #- 1: 

The matrix of the transformation ho in our basis is 

where f3o = (1- >.o)lifoo. 

The matrices of the other hj are similarly constructed from the columns of Q 
and differ from /k+l in the jth rows only. The pseudo-reflections hj>O project 
to ck+l I K to the reflections hj preserving the form q there. 

Since all the hi fix K, in the dual space Ck+1•* of linear functionals 
k+l -on C , the dual operators hj send each hypersurface formed by all the 

functionals taking a fixed value on a E K into itself. 
Take one of such hyperplanes, 

b #- 0, 

where the ai are the coordinates dual to those we had on Ck+1 . Let hi) be 
the restriction of h0 to r. Then, in the coordinates a: = ( a1, ... , etk f on r 
we have 

h~(a:) = ( -f3oQo h ) = A'{; a: - f3ob Qo ( b-aT a: ) 
a: 

where Aif = h + f3oQo aT. 
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All the hj>o are homogeneous in a and their matrices AJ are obtained 

by deleting the first row and first column of the hj matrices and then taking 
the transposes. The deletion here means passing to the matrices of the hi, 
and since these reflections preserve the form q, we have 

Thus, the reflections hj>o preserve the hermitian form arQ- 1a on r. It is 
easily checked that the same is true for the linear part Aif of h0 and that, 
moreover, the translation vector of h0 is a >.a-eigenvector of Aif, Therefore, 
h0 is indeed an affine reflection. 

Let us now pass to the coordinates a'= Q- 1a on r. Then 

and h~(a') = Q- 1 (A~Qa'- f3obQo) 

= A0-
1 a'+ f3oba. 

Similarly, the matrices of all the other reflections become the Aj1 now. Thus, 
in the coordinates a', we have ended up with reflections (one of them, h0, 
affine) preserving the hermitian form with the matrix Q. 

Conclusion. Omit the leftmost vertex from each singularity diagram 
of Figure 2. It is easy to see that the subdiagrams obtained produce on the 
Hx involved the monodromy groups coinciding with the linear parts L of the 
crystallographic groups of Section 1. Indeed orienting all non-oriented edges 
from the left to the right, changing the sign of the hermitian form (this move 
does not affect any reflections) and dividing the roots by positive numbers to 
make them unit we immediately get from our subdiagrams to the diagrams of 
Figure 1. 

The only point remaining now for a verification of Theorem 2.1 is to check 
that the truncated kernel vector in each case is normal to a relevant mirror of 
L (as in the discussion of the lattices in Section 1). We carry this out in the 
next subsection. 

In the [K31] case the rank 4 group G31 is generated by 5 reflections, but 
this makes no difference in the approach. 

Remark 3.1. In terms of the singularities, the vertex omission mentioned 
above corresponds to the adjacencies of the symmetric ho functions to the 
symmetric ADE singularities of [8, 9, 10]. 

3.2. The case-by-case analysis 

For all the singularities, we assume that the vertices of the diagrams of 
Figure 2 are ordered from the left to the right starting with 0 (for Jw/7!..4 the 
4-valent vertex will be number 5). The components of the truncated kernel 
vector a are ordered respectively. The markings of all non-oriented edges are 
understood as the intersection numbers /b,i+l = (ej,ej+l)· The Ai>D are 
the matrices of the reflections hi on Ck corresponding to its basic vectors ei. 
Their determinants are assumed to be -1, w, i, -w. 
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The one-dimensional cases A~6 ) and G~6l are trivial. 
Elementary calculations for the other tree diagrams give the following. 

J10IZ3: a (2, 1) Afe2 
B(3,3). 

3 0 
a (w- 1, -2w) wA[1A2e1 

c<4) 0 3 0 
a (2, -1- i) (1 + i)A11 A2e1 

p(3) 0 

4 0 
a (2,3,w-1) A1A2A3"1 A2e1 

A(3). 5 0 
a (w-1,-2w,w-w,w) wA! 1 A2A3A.i 1 A3A2e1 

Notice that the symmetry of the G5 diagram is destroyed in the B~3 ' 3 ) case 
as it was promised in Section 1 and assumed by the diagram of Figure 2: the 
translation lattice of this realisation of [K5] is spanned by the G5-orbit of a 
multiple of e1, not of e2. 

For J 10 jZ4 , x = i, we get a= (2, 3, 2(1- i), 1- i). According to [13, 6], 
for the ej>O in IC4 with the diagonal hermitian form - I:!=l lzsl 2 we can take 

e1 = (2, 0, 0, 0) , e2 = ( -1, -1, -1, -1), e3 = (0, 1 + i, 0, 1 + i) , 

e4 = (0, -1 - i, 1 + i, 0) , e5 = (-1,i,-1,i). 

This gives a= (1, -1, -1, 1) which is also a root of G31 [13, 6]. Passing to 
X = -i conjugates a and the ei settings, but gives the same affine group since 
the mirror set of G31 is sent by the conjugation into itself. 

This finishes the proof of Theorem 2.1. 

§4. The ho/Z4 Dynkin diagrams 

We shall now construct Dynkin diagrams for the J10/Z4 singularity start­
ing with the two-variable case and then passing to three variables. This in­
volves two sets of parallel objects differing just by the absence or presence of 
the square of an extra variable z. In order not to repeat the definitions and 
settings twice, all the notations for the 3-variable case will be the same as for 
two variables, but with the tilde on the top. This will be slightly inconsistent 
with the notations used in the previous sections, but will not be confusing. 

4.1. The plane curve 

All through this subsection g = -id will be the central symmetry of 
IC2, and we shall be working with g-equivariant holomorphic functions on the 
plane, that is series containing monomials of odd degrees only: f( -x, -y) = 
- f(x,y). 

Starting with a g-equivariant function-germ f with an isolated singularity 
at the origin, we slightly deform it in a generic (but still equivariant) way to 
a function f* with a smooth zero set. Localising this set in an appropriate 
ball as it is routinely done in singularity theory, we obtain a curve V*, a 
symmetric Milnor fibre of the germ f. For a generic line in the function 
space, to define vanishing cycles on V*, one naturally takes the family of 
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levels j. + af = 0, where f is a generic linear function on the plane and a a 
complex parameter. Morse !-cycles in this family vanish in symmetric pairs, 
e1 = geo. Such a pair defines vanishing x-cycles in the character spaces of g 

in H1(V.) = Hx=1 EB Hx=-1: 

(2) and eo - e1 E Hx=-1 . 

Now take a system of paths on C"' starting at the origin and leading to the 
critical values of a. Assume they have no mutual- and self-intersections, that 
is the system is distinguished. Then the corresponding distinguished systems 
of vanishing x-cycles generate the Hx [10]. However, these cycles are no longer 
independent: we get too many critical values of a. 

For the J10/Z4 function, it is convenient to start with a sabirification, 
that is a perturbation with all critical points real and all saddles on the zero 
level, rather than with a complete smoothing of the zero set. So we take the 
one-parameter family 

f"' = x(x + y2 + y- l)(x- y 2 + y + 1) + ay. 

The zero levels for two values of a, zero and sufficiently small positive a., 
are shown in Figure 3. The point a. will now be our base point. The level 
fa. = 0 will be denoted V., and all the cycles will be constructed in H1(V.). 

(_ 
7 y 

Figure 3. The curve fo = 0 (thin) and its smoothing V. = 
{!"'-• = 0}. 

There are four distinct critical values of a: zero (triple), one positive 
(greater than a.) and a pair of conjugates with the real part negative (see 
Figure 4a). The cycles vanishing on V. along the real paths shown in Figure 
4a may be traced in Figure 3. These are the Ai, Ci and :Fi vanishing at the 
relevant nodes of the curve fo = 0, and the ovals Bi. The cycles vanishing 
along the two remaining paths will be denoted respectively Vj and &j, j = 0, 1. 
We assume that the orientations in the pairs are such that the symmetry g 
interchanges the cycles without affecting the orientation. 

Routine calculations of the intersections yield that, within the remaining 
flexibility in choosing the orientations, the Dynkin diagram for the twelve 
!-cycles is the one shown on the left in Figure 5. 



66 V. V. Goryunov and S. H. Man 

• 

;;~~ 
• (a) 

• 

(b) 

Figure 4. Distinguished path systems in IC"' leading to the 
critical values of the parameter a. 

Figure 5. Folding the curve diagram to the intersection di­
agrams for the character subspaces Hx=±l· On 
the left: an edge a ----> b means (a, b) = 1. On the 
right: the label on an edge a ----> b is (a, b) /2, with 
the marking 1 omitted. All the self-intersections 
are 0. 

c 

Passing to the intersections of the x-cycles as in (2), we fold the 12-vertex 
diagram in two and obtain the diagram on the right in Figure 5. 

To simplify the last diagram, we change the paths in IC"' as shown in 
Figure 4b. The cycles B and V are then transformed by the relevant Picard­
Lefschetz operators 

hx : Y >-+ Y- (Y, X) X /2. 
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We also reorient the cycle C, and multiply :F by -x. The moves provide the 
diagram of Figure 6 in which the modified cycles are primed . 

• 
'13' 'E C' 

Figure 6. The Dynkin diagram for the ho/Z4 curve corre­
sponding to the path system of Figure 4b, x = ±1. 
The conventions are as is in Figure 5 right. 

Remark 4.1. Figure 6 suggests that £ -1J' = :F'. We shall see why this 
is indeed the case in the next subsection. 

4.2. The surface 

This time we have the transformation g(x, y, z) = ( -x, -y, iz). We re­
strict our attention to the functions f ( x, y) + z 2 multiplied by g by -1. Morse 
2-cycles of such functions vanish in symmetric pairs again, and we shall order 
and orient them so that 

Hence we have H2(V.,q = Hx=i EB Hx=-1 with the summands spanned re­
spectively by the x-cycles 

(3) and 

For the ho/Z4 singularity x 3 + xy4 + z 2 , we shall now construct the 
vanishing cycles on V. = {fa. + z2 = 0} from those we obtained on V. 
in the previous subsection. For this, we first recall an interpretation of the 
suspension of the real 1-cycle e on x 2 + y2 - 1 = 0 to the real 2-cycle eon 
x 2 + y2 - 1 + z2 = 0. For this, one considers the family of levels c/J(x, y) = /3 
of the function c/J = x 2 + y2 - 1 whose only critical value is -1. Changing f3 
from 0 to -1, we contract the cycle e to a point and, thus, get a thimble r(e) 
on the surface {x2 + y2 - 1 = /3} C e~yll· Setting now /3 = -z2 and taking 
the inverse image of r(e) in the xyz-space we get there the 2-cycle e. 

Consider now the 2-parameter family of levels fo(x, y) + ay = /3 (fa as 
in the previous subsection). Let a be close to one of its critical values a' 
of Subsection 4.1. Consider a Morse 1-cycle c which has nearly vanished 
on the level fo(x, y) + ay = 0. It is the boundary of the thimble r(c) C 

{fo(x, y) + ay = /3} C e~,y,1l that contracts c to the nearby critical value /3' of 
fa along the straight path -y from 0 to /3' in ell. Let us now move a along the 
path in ea from a' to a •. This deforms -y to a path in ell from the origin to 
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the relevant critical value of fo. •. Respectively the thimble T(c) becomes the 
thimble that contracts the cycle c (now brought to V.) along the new path. 
Setting f3 = -z2 doubles the new thimble and makes it into a 2-cycle in V •. 

Applying this procedure to each of our twelve 1-cycles, we obtain twelve 
2-cycles in Vo.. defined by their equators in Vo.. and by paths in ci3 leading 
from the origin to the critical values of fo. •. To make the calculations easier, 
we better have the paths without mutual- and self-intersections. However, 
two pairs of the paths must share the same final points as there are just ten 
critical values. And of course the paths corresponding to a pair of g-symmetric 
1-cycles should be centrally symmetric in C13. 

-Re 

········································································ 

Figure 7. A path system in C 13 contracting the cycles on V. 
to the critical points of the function f "'•. 

A path system in C13 corresponding to the path system of Figure 4a and 
satisfying all these conditions is shown in Figure 7. To orient the resulting 
2-cycles, we first orient the inverse images in Cz of the paths in C13. The 
z-paths corresponding to the Xo will be oriented at the origin by the tangent 
vectors with the positive real parts, and those for the X1 by the vectors with 
the positive imaginary parts. We orient the 2-cycle Xi along its equator Xi 
by the orientation of Xi followed by the chosen orientation zxi of the z-path. 
Then 

(a,b) = -(a,b) ·sgn(za,zb) 

if the two cycles meet only at the equators. 
The result of the construction is the Dynkin diagram on the left in Figure 

8. 
The only intersection numbers in Figure 8 which still need explanation 

are the (Dj, Ej) since the cycles meet not just at the equators but at the poles 
too. To obtain these intersections, we notice that the path system of Figure 7 
demonstrates that, in terms of the monodromy operators, the 1-cycles of the 
2-variable case satisfy the relations 

(4) 

The fact that the sign of t:i here is plus rather than minus can be easily checked 
by comparing appropriate intersection numbers. Relations (4), in particular, 



Cl 

ill 

Complex crystallographic groups and J10 

Co 
-----t:> 

)z4 .9l '13 '£ 

.9[1 

Figure 8. Folding the surface diagram to the intersection di­
agrams for the character subspaces Hx.=±i· On 
the left: each cycle has the self-intersection -2, 
a simple (dashed) edge denotes the intersection 
number 1 (respectively -1). On the right: the 
self-intersections are -4, the label on an edge is 
half the intersection number, marking 1 is omitted 
and marking -1 is presented by a dashed edge. 
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imply the relation of Remark 4.1. Moreover, from the same figure, we see that 
the same relations, but with the tildes added everywhere, hold for the 2-cycles 
we are considering now (the sign choice on the left can be verified like before) . 
This gives us the numbers (Di, Ei). 

To get the Dynkin diagrams for the homology Hx.=±i, we follow the set­
tings of (3) and fold the 12-vertex diagram in two to the diagram on the right 
in Figure 8, X = ±i. 

Switching to the path system of Figure 4b, that is applying appropriate 
Picard-Lefschetz operators 

and introducing :F' -xF and C' = -C afterwards, we end up with the 
diagram of Figure 9. Bearing in mind the notational difference, we see that 
the result is exactly the ho/'I-'4 diagram of Figure 2, x = x = ±i. Relations 
(4) yield l- i5 = F'. 

This finishes the construction. 
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- -J"' l+x '])' 

AA • 
'13' '£ C' 

Figure 9. The Dynkin diagram for the ho/71..4 surface corre­
sponding to the path system of Figure 4b, x = ±i. 
The conventions are as in Figure 8 right. 

Remark 4.2. As usual, one can order the paths of Figure 4 anticlockwise 
in the order they leave the base point. This provides the Dynkin diagrams 
of Figures 6 and 9 with a standard ordering of the vertices: AC' :F' V' B' [ and 
the same with the tildes. 

§5. An extra complex crystallographic group 

This group came to our attention when the order of the Picard-Lefschetz 
operator corresponding to the central vertex of the J10 17!..3 diagram in Figure 
2 was mistakenly taken to be 3 in [11] and the constructions of Section 3 were 
applied to that diagram. The rank 2 group obtained turned out to be complex 
crystallographic, but not contained in Popov's classification tables in [12]. We 
describe it now. In the spirit of Popov's notations, the group will be denoted 
[G(6, 2, 2)]*. 

We start with the Shephard-Todd group G(3, 1, 2). It acts on ([2 , equipped 
with the hermitian form lz1l 2 + lz2l 2 , by multiplying either coordinate by w 
and by swapping z1 and z2. Therefore, it is generated by the order 3 reflection 
r1 defined by the root u1 and by the order two reflection r2 corresponding to 
the root u2- u1 (the Uj are the unit coordinate vectors in C 2 ). 

The group [G(6, 2, 2)]* is the result of the addition to G(3, 1, 2) of the 
affine reflection 

The reflection has root u 1 + u 2 . Therefore, the linear part of the new group 
is G( 6, 2, 2) [13, 6, 10]. We shall see that the group itself is not a semi-direct 
product of its linear part and the translation lattice T. 

Let us find the maximal translation subgroup T of [G(6, 2, 2)]*. For this, 
it will be more convenient to use the transformation 

instead of ro. Since Ro is of order 2, any element of [G(6, 2, 2)]* is of the form 

a1, ... ,a8 E G(3, 1,2), 
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where as and a1 may be the identity. The linear part of ¢ is ( -1 )s- 1 as ... a1. 
Since -id (j. G(3, 1, 2), for ¢ to be a translation we need s = 2k + 1 and 
a2k+1 = (a2k ... al)- 1. Setting bj = ajaj-1···a1 so that aj = bjbj!1, we get 

¢ = W2k1+1 Rob2k+l b2k1 Rob2k) ( b2L 1 Rob2k-1 b2L2 Rob2k-2) 

... (b2 1 Rob2b! 1 Rob1). 

Hence the lattice T is spanned by the translations of the form 
b:; 1Rob2b! 1Rob1, b1,b2 E G(3, 1,2). These are translations by the vectors 

t = U1 + U2. 

Since the G(3, 1, 2)-orbit of the vector t = (1, 1) consists of the nine vectors 
whose coordinates are 1, w and w, this gives 

(5) 

Let us check that [G(6, 2, 2)]* has a compact fundamental domain. First 
of all we notice that the semi-direct product W of G(3, 1, 2) with the lattice 
T of (5) is a realisation of the crystallographic group [G(3, 1, 2)]1 of [12]. On 
the other hand, let W' be a similar realisation of [G(3, 1, 2)]1, but with the 
finer lattice Z[u1,wu1,u2,WU2]. Denote by W" the group generated by W' 
and -id. Since 

W c [G(6, 2, 2)]* c W" 

and the two groups on the sides have compact fundamental domains, the same 
holds for the group in the middle. 
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