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The Zarankiewicz Problem via Chow Forms 

Marko Petkovsek, James Pommersheim and Irena Swanson 

The well-known Zarankiewicz problem [Za] is to determine the least 
positive integer Z(m, n, r, s) such that each m x n 0-1 matrix containing 
Z ( m, n, r, s) ones has an r x s submatrix consisting entirely of ones. In 
graph-theoretic language, this is equivalent to finding the least positive 
integer Z(m, n, r, s) such that each bipartite graph on m black vertices 
and n white vertices with Z(m, n, r, s) edges has a complete bipartite 
subgraph on r black vertices and s white vertices. 

A complete solution of the Zarankiewicz problem has not been given. 
While exact values of Z(m, n, r, s) are known for certain infinite subsets 
of m, n, r and s, only asymptotic bounds are known in the general case; 
for example, see Culik [C], Fiiredi [F], Guy [G], Hartmann, Mycielski 
and Ryll-Nardzewski [HMR], Hylten-Cavallius [HC], Irving [I], Kovari, 
Sos and Turan [KST], Mors [M], Reiman [Re], Roman [Ro], Znam [Zn]. 
Even the case r = s = 2 has not been answered in general. Here we 
quote some known facts about this case: Hartmann, Mycielski and Ryll­
Nardzewski [HMR] proved the asymptotic bounds 

c1n4 / 3 < Z(n, n, 2, 2) < c2n3 / 2 

for some constants c1 ~ ~ and c2 ~ 2. Kovari, Sos and Turan [KST] 
proved that 

Z(n,n,2,2):::;; 2n+n312 , lim n-312 Z(m,n,2,2) = 1. 
n->oo 

Moreover, when pis a prime integer, [KST] proved that Z(p2 +p,p2 , 2, 2) 
= p2 (p + 1) + 1. Hylten-Cavallius [HC] proved that Z(m, n, 2, 2) :::;; ~+ 

.Jnm(m- 1) + ~2 + 1. Culik [C] proved that for n 2:: (';), 

Z(m,n,2,2)= (;)+n+l. 
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Reiman [Re] showed the same equality for infinitely many other m and 
n, and he also established a connection between finding Z(m, n, 2, 2) 
and the existence of projective planes of given orders. This last existence 
question is still wide open, and hence Reiman's work provides convincing 
evidence that finding Z(m, n, 2, 2) for all m and n is a highly non-trivial 
problem. Guy [G] calculated Z(m, n, 2, 2) for many small values of m 
and n. Further asymptotic and exact values were established in [Ro], 
[F]. 

This paper is an analysis of the r = s = 2 case of Zarankiewicz 
problem from the point of view of commutative algebra. Our motiva­
tion came from the complexity theory of permanental ideals of generic 
matrices. This brought forth a new connection between combinatorics, 
computational algebra, commutative algebra, and algebraic geometry 
involving not only permanental ideals, but also complexity of parame­
ters and Chow forms. We describe these connections in the first two 
sections of this paper. In the final section, we also exhibit a connection 
with hypergraphs and three dimensional matrices. However, with these 
new connections we have not been able to shed any new light on the 
Zarankiewicz problem; we have simply found several reformulations. 

§ 1. Permanental ideals and balanced matrices 

We begin by introducing permanental ideals, parameters, and com­
plexity of parameters via Chow forms. We present the Chow form for the 
permanental ideals, and rephrase the question of computing Z(m, n, 2, 2) 
in terms of the complexity of parameter ideals and their Chow forms. 

Let F be a field, and let Xij be indeterminates over F, where i = 
1, ... ,m and j = 1, ... ,n, with m,n 2:: 2. Let X be them x n matrix 
whose ij-th entry is Xij· The matrix X is the so-called generic m x n 
matrix. Let P be the ideal in the polynomial ring F[Xij li, j] generated 
by all 2 x 2 subpermanents of X. Specifically, 

P = (XijXi'i' + Xi'jXij'li < i':::; m,j < j':::; n). 

Note that the permanent is like the determinant but with all minus signs 
replaced by plus signs. The ideal P is called the 2 x 2 permanental ideal 
of X. 

Permanental ideals have not been studied a great deal. This is 
partly because that they do not seem to describe geometric properties, 
and partly because permanents are very difficult to compute. One can 
calculate the determinant of an n x n matrix in O(n3 ) steps, but for 
a permanent, many more steps are needed. Calculating the permanent 
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is in fact a #P-complete problem (see for example [V, Valiant], [B, 
Biirgisser]). 

One measure of the complexity of an ideal is the sparsity or non­
sparsity of a system of parameters modulo it. Not surprisingly, the 
parameters modulo the 2 x 2 permanental ideal are not sparse. The goal 
is to determine this complexity more precisely. 

Definition 1. For an element :Eij CijXij to be a parameter mod­
ulo an ideal I, it is necessary and sufficient that it avoids all the minimal 
primes of I. A system of parameters modulo I is a sequence of elements 
a1, ... , ad, where dis the dimension of the ring modulo I, such that for 
all i = 1, ... , d, ai is a parameter modulo the ideal I+ (a1 , ... , ai_ 1 ). 

A parameter is said to be sparse if most of the Cij are zero. The 
complexity of a parameter is defined to be the number of nonzero Cij. 
The complexity of I is then defined to be the smallest possible sum of 
all the complexities of the parameters in a system of parameters, as we 
vary the systems. 

When m = n = 2, the permanental 2 X 2 ideal P is a prime ideal, so 
that any one of the four Xij variables is a parameter. In this case the 
complexity of a single parameter is 1. 

When 2 = m < n, Laubenbacher and Swanson [LSJ showed that 
an element :Eij CijXij is a parameter modulo the permanental ideal P 
exactly when for each row i, at least one Cij is nonzero, and for each 
2 x 2 submatrix of X, at least one of the corresponding Cij is nonzero. 
Thus, one can see easily that the complexity of a parameter modulo the 
2 x 2 permanental ideal of a 2 x n generic matrix is exactly n - 1. 

Furthermore, when m, n .2: 3, again according to [LS], for :Eij CijXij 
to be a parameter modulo the permanental ideal P, it is necessary that 
for each i, some Cij is nonzero, similarly that for each j, some cij is 
nonzero, and lastly that for all i < i' :::; m, j < j' :::; n, at least one of 
cij, Cij'' ci'j, ci'j' is nonzero. 

We say that a 0-1 matrix is balanced if every 2 x 2 submatrix (not 
necessarily contiguous) contains at least one unit element, and we let 
f(m, n) be the minimal number of ones in a balanced m x n matrix. 
Note that 

f(m,n) = mn- Z(m,n, 2, 2) + 1 

where Z ( m, n, r, s) is the Zarankiewicz number. 
It turns out that f(m, n) equals the smallest possible complexity of 

a single parameter, as we prove below. It is clear from above that in the 
case 2 = m :::; n, both of these numbers are n- 1, and similarly when 
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2 = n ::::; m, both of these numbers are m - 1. In the sequel, we will 
assume (without loss of generality) that 3::::; m, n. 

We first need a lemma: 

Lemma 1. Let m, n 2: 3, and let A be a balanced m x n matrix 
with fA ones. Then there exists a balanced m X n matrix B with exactly 
fA ones such that every row and every column of B contains at least 
one nonzero entry. 

Proof. Suppose that one of the rows or columns of A is zero. 
Without loss of generality we may assume that the first row of A is zero. 
As A is balanced, each of the rows 2, 3, ... , m must have at least n - 1 
ones. Thus after possibly permuting the rows and columns of A, the 
first three rows are of the form 

[ 
0 0 
0 1 

* 1 

0 
1 
1 

~ ]· 
** 

Here, *,**are either 1 or 0, but they are not both 0 since A is balanced. 
Let B be obtained from A by switching the (1, 1) and (2, 2) entries. 
Then B is still balanced with fA ones, and every row, every column of 
B has at least one 1. Q.E.D. 

Now we can show the connection between the complexity of param­
eters and f(m, n): 

Proposition 1. Whenever 2 ::::; m, n, f(m, n) equals the minimal 
possible complexity of a parameter modulo P. 

Proof. By the earlier discussion, we may take 3 ::::; m ::::; n without 
loss of generality. For each parameter Lij Cij xij' we form the balanced 
matrix A whose ( i, j) entry equals 0 if Cij = 0 and equals 1 otherwise. 
Notice that the balanced matrix A constructed in this way has the addi­
tional property that every row and every column of A contains a nonzero 
entry. Conversely, given a balanced matrix A, we first use Lemma 1 to 
convert it (non-uniquely) into a balanced matrix B such that every row 
and every column of B contains a nonzero entry, we then construct a pa­
rameter I: CijXij modulo the 2 x 2 permanental ideal by setting Cij to be 
the ij entry of B. This element is indeed a parameter by [LS]. Q.E.D. 

Thus finding f(m,n), the minimal number of ones in A, is the 
same as finding the sparsest possible parameter for the polynomial ring 
modulo the permanental ideal. Hence all the values and bounds on 
Z(m, n, 2, 2) listed at the beginning of the paper apply also for mn + 1 
minus the smallest possible complexity of a parameter. Clearly, no pa­
rameter is sparse. 
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§2. Chow forms 

There is another way to analyze the complexity of ideals, due to 
Eisen bud and Sturmfels [ES]: 

Theorem 1 ([ES, Theorem 2.7]). The complexity of an ideal 
I equals the least number of variables appearing in any initial monomial 
of the Chow form of the ring modulo I (under any monomial ordering). 

Some helpful references for Chow forms are [Sh], [ES], [GS]. 
Of course, calculating the complexity of an ideal is much more than 

calculating the complexity of a single parameter. However, the com­
plexity of the ideal divided by the number of parameters gives an upper 
bound on the complexity of a parameter, and so by the previous section 
this is a step towards computing Z(m, n, 2, 2). Thus, the problem is first 
to calculate the Chow form of the ring modulo P, and secondly, to find 
a monomial ordering on the variables under which the initial monomial 
of the Chow form involves the fewest number of variables. 

In general, the computation of Chow forms is difficult, in techni­
cal terms even NP-hard (see [ES] for discussion). Even in the case of 
determinantal ideals, which tend to be much better behaved than per­
manental ideals, the Chow forms are difficult to compute. Glassbrenner 
and Smith [GS] analyzed the complexity of determinantal ideals by us­
ing the theorem of Eisenbud and Sturmfels quoted above. For the ideal 
of 2 X 2 minors of a generic m X n matrix, Glassbrenner and Smith 
[GS] determined that the parameter complexity is exactly mn. As the 
number of parameters in a parameter system for this ideal ism+ n- 1, 
this implies that we can choose the first parameter with at most m~:-l 
non-zero coefficients Cij· However, as the determinantal ideal is prime, 
we may choose the first parameter to be any one of the variables, and 
hence the smallest possible complexity of a parameter is exactly 1. In 
contrast, the results on the Zarankiewicz problem quoted earlier show 
that for the 2 x 2 permanental ideal the complexity of a parameter is 
much larger. 

Even though the complexity of the permanental Chow form and 
the complexity of permanental parameters are much larger than the 
corresponding complexities for determinants, here is at least one algebra­
geometric problem that turns out to be easier for permanents than for 
determinants: namely, the computation of Chow forms. 

The Chow form of an ideal is the product of the Chow forms of its 
minimal primes. In addition, the Chow form of the ideal I plus an ideal 
generated by variables is simply the Chow form of I. Putting these facts 
together, we get: 
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Proposition 2 (see [Sh]). The Chow form of the permanental 
ideal P is the product of the Chow forms of all the ideals Jii' jj', with 
i < i' :'S m,j < j' :'S n, where Jii'jj' = (XijXi'j' + Xi'jXiJ') (generated 
by a 2 x 2 permanent of X). 

The calculation of the Chow form of a principal ideal is straightfor­
ward (see for example [Sh]). In particular, to define the Chow form of 
XijXi'j' + Xi'jXij', we first introduce 12 new variables Czkp, l varying 
from 1 to the dimension of the polynomial ring in the four given variables 
modulo the quadric (which is 3), and kp varying over the subscripts of 
the variables X above. Let Mii'jj' be the 3 x 4 generic matrix with 
indeterminates Clkp each of whose rows contains the variables with the 
same first subscript and whose columns have the matching rest of the 
subscripts. Explicitly, 

[ c,; cli'j clij' cli'j' l Mii'jj' = c2ij c2i'j c2ij' c2i'j' 

c3ij c3i'j c3ij' c3i'j' 

The Chow form of XijXi'j' + Xi'jXiJ' is given by 

where b.kp is the determinant of the submatrix of Mii'jj' after removing 
the column corresponding to kp. We thus have: 

Theorem 2. The Chow form of Pis Il,i',j,j' Rii'jj'· 

One can verify that each Rii' jj' is a linear combination of 66 distinct 
monomials of degree 6. Hence the Chow form is the product of (';')G) 
factors, each of which is a linear combination of 66 monomials of degree 
6. Thus while the Chow form is relatively easy to get at, its expansion 
is far from computationally trivial. 

By the Eisenbud-Sturmfels result (Theorem 1), we now have: 

Theorem 3. The parameter complexity of the ideal P equals the 
minimal number of distinct variables Gzkp appearing in any monomial 
in the expansion of the Chow form of P. 

This new formulation raises more questions than answers: 

Question 1. What monomials appear in the expansion of the Chow 
form of P? Is there a combinatorial representation of these monomials? 

Question 2. What is the smallest possible number of distinct vari­
ables Clkp such that a monomial appearing in the Chow form of P is a 
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power product of exactly these variables? Also, what is the smallest possi­
ble number of distinct variables C1kp such that a monomial appearing in 
the Chow form of P is a power product of these variables and variables 

c2k'p',c3k'v'? 

By Theorem 3) the answer to the first part of Question 2 is exactly 
the complexity of the ideal P. Furthermore, this number divided by 3 
is an upper bound on the complexity of one parameter modulo P, and 
hence also an upper bound on f(m, n). 

A further question is then: 

Question 3. Does this upper bound on mn + 1 - f(m, n) give a 
new lower bound on the Zarankiewicz number Z(m, n, 2, 2)? 

§3. Zarankiewicz problem in three dimensions and hyper­
graphs 

It turns out that the monomials appearing in the Chow form of P 
are related to a certain three-dimensional Zarankiewicz problem. We 
now discuss this connection. 

We will call a 3 x m x n 0-1 matrix balanced if (a) it contains no zero 
submatrix of size 2 x 2 x 1, 2 x 1 x 2, or 1 x 2 x 2, and (b) none of the 
mn columns { A 1,i,j, A2,i,j, A3,i,j} consists entirely of zeros. We define 
g( m, n) to be the minimum number of ones in any balanced matrix of 
size 3 x m x n. 

Just as the (2-dimensional) Zarankiewicz problem can be phrased in 
the language of graph theory, so the above condition (a) can be expressed 
in terms of hypergraphs. Here we are looking for the minimum number 
of edges in the complete tripartite 3-graph K3,m,n with the property that 
the complement does not contain the tripartite 3-graph K 2,2 ,1 . Condi­
tion (b) seems perhaps a little less natural. It is interesting to note, 
however, that condition (b) is similar to the extra condition that arose 
in our combinatorial interpretation of the (2-dimensional) Zarankiewicz 
problem: namely, that each column of the matrix should contain at least 
one 1. Lemma 1 showed that this extra condition was, in fact, redun­
dant. However, this does not appear to follow easily in the 3-dimensional 
case. 

For any monomial 'Y in the variables Clkp ( l = 1 ... 3, k = 1 ... m, 
p = 1 ... n), we can form a 3 x m x n 0-1 matrix, where a 1 in position 
(l, k,p) indicates that 'Y is divisible by Gzkv· We then have the following: 

Theorem 4. Any monomial that appears in the expansion of the 
Chow form of P determines a balanced 3 x m x n submatrix. Hence, the 
parameter complexity of the ideal P is greater than or equal to g(m, n). 



210 M. Petkovsek, J. Pommersheim and I. Swanson 

Manifestly, a 3 x m x n matrix is balanced if and only if every 3 x 2 x 2 
submatrix of it is balanced. Thus, to prove the theorem, it is enough to 
prove the following lemma. 

Lemma 2. Any monomial appearing in the expansion of Rii'jj' = 
b..ijb..i'j' + b..i'jb..ij' determines a 3 x 2 x 2 balanced submatrix of the 
matrix ( clkp). 

Proof. For condition (a), there are three things to check. First 
consider the case of a 1 x 2 x 2 submatrix. Without loss of generality, 
such a matrix corresponds to the four monomials C 1ij, Cli'j, C 1iJ', Cli'j'. 

Clearly, each of the four determinants b. above will involve one of these 
monomials. Now consider a 2 x 1 x 2 submatrix. Without loss of gener­
ality, such a matrix corresponds to the four monomials clij' c2ij' clij') 

C 2ij'. Any term in b..i' j' or in b..i' j contains one of these four monomials. 
Thus any term of Rii'jj' will contain one of these four, as well. The case 
of 2 x 2 x 1 submatrices is similar. 

To verify condition (b), we consider the monomials C 1ij, C 2ij, C 3ij· 

Clearly, any term in b..i'j, b..ij', or b..i'j' contains one of these three 
monomials. Thus any term of Rii'jj' will also contain at least one of the 
three monomials above. Hence, condition (b) is satisfied. Q.E.D. 

Given the inequality of Theorem 4, one might wonder if the com­
plexity of ideal P is actually equal to g(m, n). Indeed, the following 
converse of Lemma 2 is true. Given any 3 X 2 x 2 balanced matrix M, 
there is a monomial occurring in the expansion of b..ij b..i' j' + b..i' j b..ij' all 
of whose variables correspond to 1's in M. (One can check this, for ex­
ample, by a tedious examination of cases.) Suppose that A is a balanced 
3 x m x n matrix. It would follow from the converse of Lemma 2 that one 
of the 66(';)(;) terms in the expansion of the Chow form of P consists 
entirely of variables corresponding to 1 's in A. Thus if no monomial in 
this expansion cancels out entirely, then the parameter complexity of P 
is exactly g(m, n). Unfortunately, it is not clear to us whether or not 
such cancelation can occur. 

In any case, each of the three 1 X m x n submatrices of the 3 x m x n 
balanced matrix is a balanced m x n matrix. Thus g(m, n) 2: 3f(m, n). 
This finally expands on the last question: 

Question 4. Is mn + 1 - ~ g( m, n) a new lower bound on the 
Zarankiewicz number Z(m, n, 2, 2)? 
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