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#### Abstract

Let $C[0, T]$ denote the space of continuous real-valued functions on $[0, T]$. In this paper we introduce two Banach algebras: one of them is defined on $C[0, T]$ and the other is a space of equivalence classes of measures over paths of bounded variation on $[0, T]$. We establish an isometric isomorphism between them and evaluate analytic Feynman integrals of the functions in the Banach algebras, which play significant roles in the Feynman integration theories and quantum mechanics.


## 1. Introduction

Let $C_{0}[0, T]$ denote classical Wiener space; that is, the space of continuous realvalued functions $x$ on the interval $[0, T]$ with $x(0)=0$. Cameron and Storvick [2] introduced a Banach algebra $\mathcal{S}^{\prime}$ of functions on $C_{0}[0, T]$, a space of generalized Fourier-Stieltjes transforms of the $\mathbb{C}$-valued, and finite Borel measures over the functions of bounded variation on $[0, T]$. They showed that $\mathcal{S}^{\prime}$ is isometrically embedded in the Banach algebra $\mathcal{S}$, a space of generalized Fourier-Stieltjes transforms of the complex Borel measures on $L^{2}[0, T]$.

On the other hand, let $C[0, T]$ denote an analogue of a generalized Wiener space, the space of continuous real-valued functions on the interval $[0, T]$. On the space $C[0, T]$, Ryu $\left[9,10\right.$ introduced a finite measure $w_{\alpha, \beta ; \varphi}$ and investigated its properties, where $\alpha, \beta:[0, T] \rightarrow \mathbb{R}$ are continuous functions such that $\beta$ is strictly increasing and $\varphi$ is an arbitrary finite measure on the Borel class of $\mathbb{R}$.

[^0]On this space $\left(C[0, T], w_{\alpha, \beta ; \varphi}\right)$, the author [3] introduced an Itô type integral $I_{\alpha, \beta}$ which generalizes the Paley-Wiener-Zygmund integrals on $C_{0}[0, T]$ and $C[0, T]$, and in $[4,5]$ he derived two Banach algebras $\mathcal{S}_{\alpha, \beta ; \varphi}$ and $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$, by using $I_{\alpha, \beta}$, which generalize Cameron-Storvick's Banach algebra $\mathcal{S}$ with the mean function and the variance function determined by $\alpha$ and $\beta$, respectively.

In this paper, we introduce two Banach algebras $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ and $\overline{\mathcal{M}}(B[0, T]) ; \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is defined on $C[0, T]$, and $\overline{\mathcal{M}}(B[0, T])$ is a space of equivalence classes of measures over the paths of bounded variation on $[0, T]$. We also establish an isomorphism between $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ and $\overline{\mathcal{M}}(B[0, T])$ and prove that $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is embedded in $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$. As an application, we derive analytic Feynman integrals of the functions in $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, which play significant roles in the Feynman integration theories and quantum mechanics. In particular, if $\alpha(t)=0, \beta(t)=t$, for $t \in[0, T]$, and $\varphi=\delta_{0}$, which is the Dirac measure concentrated at 0 , then $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}=\mathcal{S}^{\prime}$ and $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}=\mathcal{S}$; so that the results of this paper generalize those in [2]. We also note that every path in $C[0, T]$ starts at an arbitrary point; so that $C[0, T]$ generalizes $C_{0}[0, T]$.

## 2. An analogue of a generalized Wiener space

In this section we introduce an analogue of a generalized Wiener space with preliminaries which will be used in the next sections.

Let $m_{L}$ denote the Lebesgue measure on the Borel class $\mathcal{B}(\mathbb{R})$ of $\mathbb{R}$. Let $C[0, T]$ denote the space of continuous real-valued functions on the interval $[0, T]$. Let $\alpha, \beta:[0, T] \rightarrow \mathbb{R}$ be two continuous functions, where $\beta$ is strictly increasing. Let $\varphi$ be a positive finite measure on $\mathcal{B}(\mathbb{R})$. For $\vec{t}_{n}=\left(t_{0}, t_{1}, \ldots, t_{n}\right)$ with $0=t_{0}<$ $t_{1}<\cdots<t_{n} \leq T$, let $J_{\vec{t}_{n}}: C[0, T] \rightarrow \mathbb{R}^{n+1}$ be the function defined by

$$
J_{\vec{t}_{n}}(x)=\left(x\left(t_{0}\right), x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right)
$$

For $\prod_{j=0}^{n} B_{j}$ in $\mathcal{B}\left(\mathbb{R}^{n+1}\right)$, the subset $J_{\vec{t}_{n}}^{-1}\left(\prod_{j=0}^{n} B_{j}\right)$ of $C[0, T]$ is called an interval $I$, and let $\mathcal{I}$ be the set of all such intervals $I$. Define a premeasure $m_{\alpha, \beta ; \varphi}$ on $\mathcal{I}$ by

$$
\begin{aligned}
m_{\alpha, \beta ; \varphi}(I)= & {\left[\frac{1}{\prod_{j=1}^{n} 2 \pi\left[\beta\left(t_{j}\right)-\beta\left(t_{j-1}\right)\right]}\right]^{\frac{1}{2}} } \\
& \times \int_{B_{0}} \int_{\Pi_{j=1}^{n} B_{j}} \exp \left\{-\frac{1}{2} \sum_{j=1}^{n} \frac{\left[u_{j}-\alpha\left(t_{j}\right)-u_{j-1}+\alpha\left(t_{j-1}\right)\right]^{2}}{\beta\left(t_{j}\right)-\beta\left(t_{j-1}\right)}\right\} d m_{L}^{n}\left(u_{1}, \ldots, u_{n}\right) d \varphi\left(u_{0}\right) .
\end{aligned}
$$

The Borel $\sigma$-algebra $\mathcal{B}(C[0, T])$ of $C[0, T]$ with the supremum norm, coincides with the smallest $\sigma$-algebra generated by $\mathcal{I}$, and there exists a unique, positive, and finite measure $w_{\alpha, \beta ; \varphi}$ on $\mathcal{B}(C[0, T])$ with $w_{\alpha, \beta ; \varphi}(I)=m_{\alpha, \beta ; \varphi}(I)$ for all $I \in \mathcal{I}$. This measure $w_{\alpha, \beta ; \varphi}$ is called an analogue of a generalized Wiener measure on $(C[0, T], \mathcal{B}(C[0, T]))$ according to $\varphi[9,10]$.

For further work, we give additional conditions for $\alpha$ and $\beta$. Let $\alpha$ and $\beta$ be absolutely continuous real-valued functions on $[0, T]$ such that $\beta$ is strictly increasing and $|\alpha|^{\prime}(t)+\beta^{\prime}(t)>0$ for $t \in[0, T]$. We note that both $|\alpha|^{\prime}(t)$ and $\beta^{\prime}(t)$ exist for $m_{L}$-almost everywhere $t$; since $\alpha$ is of bounded variation, so that $|\alpha|$ is increasing on $[0, T]$. We observe that the functions $\alpha$ and $\beta$ induce a

Lebesgue-Stieltjes measure $\nu_{\alpha, \beta}$ on $[0, T]$ by

$$
\nu_{\alpha, \beta}(E)=\int_{E} d(|\alpha|+\beta)(t)
$$

for a Lebesgue measurable subset $E$ of $[0, T]$. Define $L_{\alpha, \beta}^{2}[0, T]$ to be the space of functions on $[0, T]$ that are square integrable with respect to the measure $\nu_{\alpha, \beta}$; that is,

$$
L_{\alpha, \beta}^{2}[0, T]=\left\{f:[0, T] \rightarrow \mathbb{R}: \int_{0}^{T}[f(t)]^{2} d \nu_{\alpha, \beta}(t)<\infty\right\}
$$

The space $L_{\alpha, \beta}^{2}[0, T]$ is a Hilbert space and has the obvious inner product [8]

$$
\langle f, g\rangle_{\alpha, \beta}=\int_{0}^{T} f(t) g(t) d \nu_{\alpha, \beta}(t) \quad \text { for } f, g \in L_{\alpha, \beta}^{2}[0, T]
$$

We note that there exists a complete orthonormal set of functions in $L_{\alpha, \beta}^{2}[0, T]$; so that $L_{\alpha, \beta}^{2}[0, T]$ is separable [5].

Let $S[0, T]$ denote the collection of all step functions on $[0, T]$. For $f$ in $L_{\alpha, \beta}^{2}[0, T]$, let $\left\{\phi_{n}\right\}$ be a sequence of the step functions in $S[0, T]$ with $\lim _{n \rightarrow \infty} \| \phi_{n}-$ $f \|_{\alpha, \beta}=0$. Define $I_{\alpha, \beta}(f)$ by the $L^{2}(C[0, T])$-limit

$$
I_{\alpha, \beta}(f)(x)=\lim _{n \rightarrow \infty} \int_{0}^{T} \phi_{n}(t) d x(t)
$$

for all $x \in C[0, T]$ for which this limit exists, where $\int_{0}^{T} \phi_{n}(t) d x(t)$ denotes the Riemann-Stieltjes integral of $\phi_{n}$ with respect to $x$. We note that $I_{\alpha, \beta}(f)(x)$ exists for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$ and it is independent of choice of the sequence $\left\{\phi_{n}\right\}$ in $S[0, T]$ to define it [3]. We also note that $I_{\alpha, \beta}(f)$ is normally distributed with the mean $\int_{0}^{T} f(t) d \alpha(t)$ and the variance $\|f\|_{0, \beta}^{2}$ if $\varphi$ is a probability measure [3].

Let $\mathcal{M}_{\alpha, \beta}$ be the class of complex measures of finite variation on $L_{\alpha, \beta}^{2}[0, T]$ with the Borel $\sigma$-algebra $\mathcal{B}\left(L_{\alpha, \beta}^{2}[0, T]\right)$ of $L_{\alpha, \beta}^{2}[0, T]$ as its class of measurable sets. If $\mu \in \mathcal{M}_{\alpha, \beta}$, then we set $\|\mu\|=\operatorname{var} \mu$, the total variation of $\mu$ over $L_{\alpha, \beta}^{2}[0, T]$. Then $\mathcal{M}_{\alpha, \beta}$ is a Banach algebra under convolution, with the total variation norm, since $L_{\alpha, \beta}^{2}[0, T]$ is a separable infinite dimensional Hilbert space [7]. Let $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$ be the space of functions of the form

$$
\begin{equation*}
F(x)=\int_{L_{\alpha, \beta}^{2}[0, T]} \exp \left\{i I_{\alpha, \beta}(f)(x)\right\} d \mu(f) \tag{2.1}
\end{equation*}
$$

for all $x \in C[0, T]$ for which the integral exists, where $\mu \in \mathcal{M}_{\alpha, \beta}$. Here we take

$$
\|F\|=\inf \{\|\mu\|\}
$$

where the infimum is taken over all $\mu$ 's so that $F$ and $\mu$ are related by (2.1). We note that $F$ is well-defined for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$ and it is an integrable function of $x$ on $C[0, T]$. Moreover, it is not difficult to show that $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$ is a Banach algebra with unit over $\mathbb{C}$ [5].

Let $F: C[0, T] \rightarrow \mathbb{C}$ be a measurable function and suppose that the integral

$$
J_{F}(\lambda) \equiv \int_{C[0, T]} F\left(\lambda^{-\frac{1}{2}} x\right) d w_{\alpha, \beta ; \varphi}(x)
$$

exists as a finite number for all $\lambda>0$. If there exists a function $J_{F}^{*}(\lambda)$ analytic in

$$
\mathbb{C}_{+} \equiv\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda>0\}
$$

such that $J_{F}^{*}(\lambda)=J_{F}(\lambda)$ for all $\lambda>0$, then $J_{F}^{*}(\lambda)$ is defined to be a generalized analytic Wiener $w_{\alpha, \beta ; \varphi}$-integral of $F$ over $C[0, T]$ with the parameter $\lambda$, and it is denoted by

$$
\int_{C[0, T]}^{a n w_{\lambda}} F(x) d w_{\alpha, \beta ; \varphi}(x)=J_{F}^{*}(\lambda)
$$

for $\lambda \in \mathbb{C}_{+}$. Let $q$ be a nonzero real number. If $\int_{C[0, T]}^{a n w_{\lambda}} F(x) d w_{\alpha, \beta ; \varphi}(x)$ has a limit as $\lambda$ approaches $-i q$ through $\mathbb{C}_{+}$, then we call it a generalized analytic Feynman $w_{\alpha, \beta ; \varphi}$-integral of $F$ over $C[0, T]$ with the parameter $q$, and it is denoted by

$$
\int_{C[0, T]}^{a n f_{q}} F(x) d w_{\alpha, \beta ; \varphi}(x)=\lim _{\lambda \rightarrow-i q} \int_{C[0, T]}^{a n w_{\lambda}} F(x) d w_{\alpha, \beta ; \varphi}(x) .
$$

## 3. A Banach algebra of classes of measures

In this section we introduce a Banach algebra of equivalence classes of measures over the paths of bounded variation on $[0, T]$.

Let $B[0, T]$ be the space of real right-continuous functions of bounded variation on $[0, T]$ that vanish at $T$. Let $\mathcal{A}^{\prime}$ be the $\sigma$-algebra of subsets of $B[0, T]$ generated by the class of sets of the form

$$
\left\{v \in B[0, T]:\langle v, f\rangle_{\alpha, \beta}<\lambda\right\},
$$

where $f$ and $\lambda$ range over all elements of $L_{\alpha, \beta}^{2}[0, T]$ and all real numbers, respectively. Let $\mathcal{M}(B[0, T])$ be the class of complex measures of finite variation defined on subsets of $B[0, T]$ with $\mathcal{A}^{\prime}$ as their class of measurable sets. If $\mu \in \mathcal{M}(B[0, T])$, we set $\|\mu\|=\operatorname{var} \mu$ over $B[0, T]$. Note that $\mathcal{M}(B[0, T])$ is a Banach algebra under convolution, with the total variation norm [2]. For $v \in B[0, T]$, let

$$
\begin{equation*}
J(x, v)=\exp \left\{i \int_{0}^{T} v(t) d x(t)\right\} \quad \text { for } x \in C[0, T] \tag{3.1}
\end{equation*}
$$

Define a relation $\sim$ on $\mathcal{M}(B[0, T])$ by $\mu_{1} \sim \mu_{2}$, for $\mu_{1}, \mu_{2} \in \mathcal{M}(B[0, T])$, if

$$
\int_{B[0, T]} J(x, v) d \mu_{1}(v)=\int_{B[0, T]} J(x, v) d \mu_{2}(v)
$$

for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$. It is obvious that $\sim$ is an equivalence relation on $\mathcal{M}(B[0, T])$. Let $\overline{\mathcal{M}}(B[0, T])$ be the set of equivalence classes under $\sim$. For $\left[\mu_{1}\right],\left[\mu_{2}\right] \in \overline{\mathcal{M}}(B[0, T])$ and $c \in \mathbb{C}$, define $\left[\mu_{1}\right]+\left[\mu_{2}\right]=\left[\mu_{1}+\mu_{2}\right], c\left[\mu_{1}\right]=\left[c \mu_{1}\right]$, and $\left[\mu_{1}\right]\left[\mu_{2}\right]=\left[\mu_{1} * \mu_{2}\right]$. In the following lemma, we prove that these operations are well-defined and that $\overline{\mathcal{M}}(B[0, T])$ is an algebra.
Lemma 3.1. $\overline{\mathcal{M}}(B[0, T])$ is an algebra with unit over $\mathbb{C}$.

Proof. It is obvious that the addition and scalar multiplication are well-defined. Let $\sigma_{1} \in\left[\mu_{1}\right]$ and $\sigma_{2} \in\left[\mu_{2}\right]$, where $\left[\mu_{1}\right],\left[\mu_{2}\right] \in \overline{\mathcal{M}}(B[0, T])$ for $\mu_{1}, \mu_{2} \in \mathcal{M}(B[0, T])$. Then the multiplication is well-defined, since, for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in$ $C[0, T]$,

$$
\begin{aligned}
\int_{B[0, T]} J(x, v) d\left(\mu_{1} * \mu_{2}\right)(v) & =\int_{B[0, T]} \int_{B[0, T]} J(x, u+v) d \mu_{1}(u) d \mu_{2}(v) \\
& =\left[\int_{B[0, T]} J(x, u) d \mu_{1}(u)\right]\left[\int_{B[0, T]} J(x, v) d \mu_{2}(v)\right] \\
& =\left[\int_{B[0, T]} J(x, u) d \sigma_{1}(u)\right]\left[\int_{B[0, T]} J(x, v) d \sigma_{2}(v)\right] \\
& =\int_{B[0, T]} \int_{B[0, T]} J(x, u+v) d \sigma_{1}(u) d \sigma_{2}(v) \\
& =\int_{B[0, T]} J(x, v) d\left(\sigma_{1} * \sigma_{2}\right)(v) .
\end{aligned}
$$

We also have, for $D \in \mathcal{A}^{\prime}$ and $\mu \in \mathcal{M}(B[0, T])$,
$\left(\delta_{0} * \mu\right)(D)=\int_{B[0, T]} \int_{B[0, T]} \chi_{D}(u+v) d \delta_{0}(u) d \mu(v)=\int_{B[0, T]} \chi_{D}(v) d \mu(v)=\mu(D)$,
where $\delta_{0}$ is the Dirac measure concentrated at the zero function in $B[0, T]$. So that $\left[\delta_{0}\right][\mu]=\left[\delta_{0} * \mu\right]=[\mu]$; that is, $\left[\delta_{0}\right]$ is the unit of $\overline{\mathcal{M}}(B[0, T])$. Now it is easy to prove that $\overline{\mathcal{M}}(B[0, T])$ is an algebra with unit $\left[\delta_{0}\right]$ over $\mathbb{C}$.

Lemma 3.2. Define $\|[\mu]\|=\inf \left\{\left\|\mu_{1}\right\|: \mu_{1} \in[\mu]\right\}$ for $[\mu] \in \overline{\mathcal{M}}(B[0, T])$. Then $(\overline{\mathcal{M}}(B[0, T]),\|\cdot\|)$ is a normed algebra with unit over $\mathbb{C}$.

Proof. By Lemma 3.1, it remains to prove that $\|\cdot\|$ is a norm on the algebra $\overline{\mathcal{M}}(B[0, T])$ with unit $\left[\delta_{0}\right]$. It is clear that $\|[0]\|=0$. Suppose that $\|[\mu]\|=0$ for $[\mu] \in \overline{\mathcal{M}}(B[0, T])$. Then, for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$, we have

$$
\left|\int_{B[0, T]} J(x, f) d \mu(f)\right|=\left|\int_{B[0, T]} J(x, f) d \mu_{1}(f)\right| \leq\left\|\mu_{1}\right\|
$$

for all $\mu_{1} \in[\mu]$; so that we have

$$
\left|\int_{B[0, T]} J(x, f) d \mu(f)\right| \leq \inf \left\{\left\|\mu_{1}\right\|: \mu_{1} \in[\mu]\right\}=\|[\mu]\|=0,
$$

which implies that

$$
\int_{B[0, T]} J(x, f) d \mu(f)=0 .
$$

Now we have $[\mu]=[0]$. Let $c \in \mathbb{C}$ and $[\mu] \in \overline{\mathcal{M}}(B[0, T])$. If $c=0$, then $\|c[\mu]\|=|c|\|[\mu]\|$. Suppose that $c \neq 0$. Then

$$
\begin{aligned}
\|c[\mu]\| & =\inf \{\|\sigma\|: \sigma \in[c \mu]\} \\
& =\inf \left\{|c|\left\|\frac{1}{c} \sigma\right\|: \frac{1}{c} \sigma \in[\mu]\right\}=|c| \inf \{\|\tau\|: \tau \in[\mu]\}=|c|\|[\mu]\| .
\end{aligned}
$$

Moreover let $\left[\mu_{1}\right],\left[\mu_{2}\right] \in \overline{\mathcal{M}}(B[0, T])$, and let $\epsilon>0$ be arbitrary. Take $\sigma_{1} \in\left[\mu_{1}\right]$ and $\sigma_{2} \in\left[\mu_{2}\right]$ such that

$$
\left\|\sigma_{1}\right\|<\left\|\left[\mu_{1}\right]\right\|+\frac{\epsilon}{2} \text { and }\left\|\sigma_{2}\right\|<\left\|\left[\mu_{2}\right]\right\|+\frac{\epsilon}{2} .
$$

Then

$$
\left\|\left[\mu_{1}\right]+\left[\mu_{2}\right]\right\|=\left\|\left[\sigma_{1}+\sigma_{2}\right]\right\| \leq\left\|\sigma_{1}+\sigma_{2}\right\| \leq\left\|\sigma_{1}\right\|+\left\|\sigma_{2}\right\|<\left\|\left[\mu_{1}\right]\right\|+\left\|\left[\mu_{2}\right]\right\|+\epsilon
$$

and

$$
\left\|\left[\mu_{1}\right]\left[\mu_{2}\right]\right\|=\left\|\left[\sigma_{1} * \sigma_{2}\right]\right\| \leq\left\|\sigma_{1} * \sigma_{2}\right\| \leq\left\|\sigma_{1}\right\|\left\|\sigma_{2}\right\|<\left(\left\|\left[\mu_{1}\right]\right\|+\frac{\epsilon}{2}\right)\left(\left\|\left[\mu_{2}\right]\right\|+\frac{\epsilon}{2}\right) .
$$

Since $\epsilon$ is arbitrary, we have

$$
\left\|\left[\mu_{1}\right]+\left[\mu_{2}\right]\right\| \leq\left\|\left[\mu_{1}\right]\right\|+\left\|\left[\mu_{2}\right]\right\| \text { and }\left\|\left[\mu_{1}\right]\left[\mu_{2}\right]\right\| \leq\left\|\left[\mu_{1}\right]\right\|\left\|\left[\mu_{2}\right]\right\| .
$$

We also have $\left\|\left[\delta_{0}\right]\right\| \leq\left\|\delta_{0}\right\|=1$ and $\left\|\left[\delta_{0}\right]\right\|=\left\|\left[\delta_{0}\right]\left[\delta_{0}\right]\right\| \leq\left\|\left[\delta_{0}\right]\right\|^{2}$ which imply $\left\|\left[\delta_{0}\right]\right\|=1$ because $[0] \neq\left[\delta_{0}\right]$. Now $\|\cdot\|$ is a norm on $\overline{\mathcal{M}}(B[0, T])$ which completes the proof.
Theorem 3.3. $\overline{\mathcal{M}}(B[0, T])$ is a Banach algebra with unit.
Proof. It only remains to be shown that $\overline{\mathcal{M}}(B[0, T])$ is complete under the norm given by Lemma 3.2. Let $\left\{\left[\mu_{n}\right]\right\}_{n=1}^{\infty}$ be a Cauchy sequence of elements in $\overline{\mathcal{M}}(B[0, T])$ and take a subsequence $\left\{\left[\mu_{n_{k}}\right]\right\}_{k=1}^{\infty}$ of $\left\{\left[\mu_{n}\right]\right\}_{n=1}^{\infty}$ satisfying

$$
\left\|\left[\mu_{n_{k}}\right]-\left[\mu_{n_{k-1}}\right]\right\|<\frac{1}{2^{k}} \quad \text { for } k=2,3, \ldots
$$

Take $\sigma_{1} \in\left[\mu_{n_{1}}\right]$ with

$$
\left\|\sigma_{1}\right\|<\left\|\left[\mu_{n_{1}}\right]\right\|+1
$$

For each $k=2,3, \ldots$, take $\sigma_{k} \in\left[\mu_{n_{k}}-\mu_{n_{k-1}}\right]$ with

$$
\left\|\sigma_{k}\right\|<\left\|\left[\mu_{n_{k}}\right]-\left[\mu_{n_{k-1}}\right]\right\|+\frac{1}{2^{k}}
$$

Then we have

$$
\sum_{k=1}^{\infty}\left\|\sigma_{k}\right\|<\left\|\mu_{n_{1}}\right\|+\sum_{k=1}^{\infty} \frac{1}{2^{k-1}}<\infty
$$

Let $\mu=\sum_{k=1}^{\infty} \sigma_{k} \in \mathcal{M}(B[0, T])$. Then we also have

$$
\begin{aligned}
\left\|[\mu]-\left[\mu_{n_{k}}\right]\right\| & =\left\|[\mu]-\sum_{j=2}^{k}\left[\mu_{n_{j}}-\mu_{n_{j-1}}\right]-\left[\mu_{n_{1}}\right]\right\|=\left\|[\mu]-\sum_{j=1}^{k}\left[\sigma_{j}\right]\right\| \\
& \leq\left\|\sum_{j=k+1}^{\infty} \sigma_{j}\right\| \leq \sum_{j=k+1}^{\infty}\left\|\sigma_{j}\right\| \leq \sum_{j=k+1}^{\infty} \frac{1}{2^{j-1}}=\frac{1}{2^{k-1}},
\end{aligned}
$$

which converges to 0 as $k \rightarrow \infty$. Since $\left\{\left[\mu_{n}\right]\right\}_{n=1}^{\infty}$ is a Cauchy sequence it follows that

$$
\lim _{n \rightarrow \infty}\left\|[\mu]-\left[\mu_{n}\right]\right\|=0
$$

so that $\overline{\mathcal{M}}(B[0, T])$ is complete as desired.

## 4. A Banach algebra of transforms of measures

In this section, we introduce a Banach algebra of generalized Fourier-Stieltjes transforms of the $\mathbb{C}$-valued finite Borel measures over $B[0, T]$.

Let $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ be the space of functions of the form

$$
\begin{equation*}
F(x)=\int_{B[0, T]} J(x, f) d \mu(f) \tag{4.1}
\end{equation*}
$$

for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$, where $\mu \in \mathcal{M}(B[0, T])$ and where $J$ is defined by (3.1). Here we take

$$
\|F\|^{\prime}=\inf \{\|\mu\|\}
$$

where the infimum is taken over all $\mu$ 's; so that $F$ and $\mu$ are related by (4.1). By using the same method as the proof of Lemma 3.2 , we can prove that $\left(\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime},\|\cdot\|^{\prime}\right)$ is a normed space over $\mathbb{C}$.

Lemma 4.1. For each positive integer $n$, let $F_{n} \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ with

$$
\sum_{n=1}^{\infty}\left\|F_{n}\right\|^{\prime}<\infty
$$

Then the sum defined by

$$
\begin{equation*}
F(x) \equiv \sum_{n=1}^{\infty} F_{n}(x), \quad \text { for } w_{\alpha, \beta ; \varphi} \text {-almost everywhere } x \in C[0, T] \tag{4.2}
\end{equation*}
$$

converges absolutely and uniformly, and it is an element of $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$.
Proof. For each positive integer $n$, take $\mu_{n} \in \mathcal{M}(B[0, T])$ such that

$$
\left\|\mu_{n}\right\|<\left\|F_{n}\right\|^{\prime}+\frac{1}{2^{n}}
$$

and $F_{n}$ and $\mu_{n}$ are related by (4.1). Then, for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in$ $C[0, T]$,

$$
\sum_{n=1}^{\infty}\left|F_{n}(x)\right| \leq \sum_{n=1}^{\infty}\left\|\mu_{n}\right\| \leq \sum_{n=1}^{\infty}\left(\left\|F_{n}\right\|^{\prime}+\frac{1}{2^{n}}\right)=\sum_{n=1}^{\infty}\left\|F_{n}\right\|^{\prime}+1<\infty
$$

Hence the absolute and uniform convergences of the right-hand side of (4.2) follow for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$. Define $\mu \in \mathcal{M}(B[0, T])$ by $\mu=\sum_{n=1}^{\infty} \mu_{n}$. For $f \in B[0, T]$ and $x \in C[0, T]$, let

$$
J_{k}(x, f)=\exp \left\{\frac{m}{2^{k}} \pi i\right\}
$$

when, for $m=-2^{k}+1,-2^{k}+2, \ldots, 2^{k} ; k=1,2, \ldots$,

$$
\frac{m-1}{2^{k}} \pi<\operatorname{Arg} J(x, f) \leq \frac{m}{2^{k}} \pi .
$$

Then $J_{k}(x, \cdot)$ is a simple function with respect to each of the measures $\mu_{1}, \mu_{2}$, $\ldots$, and $\mu$, and

$$
\lim _{k \rightarrow \infty} J_{k}(x, f)=J(x, f)
$$

uniformly for all $f \in B[0, T]$. Since $J_{k}(x, \cdot)$ is a simple function and $\sum_{n=1}^{\infty}\left\|\mu_{n}\right\|$ converges, it follows that

$$
\int_{B[0, T]} J_{k}(x, f) d \mu(f)=\sum_{n=1}^{\infty} \int_{B[0, T]} J_{k}(x, f) d \mu_{n}(f)
$$

uniformly. Taking limits on the both sides of the above equality, we obtain

$$
\begin{aligned}
\int_{B[0, T]} J(x, f) d \mu(f) & =\lim _{k \rightarrow \infty} \int_{B[0, T]} J_{k}(x, f) d \mu(f) \\
& =\lim _{k \rightarrow \infty} \sum_{n=1}^{\infty} \int_{B[0, T]} J_{k}(x, f) d \mu_{n}(f) \\
& =\sum_{n=1}^{\infty} \lim _{k \rightarrow \infty} \int_{B[0, T]} J_{k}(x, f) d \mu_{n}(f) \\
& =\sum_{n=1}^{\infty} F_{n}(x)=F(x)
\end{aligned}
$$

for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$; so that $F \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$.
Theorem 4.2. $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is a Banach space.
Proof. It suffices to be shown that $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is complete under the norm $\|\cdot\|^{\prime}$. Let $\left\{F_{n}\right\}_{n=1}^{\infty}$ be a Cauchy sequence of elements in $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, and take a subsequence $\left\{F_{n_{k}}\right\}_{k=1}^{\infty}$ of $\left\{F_{n}\right\}_{n=1}^{\infty}$ satisfying

$$
\left\|F_{n_{k}}-F_{n_{k-1}}\right\|^{\prime}<\frac{1}{2^{k}} \quad \text { for } k=2,3, \ldots
$$

Let $G_{1}=F_{n_{1}}$ and $G_{k}=F_{n_{k}}-F_{n_{k-1}}$ for $k=2,3, \ldots$ Then $\sum_{k=1}^{\infty}\left\|G_{k}\right\|^{\prime}<\infty$ and each $G_{k} \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$. By Lemma 4.1, there exists a function $G \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ such that

$$
G(x)=\sum_{k=1}^{\infty} G_{k}(x)
$$

for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$. Let $\left\{\mu_{k}\right\}_{k=1}^{\infty}$ be a sequence of measures in $\mathcal{M}(B[0, T])$ such that $G_{k}$ and $\mu_{k}$ are related by (4.1) with

$$
\left\|\mu_{k}\right\|<\left\|G_{k}\right\|^{\prime}+\frac{1}{2^{k}}
$$

By Lemma 4.1, $G$ and $\sum_{k=1}^{\infty} \mu_{k}$ are related by (4.1). Now, for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$,

$$
G(x)-F_{n_{k}}(x)=G(x)-\sum_{j=1}^{k} G_{j}(x)=\int_{B[0, T]} J(x, f) d\left(\sum_{j=k+1}^{\infty} \mu_{j}\right)(f) ;
$$

so that

$$
\left\|G-F_{n_{k}}\right\|^{\prime} \leq\left\|\sum_{j=k+1}^{\infty} \mu_{j}\right\| \leq \sum_{j=k+1}^{\infty}\left\|\mu_{j}\right\| \leq \sum_{j=k+1}^{\infty}\left(\left\|G_{j}\right\|^{\prime}+\frac{1}{2^{j}}\right) \leq \frac{1}{2^{k-1}}
$$

which converges to 0 as $k \rightarrow \infty$. Since $\left\{F_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence, it follows that

$$
\lim _{n \rightarrow \infty}\left\|G-F_{n}\right\|^{\prime}=0
$$

which proves this theorem.
Theorem 4.3. The space $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is a Banach algebra with unit. Moreover, $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is isometrically isomorphic to $\overline{\mathcal{M}}(B[0, T])$.

Proof. Let $F, G \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, and let $\epsilon>0$ be arbitrary. Let $F, G$ and $\mu, \nu$ be related by (4.1), respectively, with

$$
\|\mu\|<\|F\|^{\prime}+\epsilon \text { and }\|\nu\|<\|G\|^{\prime}+\epsilon
$$

It is not difficult to show that $F G$ and $\mu * \nu$ are related by (4.1). Moreover,

$$
\|F G\|^{\prime} \leq\|\mu * \nu\| \leq\|\mu\|\|\nu\|<\left(\|F\|^{\prime}+\epsilon\right)\left(\|G\|^{\prime}+\epsilon\right)
$$

so that

$$
\|F G\|^{\prime} \leq\|F\|^{\prime}\|G\|^{\prime}
$$

since $\epsilon$ is arbitrary. The constant function 1 is the unit of $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, since 1 and $\delta_{0}$ are related by (4.1). By the definition of $\|\cdot\|^{\prime}$, we have $\|1\|^{\prime} \leq\left\|\delta_{0}\right\|=1$. Since $\|1\|^{\prime}=\left\|1^{2}\right\|^{\prime} \leq\|1\|^{\prime} \cdot\|1\|^{\prime}$ and $1 \neq 0$, we have $1 \leq\|1\|^{\prime} ;$ so that $\|1\|^{\prime}=1$ and $\mathcal{S}_{\alpha, \beta ; \varphi}^{\prime}$ is a Banach algebra with unit by Theorem 4.2. Define $\phi: \overline{\mathcal{M}}(B[0, T]) \rightarrow \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ by

$$
\phi([\mu])=\int_{B[0, T]} J(x, f) d \mu(f)
$$

for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$. Let $c_{1}, c_{2} \in \mathbb{C}$ and $\left[\mu_{1}\right],\left[\mu_{2}\right] \in \overline{\mathcal{M}}(B[0, T])$. If $\left[\mu_{1}\right]=\left[\mu_{2}\right]$, then $\mu_{1} \sim \mu_{2}$. By the definition of $\sim$, we have $\phi\left(\left[\mu_{1}\right]\right)=\phi\left(\left[\mu_{2}\right]\right)$, which implies that $\phi$ is well-defined. Now we have

$$
\begin{aligned}
\phi\left(c_{1}\left[\mu_{1}\right]+c_{2}\left[\mu_{2}\right]\right) & =\phi\left(\left[c_{1} \mu_{1}+c_{2} \mu_{2}\right]\right) \\
& =\int_{B[0, T]} J(x, f) d\left(c_{1} \mu_{1}+c_{2} \mu_{2}\right)(f) \\
& =c_{1} \phi\left(\left[\mu_{1}\right]\right)+c_{2} \phi\left(\left[\mu_{2}\right]\right) .
\end{aligned}
$$

Since $J(x, f+g)=J(x, f) J(x, g)$, for $f, g \in B[0, T]$ and for $w_{\alpha, \beta ; \varphi^{-}}$-almost everywhere $x \in C[0, T]$, we also have

$$
\begin{aligned}
\phi\left(\left[\mu_{1}\right]\left[\mu_{2}\right]\right) & =\phi\left(\left[\mu_{1} * \mu_{2}\right]\right) \\
& =\int_{B[0, T]} J(x, f) d\left(\mu_{1} * \mu_{2}\right)(f) \\
& =\int_{B[0, T]} \int_{B[0, T]} J(x, f+g) d \mu_{1}(f) d \mu_{2}(g) \\
& =\left[\int_{B[0, T]} J(x, f) d \mu_{1}(f)\right]\left[\int_{B[0, T]} J(x, g) d \mu_{2}(g)\right] \\
& =\phi\left(\left[\mu_{1}\right]\right) \phi\left(\left[\mu_{2}\right]\right) .
\end{aligned}
$$

By the definition of $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, it is obvious that $\phi$ is onto. If $\phi\left(\left[\mu_{1}\right]\right)=\phi\left(\left[\mu_{2}\right]\right)$, then

$$
\int_{B[0, T]} J(x, f) d \mu_{1}(f)=\phi\left(\left[\mu_{1}\right]\right)=\phi\left(\left[\mu_{2}\right]\right)=\int_{B[0, T]} J(x, f) d \mu_{2}(f)
$$

for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$; so that $\mu_{1} \sim \mu_{2}$. Thus we have $\left[\mu_{1}\right]=$ [ $\mu_{2}$ ], which implies that $\phi$ is one-to-one. Moreover, we have

$$
\begin{aligned}
\left\|\phi\left(\left[\mu_{1}\right]\right)\right\|^{\prime} & =\left\|\int_{B[0, T]} J(\cdot, f) d \mu_{1}(f)\right\|^{\prime}=\inf \left\{\|\mu\|: \mu \in \mathcal{M}(B[0, T]) \text { and } \mu \sim \mu_{1}\right\} \\
& =\inf \left\{\|\mu\|: \mu \in\left[\mu_{1}\right]\right\}=\left\|\left[\mu_{1}\right]\right\| ;
\end{aligned}
$$

so that $\phi$ is an isometric Banach algebra isomorphism.
Theorem 4.4. $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime} \subseteq \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$, which is the Banach algebra of functions given by (2.1).

Proof. If $F \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, then there exists $\mu^{\prime} \in \mathcal{M}(B[0, T])$ such that (4.1) holds. Note that $B[0, T] \subseteq L_{\alpha, \beta}^{2}[0, T]$; so that if $E \in \mathcal{B}\left(L_{\alpha, \beta}^{2}[0, T]\right)$, then $E \cap B[0, T] \in \mathcal{A}^{\prime}$ by the definition of $\mathcal{A}^{\prime}$. Define a measure $\mu$ on $L_{\alpha, \beta}^{2}[0, T]$ by

$$
\mu(E)=\mu^{\prime}(E \cap B[0, T]) \text { for all } E \in \mathcal{B}\left(L_{\alpha, \beta}^{2}[0, T]\right)
$$

Then we have, for $w_{\alpha, \beta ; \varphi}$-almost everywhere $x \in C[0, T]$,

$$
\begin{align*}
F(x) & =\int_{B[0, T]} J(x, f) d \mu^{\prime}(f)=\int_{B[0, T]} \exp \left\{i I_{\alpha, \beta}(f)(x)\right\} d \mu^{\prime}(f) \\
& =\int_{L_{\alpha, \beta}^{2}[0, T]} \exp \left\{i I_{\alpha, \beta}(f)(x)\right\} d \mu(f) \tag{4.3}
\end{align*}
$$

by Theorem 3.8 of [3], which completes the proof.
Remark 4.5. It is not obvious whether $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is isometrically embedded in $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$ or not. By Theorem 4.4, we can know that $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is only a subspace of $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$ as a vector space.

Corollary 4.6. If $F \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, then $\|F\| \leq\|F\|^{\prime}$, where $\|F\|$ is the norm of $F$ in $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$; so that $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is continuously embedded in $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$.
Proof. Let $F \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$. Take any $\mu^{\prime}$ in $\mathcal{M}(B[0, T])$ such that (4.1) holds. Let $\mu$ be the measure defined in the proof of Theorem 4.4. Since $F$ and $\mu$ are related by (2.1) from (4.3), we have $\|F\| \leq\|\mu\|$; so that

$$
\|F\| \leq\|\mu\|=\operatorname{var}_{B[0, T]} \mu+\operatorname{var}_{L_{\alpha, \beta}^{2}[0, T]-B[0, T]} \mu=\operatorname{var}_{B[0, T]} \mu^{\prime}+0=\left\|\mu^{\prime}\right\|
$$

Since $\mu^{\prime}$ is an arbitrary measure satisfying (4.1), we have

$$
\|F\| \leq \inf \left\{\left\|\mu^{\prime}\right\|\right\}=\|F\|^{\prime}
$$

so that the proof of this corollary is completed.

Remark 4.7. Assume that the following condition [4] holds: $\varphi$ is a probability measure on $\mathbb{R}, \alpha$ is absolutely continuous, $\beta^{\prime}$ is continuous, positive, and bounded away from 0 , and $L_{\alpha, \beta}^{2}[0, T]=L_{0, \beta}^{2}[0, T]$ as sets. Then $\|F\|=\|F\|^{\prime}$, for $F \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, by the uniqueness of the measure which is related by (4.1); so that $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ is isometrically embedded in $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$. In particular, if $\alpha(t)=0, \beta(t)=t$ for $t \in[0, T]$, and $\varphi=\delta_{0}$, then we have $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}=\mathcal{S}^{\prime}$ and $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}=\mathcal{S}$, where $\mathcal{S}^{\prime}$ and $\mathcal{S}$ are the spaces of Fourier-Stieltjes transforms of measures of finite variation on $B[0, T]$ and $L^{2}[0, T]$, respectively. So that $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$ and $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}$ generalize $\mathcal{S}^{\prime}$ and $\mathcal{S}$ in [2], respectively.

## 5. Applications to the analytic Feynman integrals

Feynman integrals are introduced by Feynman in his formulation of quantum mechanics, but they are inadequate mathematically [6]. One of approaches to define rigorously them, is to use an analytic continuation from real to imaginary time, which is now called the analytic Feynman integral [7].

In this section we evaluate analytic Feynman integrals of the functions in $\overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, which play important roles in treating the heat equation and the Schrödinger equation by integration over the Wiener space [1].

Theorem 5.1. For $\mu \in \mathcal{M}(B[0, T])$ and $F \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, let $F$ and $\mu$ be related by (4.1). Then we have, for $\lambda>0$,

$$
\begin{equation*}
J_{F}(\lambda)=\varphi(\mathbb{R}) \int_{B[0, T]} \exp \left\{-\frac{1}{2 \lambda} \int_{0}^{T}[f(t)]^{2} d \beta(t)+i \lambda^{-\frac{1}{2}} \int_{0}^{T} f(t) d \alpha(t)\right\} d \mu(f) . \tag{5.1}
\end{equation*}
$$

In addition, if there exists $M>0$ satisfying

$$
\begin{equation*}
\int_{B[0, T]} \exp \left\{\operatorname{Re}\left(i \lambda^{-\frac{1}{2}}\right) \int_{0}^{T} f(t) d \alpha(t)\right\} d|\mu|(f) \leq M \tag{5.2}
\end{equation*}
$$

for any $\lambda \in \mathbb{C}_{+}$, then $\int_{C[0, T]}^{a n w_{\lambda}} F(x) d w_{\alpha, \beta ; \varphi}(x)$ is given by the right-hand side of (5.1). Moreover, if (5.2) holds for all $\lambda \in\{z \in \mathbb{C}: \operatorname{Re} z \geq 0, z \neq 0\}$, then, for any nonzero real $q, \int_{C[0, T]}^{a n f_{q}} F(x) d w_{\alpha, \beta ; \varphi}(x)$ is given by the right-hand side of (5.1) with replacing $\lambda$ by -iq.

Proof. Let $\varphi_{0}=\frac{1}{\varphi(\mathbb{R})} \varphi$. Then $\varphi_{0}$ is a probability measure on $\mathbb{R}$; so that $w_{\alpha, \beta ; \varphi_{0}}$ is also a probability measure on $C[0, T]$, and $w_{\alpha, \beta ; \varphi}=\varphi(\mathbb{R}) w_{\alpha, \beta ; \varphi_{0}}$ by their definitions. Now the null sets with respect to $w_{\alpha, \beta ; \varphi}$ are equivalent to the null sets with respect to $w_{\alpha, \beta ; \varphi_{0}}$. Moreover, as a function on $\left(C[0, T], w_{\alpha, \beta ; \varphi_{0}}\right), \int_{0}^{T} f(t) d x(t)$ is normally distributed with the mean $\int_{0}^{T} f(t) d \alpha(t)$ and the variance $\|f\|_{0, \beta}^{2}$ for
$f \in L_{\alpha, \beta}^{2}[0, T]$ (see [3]). We now have, for $\lambda>0$,

$$
\begin{aligned}
J_{F}(\lambda) & =\int_{C[0, T]} F\left(\lambda^{-\frac{1}{2}} x\right) d w_{\alpha, \beta ; \varphi}(x) \\
& =\varphi(\mathbb{R}) \int_{B[0, T]} \int_{C[0, T]} \exp \left\{i \lambda^{-\frac{1}{2}} \int_{0}^{T} f(t) d x(t)\right\} d w_{\alpha, \beta ; \varphi_{0}}(x) d \mu(f) \\
& =\varphi(\mathbb{R}) \int_{B[0, T]} \exp \left\{-\frac{1}{2 \lambda} \int_{0}^{T}[f(t)]^{2} d \beta(t)+i \lambda^{-\frac{1}{2}} \int_{0}^{T} f(t) d \alpha(t)\right\} d \mu(f),
\end{aligned}
$$

by Fubini's theorem, since $B[0, T] \subseteq L_{\alpha, \beta}^{2}[0, T]$, which proves (5.1). If (5.2) holds, then we have the remainder part of this theorem by the analytic continuation and the dominated convergence theorem.

By letting $M=\|\mu\|$ in (5.2) of Theorem 5.1, we now have the following corollary.

Corollary 5.2. For $\mu \in \mathcal{M}(B[0, T])$ and $F \in \overline{\mathcal{S}}_{\alpha, \beta ; \varphi}^{\prime}$, let $F$ and $\mu$ be related by (4.1). If $\int_{0}^{T} f(t) d \alpha(t)=0$ for $\mu$ almost everywhere $f \in B[0, T]$, then we have, for any $\lambda \in \mathbb{C}_{+}$,

$$
\begin{equation*}
\int_{C[0, T]}^{a n w_{\lambda}} F(x) d w_{\alpha, \beta ; \varphi}(x)=\varphi(\mathbb{R}) \int_{B[0, T]} \exp \left\{-\frac{1}{2 \lambda} \int_{0}^{T}[f(t)]^{2} d \beta(t)\right\} d \mu(f) . \tag{5.3}
\end{equation*}
$$

Moreover, for any nonzero real $q, \int_{C[0, T]}^{a n f_{q}} F(x) d w_{\alpha, \beta ; \varphi}(x)$ is given by the right-hand side of (5.3) with replacing $\lambda$ by -iq.

Remark 5.3. All the results of this paper are independent of choice of the initial measure $\varphi$; that is, they does not depend on particular initial positions of the generalized Wiener paths.

Acknowledgments. This work was supported by Kyonggi University Research Grant 2017.

## References

1. S. A. Albeverio, R. J. Høegh-Krohn, and S. Mazzucchi, Mathematical theory of Feynman path integrals, An introduction, 2nd edition, Lecture Notes in Math., 523, Springer-Verlag, Berlin, 2008.
2. R. H. Cameron and D. A. Storvick, Some Banach algebras of analytic Feynman integrable functionals, Analytic functions, Kozubnik 1979 (Proc. Seventh Conf., Kozubnik, 1979), pp. 18-67, Lecture Notes in Math., 798, Springer, Berlin-New York, 1980.
3. D. H. Cho, Measurable functions similar to the Itô integral and the Paley-Wiener-Zygmund integral over continuous paths, Priprint.
4. D. H. Cho, A Banach algebra similar to the Cameron-Storvick's one with its equivalent spaces, J. Funct. Spaces (accepted).
5. D. H. Cho, A Banach algebra and its equivalent space over continuous paths with a positive measure, Preprint.
6. R. P. Feynman, Space-time approach to non-relativistic quantum mechanics, Rev. Modern Physics 20 (1948), 367-387.
7. G. Kallianpur and C. Bromley, Generalized Feynman integrals using analytic continuation in several complex variables, Stochastic analysis and applications, 217-267, Adv. Probab. Related Topics, 7, Dekker, New York, 1984.
8. I. D. Pierce, On a family of generalized Wiener spaces and applications [Ph.D. thesis], University of Nebraska-Lincoln, Lincoln, Neb, USA, 2011.
9. K. S. Ryu, The generalized analogue of Wiener measure space and its properties, Honam Math. J. 32 (2010), no. 4, 633-642.
10. K. S. Ryu, The translation theorem on the generalized analogue of Wiener space and its applications, J. Chungcheong Math. Soc. 26 (2013), no. 4, 735-742.

Department of Mathematics, Kyonggi University, Suwon 16227, Republic of Korea.

E-mail address: j94385@kyonggi.ac.kr


[^0]:    Copyright 2018 by the Tusi Mathematical Research Group.
    Date: Received: Feb. 11, 2018; Accepted: May 14, 2018.
    2010 Mathematics Subject Classification. Primary 46J10; Secondary 28C20, $60 H 05$.
    Key words and phrases. Banach algebra, Feynman integral, Itô integral, Paley-WienerZygmund integral, Wiener space.

