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# NORM ESTIMATES FOR RESOLVENTS OF LINEAR OPERATORS IN A BANACH SPACE AND SPECTRAL VARIATIONS 

MICHAEL GIL ${ }^{\prime}$<br>Communicated by C. Lizama


#### Abstract

Let $P_{t}(a \leq t \leq b)$ be a function whose values are projections in a Banach space. The paper is devoted to bounded linear operators $A$ admitting the representation $$
A=\int_{a}^{b} \phi(t) d P_{t}+V
$$ where $\phi(t)$ is a scalar function and $V$ is a compact quasi-nilpotent operator such that $P_{t} V P_{t}=V P_{t}(a \leq t \leq b)$. We obtain norm estimates for the resolvent of $A$ and a bound for the spectral variation of $A$. In addition, the representation for the resolvents of the considered operators is established via multiplicative operator integrals. That representation can be considered as a generalization of the representation for the resolvent of a normal operator in a Hilbert space. It is also shown that the considered operators are Kreiss-bounded. Applications to integral operators in $L^{p}$ are also discussed. In particular, bounds for the upper and lower spectral radius of integral operators are derived.


## 1. Introduction

Throughout this paper $\mathcal{X}$ is a Banach space with the approximation property; that is, any compact operator in $\mathcal{X}$ is a limit in the operator norm of finite rank operators, see [22]; $\mathcal{B}(\mathcal{X})$ is the set of all bounded operators in $\mathcal{X}$, and $I$ is the unit operator in $\mathcal{X}$. For an $A \in \mathcal{B}(\mathcal{X}), A^{*}$ is the operator adjoint to $A, \sigma(A)$ denotes

[^0]the spectrum, $R_{\lambda}(A)=(A-\lambda I)^{-1}$ is the resolvent, and $\rho(A, \lambda):=\inf _{t \in \sigma(A)}|\lambda-t|$ is the distance between $\lambda \in \mathbb{C}$ and $\sigma(A)$. In addition,
$$
\operatorname{sv}_{A}(\tilde{A}):=\sup _{\mu \in \sigma(\tilde{A})} \inf _{\lambda \in \sigma(A)}|\mu-\lambda|
$$
is the spectral variation of an operator $\tilde{A} \in \mathcal{B}(\mathcal{X})$ with respect to $A$.
In the present paper we consider a class of operators from $\mathcal{B}(\mathcal{X})$ having rather rich sets of invariant subspaces and admitting the triangular representation.

The deep theory of triangular representations of nonselfadjoint operators in a Hilbert space $\mathcal{H}$ via integrals along maximal chains has been developed in the works of M.S. Brodskii, I. C. Gohberg, M.G. Krein, L.A. Sakhnovich, and other mathematicians; see $[2,3,15,17,24]$ and references therein. We particularly extend some of the representations investigated in the mentioned works.

In the 1930, Carleman established a norm estimate for the resolvent of a Schatten-von Neumann operator via the regularized determinant; see [6]. In [12] that estimate has been slightly refined. In [11] the author has obtained a sharp norm estimate for the resolvent of a Schatten-von Neumann operator $A$ in terms of $\rho(A, \lambda)$. The results of paper [11] have been extended to various nonselfadjoint operators in a Hilbert space [13, 14]. In the present paper for the resolvents of the considered operators in $\mathcal{X}$, we obtain a norm estimate in terms of $\rho(A, \lambda)$. It gives us a bound for $s v_{A}(\tilde{A})$. It should be noted that the spectral variations mainly investigated in the cases of finite rank operators and operators in a Hilbert space; see [1, 25] (see also [14] and references therein).

We discuss applications of the above pointed results to integral operators. In particular, inequalities for the upper and lower spectral radii of the HilleTamarkin integral operators are suggested.

An operator $T \in \mathcal{B}(\mathcal{X})$ is said to be Kreiss bounded, if

$$
\left\|(\lambda I-T)^{-1}\right\| \leq \frac{c_{0}}{|\lambda|-1} \quad\left(|\lambda|>1, c_{0}=\text { const }>0\right)
$$

see papers [21, 26]. In particular, in these papers it was shown that the operator of the indefinite integration is Kreiss-bounded. Below we show that the operators considered in this paper are Kreiss-bounded. In addition, we suggest the representation for resolvents via the multiplicative operator integrals. That representation can be considered as a generalization of the representation for the resolvents of normal operators in a Hilbert space.

A few words about the contents. The paper consists of 10 sections.
In Section 2 we introduce the notion of the maximal chain of projections in $\mathcal{X}$ and consider some properties of operators with invariant maximal chains.

Section 3 is devoted to projection functions whose values form continuous maximal chains and to operators commuting with these projection functions. In addition, the notion of the triangular representation is introduced for operators having invariant continuous projection functions.

In Section 4, norm estimates are derived for the resolvents of the operators admitting the triangular representations. In Section 5 these estimates are applied
to the spectral variations of the considered operators. Sections 6-8 are devoted to applications of the above pointed results to integral operators in $L^{p}$.

The representation for the resolvents of the considered operators via multiplicative operator integrals is presented in Section 9.

Section 10 deals with operators in a Hilbert space having Shatten-von Neumann Hermitian components. Note that in paper [10] the representation of the resolvent of such operators via the spectral measure has been suggested without the proof. In [12, Chapter 10] and [14, Section 9.9] short proofs of the main result from [10] are given. In Section 10 below we considerably refine the just mentioned results from [12] and [14].

## 2. Maximal chains of projections

For two projections $P_{1}$ and $P_{2}$ in $\mathcal{X}\left(P_{1} \neq P_{2}\right)$, we write $P_{1}<P_{2}$ if $P_{1} P_{2}=$ $P_{2} P_{1}=P_{1}$ (and thus $P_{1} \mathcal{X} \subset P_{2} \mathcal{X}$ ). A set $\mathcal{P}$ of projections in $\mathcal{X}$, containing at least two projections, is called a chain (of projections), if from $P_{1}, P_{2} \in \mathcal{P}$ with $P_{1} \neq P_{2}$ it follows that either $P_{1}<P_{2}$ or $P_{1}>P_{2}$.

Let $P^{-}, P^{+} \in \mathcal{P}$, and let $P^{-}<P^{+}$. If for every $P \in \mathcal{P}$ we have either $P<P^{-}$or $P>P^{+}$, then the pair $\left(P^{+}, P^{-}\right)$is called a gap of $\mathcal{P}$. Besides, $\operatorname{dim}\left(P_{+}-P_{-}\right) \mathcal{X}$ is the dimension of the gap. A chain which does not have gaps is called a continuous chain.

A projection $P$ in $\mathcal{X}$ is called a limit projection of a chain $\mathcal{P}$ if there exists a sequence $P_{k} \in \mathcal{P}(k=1,2, \ldots)$ which strongly converges to $P$. A chain is said to be closed if it contains all its limit projections.

Definition 2.1. A chain $\mathcal{P}$ is said to be maximal if it is closed, contains 0 and $I$, all its gaps (if they exist) are one dimensional, and $\sup _{P \in \mathcal{P}}\|P\|<\infty$.

We will say that a maximal chain $\mathcal{P}$ is invariant for $A \in \mathcal{B}(\mathcal{X})$, or $A$ has a maximal invariant chain $\mathcal{P}$, if $P A P=A P$ for any $P \in \mathcal{P}$.

Lemma 2.2. Let $P_{1}$ and $P_{2}$ be two invariant projections of $A$, and let $P_{1}<P_{2}$. Then $P_{2}^{*}-P_{1}^{*}$ is an invariant projection of $P_{2}^{*} A^{*}$.

Proof. Since $P_{2} P_{1}=P_{1} P_{2}=P_{1}$, we have

$$
\begin{aligned}
\left(P_{2}-P_{1}\right) A\left(P_{2}-P_{1}\right) & =P_{2} A P_{2}-P_{2} A P_{1}-P_{1} A P_{2}+P_{1} A P_{1} \\
& =A P_{2}-P_{2} P_{1} A P_{1}-P_{1} A P_{2}+A P_{1} \\
& =A P_{2}-P_{1} A P_{1}-P_{1} A P_{2}+A P_{1} \\
& =\left(P_{2}-P_{1}\right) A P_{2} .
\end{aligned}
$$

As claimed.
Let us prove the following result.
Lemma 2.3. Let a compact operator $V \in \mathcal{B}(\mathcal{X})$ have a maximal invariant chain $\mathcal{P}$. If, in addition,

$$
\begin{equation*}
\left(P^{+}-P^{-}\right) V\left(P^{+}-P^{-}\right)=0 \tag{2.1}
\end{equation*}
$$

for every gap $\left(P^{+}, P^{-}\right)$of $\mathcal{P}$ (if it exists), then $V$ is a quasi-nilpotent operator; that is, $\sigma(V)=\{0\}$.

Proof. Indeed, since $\left(P^{+}-P^{-}\right) V\left(P^{+}-P^{-}\right)$is one dimensional, by the previous lemma we have $\left(P^{+}-P^{-}\right)^{*} V^{*}\left(P^{+}-P^{-}\right)^{*} h=\mu\left(P^{+}-P^{-}\right)^{*} h=V^{*}\left(P^{+}-P^{-}\right)^{*} h$ $\left(\mu \in \mathbb{C}, h \in \mathcal{X}^{*}\right)$. So $\mu$ is an eigenvalue of $V$ and $\left(P^{+}-P^{-}\right) h$ is the corresponding eigenvector. By (2.1) $\mu=0$. Moreover, at the points of the continuity of $\mathcal{P}$ operator $V$ does not have eigenvectors. So $V$ does not have nonzero eigenvalues; but $V$ is compact. So it is quasi-nilpotent.

In particular, if a compact operator has a continuous invariant chain, then it is quasi-nilpotent.

We need also the following lemma.
Lemma 2.4. Let $V$ be a compact quasi-nilpotent operator having a maximal invariant chain $\mathcal{P}$. Then equality (2.1) holds for every gap $\left(P^{+}, P^{-}\right)$of $\mathcal{P}$ (if it exists).

Proof. As it is shown in the proof of the previous lemma, $\left(P^{+}-P^{-}\right)^{*} V^{*}\left(P^{+}-\right.$ $\left.P^{-}\right)^{*} h=\mu\left(P_{2}-P_{1}\right)^{*} h$, where $\mu$ is an eigenvalue of $V^{*}$. But $V^{*}$ is quasi-nilpotent. So $\mu=0$. This proves the lemma.

In the what follows the expression $\left(P^{+}-P^{-}\right) T\left(P^{+}-P^{-}\right)$for a $T \in \mathcal{B}(\mathcal{X})$ will be called the block of the gap $\left(P^{+}, P^{-}\right)$of $\mathcal{P}$ on $T$.

Lemma 2.5. Let $V_{1}$ and $V_{2}$ be compact quasi-nilpotent operators having a joint maximal invariant chain $\mathcal{P}$. Then $V_{1}+V_{2}$ is a quasi-nilpotent operator having the same maximal invariant chain.

Proof. Since the blocks of the gaps of $\mathcal{P}$ on both $V_{1}$ and $V_{2}$, if they exist, are zero (due to Lemma 2.4), the blocks of the gaps of $\mathcal{P}$ on $V_{1}+V_{2}$ are also zero. Now the required result is due to Lemma 2.3.

Lemma 2.6. Let $V$ and $B$ be bounded linear operators in $\mathcal{X}$ having a joint maximal invariant chain $\mathcal{P}$. In addition, let $V$ be a compact quasi-nilpotent operator. Then VB and $B V$ are quasi-nilpotent and $\mathcal{P}$ is their maximal invariant chain.

Proof. It is obvious that

$$
P V B P=V P B P=V B P \quad(P \in \mathcal{P})
$$

Now let $Q=P^{+}-P^{-}$for a gap $\left(P^{+}, P^{-}\right)$. Then according to Lemma 2.4 equality (2.1) holds. Further, we have $Q V P^{-}=Q B P^{-}=0$ and

$$
\begin{aligned}
Q V B Q & =Q V B\left(P^{+}-P^{-}\right)=Q V\left(P^{+} B P^{+}-P^{-} B P^{-}\right) \\
& =Q V\left[\left(P^{-}+Q\right) B\left(P^{-}+Q\right)-P^{-} B P^{-}\right]=Q V Q B Q=0 .
\end{aligned}
$$

Due to Lemma 2.3, this relation implies that $V B$ is a quasi-nilpotent operator. Similarly we can prove that $B V$ is quasi-nilpotent.

Lemma 2.7. Let $V$ and $B$ be bounded linear operators in $\mathcal{X}$ having a joint maximal invariant chain $\mathcal{P}$. In addition, let $V$ be a compact quasi-nilpotent operator and the regular set of $B$ be simply connected. Then $\sigma(B+V)=\sigma(B)$.

Proof. We have

$$
P R_{\lambda}(B) P=-\sum_{k=0}^{\infty} P \frac{B^{k}}{\lambda^{k+1}} P=R_{\lambda}(B) P \quad(|\lambda|>\|B\|, P \in \mathcal{P})
$$

Since the set of regular points of $B$ is simply connected, by the resolvent identity one can extend the equality $P R_{\lambda}(B) P=R_{\lambda}(B) P$ to all regular $\lambda$ of $B$ (see also [23, pp. 32-33]).

Put $T=B+V$. For any $\lambda \notin \sigma(B)$, an operator $V R_{\lambda}(B)$ is quasi-nilpotent due to Lemma 2.6. So $I+V R_{\lambda}(B)$ is boundedly invertible, and therefore,

$$
R_{\lambda}(T)=(B+V-\lambda I)^{-1}=R_{\lambda}(B)\left(I+V R_{\lambda}(B)\right)^{-1} \quad(\lambda \notin \sigma(B))
$$

Hence it follows that $\lambda$ is a regular point for $T$. Consequently,

$$
\begin{equation*}
\sigma(T) \subseteq \sigma(B) \tag{2.2}
\end{equation*}
$$

So the regular set of $T$ is also simply connected.
Now let $\lambda \notin \sigma(T)$. Since $\mathcal{P}$ is invariant for $T$, as above we can show that $\mathcal{P}$ is invariant for $R_{\lambda}(T)$. Then operator $V R_{\lambda}(T)$ is quasi-nilpotent due to Lemma 2.6. So $I-V R_{\lambda}(T)$ is boundedly invertible. Furthermore, according to the equality $B=T-V$, we get

$$
R_{\lambda}(B)=(T-V-\lambda I)^{-1}=R_{\lambda}(T)\left(I-V R_{\lambda}(T)\right)^{-1}
$$

Hence, it follows that $\lambda$ is a regular point also for $B$, and therefore $\sigma(B) \subseteq \sigma(T)$. This proves the result.

## 3. Operators having continuous maximal chains

Definition 3.1. Let $P_{t}(t \in[a, b])$ be a function defined on a finite segment $[a, b]$, whose values form a maximal continuous chain $\mathcal{P}$ of projections such that $P_{t_{2}} P_{t_{1}}=P_{s},\left(s=\min \left\{t_{2}, t_{1}\right\}\right) P_{a}=0$, and $P_{b}=I$. Then we will call $P_{t}$ a continuous maximal projection function (CMPF).

So $P_{t}$ is a particular case of a resolution of the identity.
It is assumed that there is a constant $m_{P}$ dependent on $P_{t}$ only such that

$$
\begin{equation*}
\left\|\sum_{k=1}^{n} a_{k} \Delta P_{k}\right\| \leq m_{P} \max _{j}\left|a_{j}\right| \quad\binom{n<\infty, \Delta P_{k}=P_{t_{k}}-P_{k-1}}{a=t_{0}<t_{1}<\cdots<t_{n}=b} \tag{3.1}
\end{equation*}
$$

for arbitrary numbers $a_{k}$ and an arbitrary partitioning of $[a, b]$.
Let $\psi(t)$ be a bounded scalar function defined on $[a, b]$, and there exists a limit $S$ of the operator sums

$$
S_{n}=\sum_{k=1}^{n} \psi\left(t_{k}\right) \Delta P_{k}
$$

in the operator norm. Then we write

$$
\begin{equation*}
S=\int_{a}^{b} \psi(t) d P_{t} \tag{3.2}
\end{equation*}
$$

$\psi(t)$ and $S$ will be called a $P_{t}$-integrable function and a $P_{t}$-scalar operator, respectively. We write $S=\psi\left(T_{0}\right)$, where

$$
T_{0}=\int_{a}^{b} t d P_{t}
$$

is a scalar type spectral operator [7]. So a $P_{t}$-scalar operator is a function of a scalar type spectral operator.

Due to (3.1), $\left\|S_{n}\right\| \leq m_{p} \sup _{t}|\psi(t)|$; by the Banach-Steinhaus theorem, $S$ is bounded and $\|S\| \leq \sup _{n}\left\|S_{n}\right\| \leq m_{P} \sup _{t}|\psi(t)|$.

For example, let as usually $L^{p}=L^{p}(0,1)(1 \leq p<\infty)$ be the space of scalarvalued functions $h$ defined on $[0,1]$ and equipped with the norm

$$
|h|_{L^{p}}=\left[\int_{0}^{1}|h(x)|^{p} d x\right]^{1 / p} .
$$

Let $\hat{P}_{t}(0 \leq t \leq 1)$ be the truncation projection function, defined by the relations $\hat{P}_{0}=0, \hat{P}_{1}=\bar{I}$, and

$$
\left(\hat{P}_{t} f\right)(x)=\left\{\begin{array}{ll}
f(x) & \text { if } 0 \leq x<t  \tag{3.3}\\
0 & \text { if } t<x \leq 1
\end{array} \quad\left(t \in(0,1), f \in L^{p}\right) .\right.
$$

It is simple to check that the values of $\hat{P}_{t}$ form a continuous maximal chain and the operator $\hat{S}$ defined by

$$
(\hat{S} f)(x)=\hat{\psi}(x) f(x) \quad\left(0 \leq x \leq 1, f \in L^{p}(0,1)\right)
$$

with an integrable function $\hat{\psi}$ can be written in the form (3.2).
Furthermore, if $\inf _{a \leq t \leq b}|\psi(t)|>0$, then $1 / \psi(t)$ is also $P_{t}$-integrable and according to (3.2),

$$
\begin{equation*}
S^{-1}=\int_{a}^{b} \frac{1}{\psi(t)} d P_{t} \tag{3.4}
\end{equation*}
$$

Indeed, put

$$
B_{n}=\sum_{k=1}^{n} \frac{1}{\psi\left(t_{k}\right)} \Delta P_{k} .
$$

Then

$$
B_{n} S_{n}=S_{n} B_{n}=\sum_{k=1}^{n} \Delta P_{k}=I
$$

So $B_{n}=S_{n}^{-1}$, and by (3.1), $\left\|S_{n}^{-1}\right\| \leq \frac{m_{P}}{\inf _{t}|\psi(t)|}<\infty$. Since

$$
S_{m}^{-1}-S_{n}^{-1}=-S_{m}^{-1}\left(S_{m}-S_{n}\right) S_{n}^{-1} \rightarrow 0 \quad(m, n \rightarrow \infty)
$$

in the operator norm, we have $S_{n}^{-1} \rightarrow S^{-1}$. So (3.4) is valid and $\left\|S^{-1}\right\| \leq$ $\frac{m_{P}}{\inf _{t}|\psi(t)|}<\infty$.

It is simple to check that

$$
\sigma(S)=\{z \in \mathbb{C}: z=\psi(t), t \in[a, b]\}
$$

Let $\lambda \neq \psi(t), t \in[a, b]$. Then according to (3.2) and (3.1),

$$
\begin{equation*}
(S-\lambda I)^{-1}=\int_{a}^{b} \frac{1}{\psi(t)-\lambda} d P_{t} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|(S-\lambda I)^{-1}\right\| \leq \frac{m_{P}}{\rho(S, \lambda)} \quad(\lambda \notin \sigma(S)) \tag{3.6}
\end{equation*}
$$

Besides, $\rho(S, \lambda)=\inf _{t}|\psi(t)-\lambda|$.
Definition 3.2. Let $A \in \mathcal{B}(\mathcal{X})$, and let $P_{t}$ be a CMPF. If $P_{t} A P_{t}=A P_{t}(a \leq t \leq$ $b)$, then $P_{t}$ is said to be an invariant CMPF of $A$ or $A$ has a CMPF $P_{t}$.

Definition 3.3. Let $A \in \mathcal{B}(\mathcal{X})$ have a CMPF $P_{t}$ defined on $[a, b]$, and let there be a bounded $P_{t}$-integrable function $\phi$ such that

$$
\begin{equation*}
A=D+V \tag{3.7}
\end{equation*}
$$

where

$$
D=\int_{a}^{b} \phi(t) d P_{t}
$$

and $V$ is a compact quasi-nilpotent operator in $\mathcal{X}$. In addition, let the regular set of $A$ be simply connected. Then we will say that $A$ is a $P_{t}$-triangular operator, if equality (3.7) is its triangular representation, $D$ and $V$ are the diagonal and nilpotent parts of $A$, respectively, and $\phi($.$) is a P_{t}$-diagonal function of $A$.

Note that $P_{t} V P_{t}=P_{t}(A-D) P_{t}=V P_{t}(a \leq t \leq b)$.
According to (3.5) we have

$$
\begin{equation*}
(D-\lambda I)^{-1}=\int_{a}^{b} \frac{1}{\phi(t)-\lambda} d P_{t} \quad(\lambda \notin \sigma(D)) \tag{3.8}
\end{equation*}
$$

Corollary 3.4. Let $A$ be $P_{t}$-triangular, and let $D$ and $V$ be its diagonal part and nilpotent one, respectively. Then for any regular point $\lambda$ of $D$, the operators $V R_{\lambda}(D)$ and $R_{\lambda}(D) V$ are quasi-nilpotent ones. Besides $P_{t}$ is invariant for $V R_{\lambda}(D)$ and $R_{\lambda}(D) V$.

Indeed, due to (3.8), $P_{t}$ is invariant for $R_{\lambda}(D)$. Now Lemma 2.6 ensures the required result.

From Lemma 2.7, the following corollary is obtained.
Corollary 3.5. Let $A$ be $P_{t}$-triangular. Then $\sigma(A)=\sigma(D)$, where $D$ is the diagonal part of $A$.

Moreover, from (3.1), we have

$$
\begin{equation*}
R_{\lambda}(A)=(D+V-\lambda I)^{-1}=R_{\lambda}(D)\left(I+V R_{\lambda}(D)\right)^{-1} \quad(\lambda \notin \sigma(A)) \tag{3.9}
\end{equation*}
$$

Similarly one can check that

$$
R_{\lambda}(A)=\left(I+R_{\lambda}(D) V\right)^{-1} R_{\lambda}(D) \quad(\lambda \notin \sigma(A))
$$

Note that

$$
\rho(A, \lambda)=\rho(D, \lambda)=\inf _{t}|\phi(t)-\lambda| .
$$

## 4. Norm estimates for resolvents

Definition 4.1. Let $P_{t}$ be a CMPF in $\mathcal{X}$, and let $E$ be a linear subspace of the set of compact operators in $\mathcal{X}$ endowed with a norm $N_{E}($.$) having the following$ property: for arbitrary $P_{t}$-scalar operators $S, S_{1} \in \mathcal{B}(\mathcal{X})$ the inequality

$$
\begin{equation*}
N_{E}\left(S B S_{1}\right) \leq\left\|S_{1}\right\|\|S\| N_{E}(B) \quad(B \in E) \tag{4.1}
\end{equation*}
$$

is valid. Then $E$ will be called a $P_{t}$-subset of compact operators.
For example, let $E$ be the set of operators $B$ in $L^{p}=L^{p}(0,1)(1 \leq p<\infty)$ defined by

$$
(B h)(x)=\int_{0}^{1} k(x, s) h(s) d s \quad\left(h \in L^{p}, x \in[0,1]\right)
$$

where $k(x, s)$ is a scalar kernel defined on $[0,1]^{2}$ and satisfying the condition

$$
\begin{equation*}
M_{p}(B):=\left[\int_{0}^{1}\left[\int_{0}^{1}|k(x, s)|^{p^{\prime}} d s\right]^{p / p^{\prime}} d x\right]^{1 / p}<\infty \quad\left(1<p<\infty, 1 / p+1 / p^{\prime}=1\right) \tag{4.2}
\end{equation*}
$$

or

$$
M_{1}(B):=\text { ess } \sup _{x} \int_{0}^{1}|k(x, s)| d x<\infty
$$

Operators satisfying condition (4.2) are called ( $p, p^{\prime}$ )-Hille-Tamarkin operators [22, p.245].

It is not hard to check that $N_{E}()=.M_{p}($.$) is a norm. Take P_{t}=\hat{P}_{t}$ as in (3.3). Then arbitrary $P_{t}$-scalar type operators $S$ and $S_{1}$ are the operators of the multiplication by some scalar bounded measurable functions $\psi$ and $\psi_{1}$, respectively. In this case we have

$$
\begin{aligned}
M_{p}\left(S B S_{1}\right) & =\left[\int_{0}^{1}\left[\int_{0}^{1}\left|\psi(x) k(x, s) \psi_{1}(s)\right|^{p^{\prime}} d s\right]^{p / p^{\prime}} d x\right]^{1 / p} \\
& \leq \sup _{x}|\psi(x)| \sup _{x}\left|\psi_{1}(x)\right|\left[\int_{0}^{1}\left[\int_{0}^{1}|k(x, s)|^{p^{\prime}} d s\right]^{p / p^{\prime}} d x\right]^{1 / p} \\
& =\left\|S_{1}\right\|\|S\| M_{p}(B)
\end{aligned}
$$

So condition (4.1) is satisfied.
Furthermore, let us suppose that, for any quasi-nilpotent operator $W \in E$, there are positive numbers $\theta_{k}(k=1,2, \ldots)$ independent of $W$ (but dependent on $E)$ such that

$$
\begin{equation*}
\left\|W^{k}\right\| \leq \theta_{k} N_{E}^{k}(W) \quad(k=1,2, \ldots) \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sqrt[k]{\theta_{k}}=0 \tag{4.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|(I-W)^{-1}\right\|=\left\|\sum_{k=0}^{\infty} W^{k}\right\| \leq \sum_{k=0}^{\infty} \theta_{k} N_{E}^{k}(W)<\infty \tag{4.5}
\end{equation*}
$$

Now we are in a position to formulate and prove the main result of this section.

Theorem 4.2. Let $A$ be a $P_{t}$-triangular operator, whose nilpotent part $V$ belongs to a $P_{t}$-subset of compact operators $E$ such that conditions (4.1), (4.3), and (4.4) hold. Then

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \sum_{k=0}^{\infty} \frac{m_{P}^{k+1} \theta_{k} N_{E}^{k}(V)}{\rho^{k+1}(A, \lambda)} \quad(\lambda \notin \sigma(A)) \tag{4.6}
\end{equation*}
$$

Proof. Let $D$ be the diagonal part of $A$. Due to (3.6)

$$
\left\|(D-\lambda I)^{-1}\right\| \leq \frac{m_{P}}{\rho(D, \lambda)} \quad(\lambda \notin \sigma(D))
$$

By Corollary 3.4, $V R_{\lambda}(D)(\lambda \notin \sigma(D))$ is quasi-nilpotent, and according to (4.1), (4.3) and (4.4),

$$
\left.\left\|\left(V R_{\lambda}(D)\right)^{k}\right\| \leq \theta_{k} N_{E}^{k}\left(V R_{\lambda}(D)\right)\right) \leq \theta_{k}\left\|R_{\lambda}(D)\right\|^{k} N_{E}^{k}(V)
$$

This implies

$$
\left\|\left(V R_{\lambda}(D)\right)^{k}\right\| \leq \frac{m_{P}^{k} \theta_{k} N_{E}^{k}(V)}{\rho^{k}(D, \lambda)}
$$

and therefore by (4.5),

$$
\left\|\left(I+V R_{\lambda}(D)\right)^{-1}\right\|=\left\|\sum_{k=0}^{\infty}\left(-V R_{\lambda}(D)\right)^{k}\right\| \leq \sum_{k=0}^{\infty} \frac{m_{P}^{k} \theta_{k} N_{E}^{k}(V)}{\rho^{k}(D, \lambda)}
$$

Hence (3.9) yields

$$
\left\|R_{\lambda}(A)\right\| \leq \sum_{k=0}^{\infty} \frac{m_{P}^{k+1} \theta_{k} N_{E}^{k}(V)}{\rho^{k+1}(D, \lambda)} \quad(\lambda \notin \sigma(D))
$$

Taking into account that, by Corollary 3.4, $\rho(D, \lambda)=\rho(A, \lambda)$, we arrive at the required result.

Observe that (4.6) implies

$$
\left\|R_{\lambda}(A)\right\| \leq \sum_{k=0}^{\infty} \frac{m_{P}^{k+1} \theta_{k} N_{E}^{k}(V)}{\left(|\lambda|-r_{s}(A)\right)^{k+1}} \quad\left(|\lambda|>r_{s}(A)\right)
$$

where $r_{s}(A)$ is the (upper) spectral radius. Assume that $r_{s}(A)<1$. Then

$$
\left\|R_{\lambda}(A)\right\| \leq \frac{c_{A}}{|\lambda|-1} \quad(|\lambda|>1)
$$

with

$$
c_{A}=\sum_{k=0}^{\infty} \frac{m_{P}^{k+1} \theta_{k} N_{E}^{k}(V)}{\left(1-r_{s}(A)\right)^{k}} .
$$

We thus arrive at the following corollary.
Corollary 4.3. Under the hypothesis of Theorem 4.2, let $r_{s}(A)<1$. Then $A$ is Kreiss-bounded.

## 5. Perturbations of triangularizable operators

Let $A, \tilde{A} \in \mathcal{B}(\mathcal{X})$, and let $q:=\|A-\tilde{A}\|$. Recall that the spectral variation of $\tilde{A}$ with respect to $A$ is defined in Section 1.

Due to the Hilbert identity $R_{\lambda}(\tilde{A})-R_{\lambda}(A)=R_{\lambda}(A)(A-\tilde{A}) R_{\lambda}(\tilde{A})$, we have

$$
\left\|R_{\lambda}(\tilde{A})\right\| \leq\left\|R_{\lambda}(A)\right\|+q\left\|R_{\lambda}(A)\right\|\left\|R_{\lambda}(\tilde{A})\right\|
$$

So if a $\lambda \in \mathbb{C}$ is regular for $A$ and

$$
\begin{equation*}
q\left\|R_{\lambda}(A)\right\|<1 \tag{5.1}
\end{equation*}
$$

then $\lambda$ is also regular for $\tilde{A}$. Moreover,

$$
\left\|R_{\lambda}(\tilde{A})\right\| \leq \frac{\left\|R_{\lambda}(A)\right\|}{1-q\left\|R_{\lambda}(A)\right\|}
$$

Assume that

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq F\left(\frac{1}{\rho(A, \lambda)}\right) \quad(\lambda \notin \sigma(A)) \tag{5.2}
\end{equation*}
$$

where $F(t)$ is a monotonically increasing non-negative continuous function of a non-negative variable such that $F(0)=0$ and $F(\infty)=\infty$. We need the following technical lemma.

Lemma 5.1. Let $A, \tilde{A} \in \mathcal{B}(\mathcal{X})$, and let condition (5.2) hold. Then $\operatorname{sv}_{A}(\tilde{A}) \leq$ $z(F, q)$, where $z(F, q)$ is the unique positive root of the equation

$$
q F(1 / z)=1 .
$$

For the proof see [14, Lemma 1.10]. Now Theorem 4.2 implies the following corollary.

Corollary 5.2. Let $A \in \mathcal{B}(\mathcal{X})$ satisfy the hypothesis of Theorem 4.2. Then, for any $\tilde{A} \in \mathcal{B}(\mathcal{X})$, we have $\operatorname{sv}_{A}(\tilde{A}) \leq z_{E}(A, q)$, where $z_{E}(A, q)$ is the unique positive root of the equation

$$
q \sum_{k=0}^{\infty} \frac{m_{P}^{k+1} \theta_{k} N_{E}^{k}(V)}{z^{k+1}}=1
$$

## 6. Powers of Volterra operators in $L^{p}$

The results of this section have been particularly published in [12, Chapters 16 and 17], but for the convenience of the reader we present here the brief proofs. Throughout this section $W$ is a Volterra operator in $L^{p} \equiv L^{p}(0,1)(1 \leq p \leq \infty)$ defined by

$$
\begin{equation*}
(W h)(x)=\int_{0}^{x} K(x, s) h(s) d s\left(h \in L^{p}, x \in[0,1]\right) \tag{6.1}
\end{equation*}
$$

where $K(x, s)$ is a scalar kernel defined on $0 \leq s \leq x \leq 1$ and satisfying the inequalities pointed below.
6.1. Hille-Tamarkin Volterra operators. Let $1<p<\infty$, and let

$$
\begin{equation*}
M_{p}(W):=\left[\int_{0}^{1}\left[\int_{0}^{x}|K(x, s)|^{p^{\prime}} d s\right]^{p / p^{\prime}} d x\right]^{1 / p}<\infty \quad\left(1 / p+1 / p^{\prime}=1\right) \tag{6.2}
\end{equation*}
$$

That is, $W$ is a $\left(p, p^{\prime}\right)$-Hille-Tamarkin Volterra operator.
Lemma 6.1. Under condition (6.2), the operator $W$ defined by (6.1) satisfies the inequality

$$
\left|W^{k}\right|_{L^{p}} \leq \frac{M_{p}^{k}(W)}{\sqrt[p]{k!}} \quad(k=1,2, \ldots)
$$

Proof. Put

$$
\begin{equation*}
w(x)=\left[\int_{0}^{x}|K(x, s)|^{p^{\prime}} d s\right]^{p / p^{\prime}} \tag{6.3}
\end{equation*}
$$

Employing Hölder's inequality, we have

$$
|W h|_{L^{p}}^{p} \leq \int_{0}^{1} w\left(s_{1}\right) \int_{0}^{s_{1}}\left|h\left(s_{2}\right)\right|^{p} d s_{2} d s_{1} \quad\left(h \in L^{p}\right)
$$

Using this inequality, we obtain

$$
\left|W^{k} h\right|_{L^{p}}^{p} \leq \int_{0}^{1} w\left(s_{1}\right) \int_{0}^{s_{1}}\left|W^{k-1} h\left(s_{2}\right)\right|^{p} d s_{2} d s_{1}
$$

Once more apply Hölder's inequality,

$$
\left|W^{k} h\right|_{L^{p}}^{p} \leq \int_{0}^{1} w\left(s_{1}\right) \int_{0}^{s_{1}} w\left(s_{2}\right) \int_{0}^{s_{2}}\left|W^{k-2} h\left(s_{3}\right)\right|^{p} d s_{3} d s_{2} d s_{1}
$$

Repeating these arguments, we arrive at the relation

$$
\left|W^{k} h\right|_{L^{p}}^{p} \leq \int_{0}^{1} w\left(s_{1}\right) \int_{0}^{s_{1}} w\left(s_{2}\right) \ldots \int_{0}^{s_{k}}\left|h\left(s_{k+1}\right)\right|^{p} d s_{k+1} \ldots d s_{2} d s_{1}
$$

Hence,

$$
\begin{equation*}
\left|W^{k}\right|_{L^{p}}^{p} \leq \int_{0}^{1} w\left(s_{1}\right) \int_{0}^{s_{1}} w\left(s_{2}\right) \ldots \int_{0}^{s_{k-1}} w\left(s_{k}\right) d s_{k} \ldots d s_{2} d s_{1} \tag{6.4}
\end{equation*}
$$

It is simple to see that with $y(x)=\int_{0}^{x} w(s) d s$ we have

$$
\begin{aligned}
\int_{0}^{1} w\left(s_{1}\right) \ldots \int_{0}^{s_{k-1}} w\left(s_{k}\right) d s_{k} \ldots d s_{1} & =\int_{0}^{y(1)} \ldots \int_{0}^{y_{k-1}} d y_{k} \ldots d y_{1} \\
& =\frac{y^{k}(1)}{k!}=\frac{\left(\int_{0}^{1} w(s) d s\right)^{k}}{k!}
\end{aligned}
$$

Thus (6.4) and (6.3) give us the inequality

$$
\left|W^{k}\right|_{L^{p}}^{p} \leq \frac{\left(\int_{0}^{1} w(s) d s\right)^{k}}{k!}=M_{p}^{p k}(W)
$$

As claimed.

### 6.2. Volterra operators in $L^{1}$ and $L^{\infty}$.

Lemma 6.2. Assume that

$$
M_{1}(W):=\text { ess }-\sup _{s \in[0,1]} \int_{s}^{1}|K(x, s)| d x<\infty .
$$

Then the operator defined by (5.1) satisfies the inequality

$$
\left|W^{k}\right|_{L^{1}} \leq \frac{M_{1}^{k}(W)}{k!} \quad(k=1,2, \ldots)
$$

Proof. We have

$$
\begin{aligned}
\int_{0}^{x}|(W h)(s)| d s & \leq \int_{0}^{x} \int_{0}^{s}\left|K\left(s, s_{1}\right) h\left(s_{1}\right)\right| d s_{1} d s \\
& \leq \int_{0}^{x} v(s) \int_{0}^{s}\left|h\left(s_{1}\right)\right| d s_{1} d s \quad\left(x \in[0,1], h \in L^{1}\right)
\end{aligned}
$$

where $v(s)=$ ess $\sup _{s_{1} \leq s}\left|K\left(s, s_{1}\right)\right|$. Hence

$$
\int_{0}^{1}\left|\left(W^{2} h\right)(s)\right| d s \leq \int_{0}^{1} v(s) \int_{0}^{s} v\left(s_{1}\right) \int_{0}^{s_{1}} h\left(s_{2}\right) d s_{2} d s_{1} d s
$$

Consequently,

$$
\left\|W^{2}\right\|_{L^{1}} \leq \int_{0}^{1} v(s) \int_{0}^{s} v\left(s_{1}\right) d s_{1}
$$

Continuing this process we have

$$
\left|W^{k}\right|_{L^{1}} \leq \int_{0}^{1} v\left(s_{1}\right) \int_{0}^{s_{1}} v\left(s_{2}\right) \ldots \int_{0}^{s_{k-1}} v\left(s_{k}\right) d s_{k} \ldots d s_{2} d s_{1} .
$$

It is simple to see that

$$
\int_{0}^{1} v\left(s_{1}\right) \ldots \int_{0}^{s_{k-1}} v\left(s_{k}\right) d s_{k} \ldots d s_{1}=\frac{\left(\int_{0}^{1} v(s) d s\right)^{k}}{k!}
$$

Thus we get the inequality

$$
\left|W^{k}\right|_{L^{1}} \leq \frac{\left(\int_{0}^{1} v(s) d s\right)^{k}}{k!}=\frac{M_{1}^{k}(W)}{k!}
$$

As claimed.
Recall that the space $L^{\infty}(0,1)=L^{\infty}$ is the space of scalar functions $h$ defined on $[0,1]$ with the finite norm $|h|_{L^{\infty}}=$ ess $\sup _{x \in[0,1]}|h(x)|$.

Repeating the arguments of the previous lemma we arrive at the following lemma.

Lemma 6.3. Assume that

$$
M_{\infty}(W):=\text { ess } \sup _{x \in[0,1]} \int_{0}^{x}|K(x, s)| d s<\infty .
$$

Then the operator defined by (5.1) satisfies the inequality

$$
|W|_{L^{\infty}} \leq \frac{M_{\infty}^{k}(W)}{k!} \quad(k=1,2, \ldots) .
$$

Various aspects of powers of Volterra operators have been considered in papers [ $8,9,18,19,20,21,27]$, but mainly the convolution operators, in particular the operators of the indefinite integration have been considered.

## 7. Triangularizable operators in $L^{p}$

Consider in $L^{p}[0,1](1 \leq p<\infty)$ the operator $A$ defined by

$$
\begin{equation*}
(A h)(x)=\phi(x) h(x)+\int_{x}^{1} k(x, s) h(s) d s \quad\left(h \in L^{p}, x \in[0,1]\right) \tag{7.1}
\end{equation*}
$$

where $k(x, s)$ is a scalar kernel defined on $0 \leq x \leq s \leq 1$ and having the properties pointed below, and $\phi(x)$ is a scalar bounded Riemann-integrable function, whose values lie on an unclosed Jordan curve. The Volterra operator in (7.1) is assumed to be compact.

Let $\hat{P}_{t}(0 \leq t \leq 1)$ be the truncation projection function, defined by (3.3). It is simple to check that $\hat{P}_{t} A \hat{P}_{t}=A \hat{P}_{t}$. Define the operators $\hat{D}$ and $\hat{V}$ by

$$
(\hat{D} h)(x)=\phi(x) h(x) \text { and }(\hat{V} h)(x)=\int_{x}^{1} k(x, s) h(s) d s \quad\left(h \in L^{p}, x \in[0,1]\right)
$$

Then $\hat{P}_{t} \hat{V} \hat{P}_{t}=\hat{V} \hat{P}_{t}$ and

$$
\hat{D}=\int_{0}^{1} \phi(s) d \hat{P}_{s}
$$

Omitting the obvious calculations we arrive at the following result.
Lemma 7.1. Let $A$ be defined by (7.1). Then it is a $\hat{P}_{s}$-triangular operator, its diagonal part is $\hat{D}$, and its nilpotent part is $\hat{V}$.

Assume that either

$$
\begin{equation*}
M_{p}(\hat{V}):=\left[\int_{0}^{1}\left[\int_{x}^{1}|k(x, s)|^{p^{\prime}} d s\right]^{p / p^{\prime}} d x\right]^{1 / p}<\infty \quad\left(1<p<\infty, 1 / p+1 / p^{\prime}=1\right) \tag{7.2}
\end{equation*}
$$

or

$$
\begin{equation*}
M_{1}(\hat{V}):=\int_{0}^{1} \text { ess }-\sup _{s \in[x, 1]}|k(x, s)| d x<\infty \tag{7.3}
\end{equation*}
$$

Recall that a compact operator $K$ in $\mathcal{X}$ is said to be $p$-summing $(1 \leq p<\infty)$, if there is a constant $\nu$ such that regardless of a natural number $m$ and regardless of the choice $x_{1}, \ldots, x_{m} \in \mathcal{X}$ we have

$$
\left[\sum_{k=1}^{m}\left\|K x_{k}\right\|^{p}\right]^{1 / p} \leq \nu \sup \left\{\left[\sum_{k=1}^{m}\left|\left(x^{*}, x_{k}\right)\right|^{p}\right]^{1 / p}: x^{*} \in \mathcal{X}^{*},\left\|x^{*}\right\|=1\right\}
$$

see [5]. Here $\mathcal{X}^{*}$ means the space adjoint to $\mathcal{X}$. The least $\nu$, for which this inequality holds, is a norm and is denoted by $\pi_{p}(K)$. The set of $p$-summing operators in $\mathcal{X}$ with the finite norm $\pi_{p}$ is a two-sided normed ideal in the set of bounded linear operators, which is denoted by $\Pi_{p}$; see [22]. As is well known, [22, Proposition 7.2.7] and [5, p. 43], any ( $p, p^{\prime}$ )-Hille-Tamarkin operator $K$ is a $p$-summing operator with $\pi_{p}(K) \leq M_{p}(K)(1 \leq p<\infty)$.

Theorem 4.2, and Lemmas 6.1 and 6.2 imply

$$
\begin{equation*}
\left|R_{\lambda}(A)\right|_{L^{p}} \leq \sum_{k=0}^{\infty} \frac{M_{p}^{k}(\hat{V})}{\sqrt[p]{k!} \rho^{k+1}(A, \lambda)} \quad(1 \leq p<\infty, \lambda \notin \sigma(A)) \tag{7.4}
\end{equation*}
$$

if condition (7.2) or (7.3) holds. Besides $\rho(A, \lambda)=\rho(\hat{D}, \lambda)=\inf _{0 \leq x \leq 1}|\phi(x)-\lambda|$.
So

$$
\left|R_{\lambda}(A)\right|_{L^{1}} \leq \frac{1}{\rho(A, \lambda)} \exp \left[\frac{M_{1}(\tilde{V})}{\rho(A, \lambda)}\right]
$$

if condition (7.3) holds.
Let $p>1$. Then by the Hölder inequality for any $c>1$ we get

$$
\begin{aligned}
\sum_{k=0}^{\infty} \frac{c^{k} M_{p}^{k}(\tilde{V}) x^{k}}{c^{k} \sqrt[p]{k!}} & \leq\left(\sum_{k=0}^{\infty} \frac{1}{c^{k p^{\prime}}}\right)^{1 / p^{\prime}}\left(\sum_{k=0}^{\infty} \frac{c^{k p} M_{p}^{p k}(\tilde{V}) x^{k p}}{k!}\right)^{1 / p} \\
& =\frac{c}{\left(c^{p^{\prime}}-1\right)^{1 / p^{\prime}}} \exp \left[c^{p} M_{p}^{p}(\tilde{V}) x^{p} / p\right] \quad(x>0)
\end{aligned}
$$

By virtue of (7.4), we can write

$$
\left|R_{\lambda}(A)\right|_{L^{p}} \leq \frac{1}{\left(1-c^{-p^{\prime}}\right)^{1 / p^{\prime}} \rho(A, \lambda)} \exp \left[\frac{c^{p} M_{p}^{p}(\hat{V})}{\rho^{p}(A, \lambda) p}\right] \quad\left(1 / p+1 / p^{\prime}, c>1, \lambda \notin \sigma(A)\right)
$$

Take $c=p^{1 / p}$. Then we obtain

$$
\left|R_{\lambda}(A)\right|_{L^{p}} \leq \frac{b_{p}}{\rho(A, \lambda)} \exp \left[\frac{M_{p}^{p}(\hat{V})}{\rho^{p}(A, \lambda)}\right] \quad(1<p<\infty, \lambda \notin \sigma(A))
$$

where

$$
b_{p}:=\frac{1}{\left(1-p^{-p^{\prime} / p}\right)^{1 / p^{\prime}}}
$$

Let $q_{p}=|A-\tilde{A}|_{L^{p}}$, and let $z_{p}\left(\hat{V}, q_{p}\right)$ be the unique positive root of the equation

$$
\begin{equation*}
q_{p} F_{p}(\hat{V}, 1 / z)=1 \tag{7.5}
\end{equation*}
$$

where

$$
F_{p}(\hat{V}, x)=b_{p} x \exp \left[M_{p}^{p}(\hat{V}) x^{p}\right] \quad(1<p<\infty)
$$

and

$$
F_{1}(\hat{V}, x)=x \exp \left[x M_{1}(\hat{V})\right] \quad(x \geq 0)
$$

Note that one can take $b_{1}=1$. Now Corollary 5.2 implies the following result.
Lemma 7.2. Let $A$ be defined by (7.1) and satisfy one of the conditions (7.2) or (7.3). Then for any $\tilde{A} \in \mathcal{B}(\mathcal{X})$ we have $\operatorname{sv}_{A}(\tilde{A}) \leq z_{p}\left(\hat{V}, q_{p}\right)(1 \leq p<\infty)$.

To estimate $z_{p}\left(\hat{V}, q_{p}\right)$ we can apply the following lemma.
Lemma 7.3. The unique positive root $z_{a}$ of the equation

$$
\begin{equation*}
y e^{y}=a \quad(a=\text { const }>0) \tag{7.6}
\end{equation*}
$$

satisfies the inequality $z_{a} \geq \delta_{p}(a)$, where

$$
\delta_{p}(a):=\left\{\begin{array}{cl}
a e^{-1} & \text { if } a \leq e, \\
\frac{1}{2} \ln (a e) & \text { if } a \geq e .
\end{array}\right.
$$

Proof. Let $a \geq e$. Then $z_{a} \geq 1$. By the usual calculations, the function $f(y)=$ $\frac{e^{y-1}}{y}$ has, for $y \geq 1$, a unique extremum-minimum at $y=1$, and $f(y) \geq 1$ for $y \geq 1$. We obtain $1 \leq z_{a} \leq e^{z_{a}-1}$, and $a=z_{a} e^{z_{a}} \leq e^{2 z_{a}-1}$ and therefore $z_{a} \geq \frac{1}{2} \ln (e a)$.

Now let $a \leq e$. Then $z_{a} \leq 1$. Thus $e^{z_{a}} \leq e$ and therefore, $a=z_{a} e^{z_{a}} \leq e z_{a}$, as claimed.

Rewrite equation (7.5) with $p=1$ and $z=1 / x$ as

$$
q_{1} M_{1}(\hat{V}) x \exp \left[x M_{1}(\hat{V})\right]=M_{1}(\hat{V})
$$

Then we obtain equation (7.6) with $y=x M_{1}(\hat{V})$ and $a=M_{1}(\hat{V}) / q_{1}$. So

$$
z_{1}\left(\hat{V}, q_{1}\right)=\frac{M_{1}(\hat{V})}{z_{a}}
$$

Now Lemma 7.3 implies $z_{1}(A, q) \leq \delta_{1}\left(\hat{V}, q_{1}\right)$, where

$$
\delta_{1}\left(\hat{V}, q_{1}\right):= \begin{cases}q_{1} e & \text { if } M_{1}(\hat{V}) \leq q_{1} e \\ \frac{2 M_{1}(\hat{V})}{\ln \left(\frac{M_{1}(\hat{V}) e}{q_{1}}\right)} & \text { if } M_{1}(\hat{V})>q_{1} e\end{cases}
$$

Now let $1<p<\infty$. Then equation (7.5) with $z=1 / x$ takes the form

$$
q_{p} b_{p} x \exp \left[x^{p} M_{p}^{p}(\hat{V})\right]=1 \text { or } b_{p}^{p} q_{p}^{p} x^{p} \exp \left[p x^{p} M_{p}^{p}(\hat{V})\right]=1
$$

Therefore

$$
\left(q_{p} b_{p}\right)^{p} p M_{p}^{p}(\hat{V}) x^{p} \exp \left[p x^{p} M_{p}^{p}(\hat{V})\right]=p M_{p}^{p}(\hat{V})
$$

Hence we obtain the equation (7.6) with $y=p x^{p} M_{p}^{p}(\hat{V})$ and

$$
a=\frac{p M_{p}^{p}(\hat{V})}{\left(q_{p} b_{p}\right)^{p}} .
$$

So

$$
z_{p}\left(\hat{V}, q_{p}\right)=\frac{p^{1 / p} M_{p}(\hat{V})}{z_{a}^{1 / p}} .
$$

From Lemma 7.3 it follows that $z_{p}\left(\hat{V}, q_{p}\right) \leq \delta_{p}\left(\hat{V}, q_{p}\right)$, where

$$
\delta_{p}\left(\hat{V}, q_{p}\right):= \begin{cases}q_{p} b_{p} e^{1 / p} & \text { if } M_{p}(\hat{V}) \leq b_{p} q_{p}(e / p)^{1 / p} \\ \frac{2^{1 / p} M_{p}(\hat{V})}{\ln ^{1 / p}\left(\frac{(p e)^{1 / p_{M p}}(\hat{V}) e}{q_{p} b_{p}}\right)} & \text { if } M_{p}(\hat{V})>b_{p} q_{p}(e / p)^{1 / p}\end{cases}
$$

Now Lemma 7.2 implies the following corollary.
Corollary 7.4. Let $A$ be defined by (7.1) and satisfy one of the conditions (7.2) or (7.3). Then, for any $\tilde{A} \in \mathcal{B}(\mathcal{X})$, we have $\mathrm{sv}_{A}(\tilde{A}) \leq \delta_{p}\left(\tilde{V}, q_{p}\right)(1 \leq p<\infty)$.

## 8. Integral operators in $L^{p}$

Throughout this section $\tilde{A}$ is a linear operator in $L^{p}=L^{p}(0,1)(1 \leq p<\infty)$ defined by

$$
\begin{equation*}
(\tilde{A} h)(x)=\phi(x) h(x)+\int_{0}^{1} k(x, s) h(s) d s\left(h \in L^{p}, x \in[0,1]\right), \tag{8.1}
\end{equation*}
$$

where $\phi$ is the same as in the previous section and $k(x, s)$ is a scalar kernel defined on $[0,1]^{2}$ and having the properties pointed below.
8.1. The case $1<p<\infty$. Let

$$
\begin{equation*}
\left[\int_{0}^{1}\left[\int_{0}^{1}|k(x, s)|^{p^{\prime}} d s\right]^{p / p^{\prime}} d x\right]^{1 / p}<\infty \quad\left(1<p<\infty, 1 / p+1 / p^{\prime}=1\right) \tag{8.2}
\end{equation*}
$$

So $k$ is a Hille-Tamarkin kernel. Take $A$ as in (7.1) namely, $A=\hat{D}+\hat{V}$, where $\hat{D}$ and $\hat{V}$ are the same as in the previous section. By (8.2)

$$
\tau_{p}:=\left[\int_{0}^{1}\left[\int_{0}^{x}|k(x, s)|^{p^{\prime}} d s\right]^{p / p^{\prime}} d x\right]^{1 / p}<\infty
$$

So $q_{p}=|A-\tilde{A}|_{L^{p}} \leq \tau_{p}$. Now Corollary 7.4 and Lemma 7.2 imply the following theorem.

Theorem 8.1. Let $\tilde{A}$ be defined by (8.1), and let condition (8.2) hold. Then

$$
\sigma(\tilde{A}) \subseteq\left\{z \in \mathbb{C}:|\phi(x)-z| \leq z_{p}\left(A, \tau_{p}\right) \leq \delta_{p}\left(\hat{V}, \tau_{p}\right), x \in[0,1]\right\}
$$

where $z\left(A, \tau_{p}\right)$ is the unique positive root of the equation

$$
\frac{b_{p} \tau_{p}}{z} \exp \left[\frac{M_{p}^{p}(\hat{V})}{z^{p}}\right]=1
$$

and

$$
\delta_{p}\left(\hat{V}, \tau_{p}\right):= \begin{cases}\tau_{p} b_{p} e^{1 / p} & \text { if } M_{p}(\hat{V}) \leq b_{p} \tau_{p}(e / p)^{1 / p} \\ \frac{2^{1 / p} M_{p}(\hat{V})}{\ln ^{1 / p}\left(\frac{(p e)^{1 / p_{M p}}(\hat{V}) e}{\tau_{p} b_{p}}\right)} & \text { if } M_{p}(\hat{V})>b_{p} \tau_{p}(e / p)^{1 / p}\end{cases}
$$

This result is sharp; if $\tau_{p}=0$, then we have $\sigma(\tilde{A})=\{z \in \mathbb{C}: z=\phi(x), x \in$ $[0,1]\}$. From Theorem 8.1 it follows the following corollary.
Corollary 8.2. Under condition (8.2), the (upper) spectral radius $r_{s}(\tilde{A})$ of the operator $\tilde{A}$ defined by (8.1) satisfies the inequalities

$$
r_{s}(\tilde{A}) \leq \sup _{x}|\phi(x)|+z_{p}\left(A, \tau_{p}\right) \leq \sup _{x}|\phi(x)|+\delta_{p}\left(\hat{V}, \tau_{p}\right) .
$$

If, in addition,

$$
\inf _{x}|\phi(x)|>z_{p}\left(A, \tau_{p}\right),
$$

then the lower spectral radius $r_{\text {low }}(\tilde{A}):=\inf |\sigma(\tilde{A})|$ satisfies the inequality

$$
r_{\text {low }}(\tilde{A}) \geq \inf _{x}|\phi(x)|-z_{p}\left(A, \tau_{p}\right)
$$

Moreover, if

$$
\inf _{x}|\phi(x)|>\delta_{p}\left(\hat{V}, \tau_{p}\right)
$$

then $r_{\text {low }}(\tilde{A}) \geq \inf _{x}|\phi(x)|-\delta_{p}\left(\hat{V}, \tau_{p}\right)$.
8.2. The case $p=1$. Now suppose that

$$
\begin{equation*}
\int_{0}^{1} \sup _{s \in[0,1]}|k(x, s)| d x<\infty . \tag{8.3}
\end{equation*}
$$

Then according to (7.1)

$$
|A-\tilde{A}|_{L^{1}} \leq \tau_{1}:=\int_{0}^{1} \sup _{s \in[0, x]}|k(x, s)| d x .
$$

Now Lemma 7.2 and Corollary 7.4 imply the following theorem.
Theorem 8.3. Let $\tilde{A}$ be defined by (8.1), and let condition (8.3) hold. Then

$$
\sigma(\tilde{A}) \subseteq\left\{z \in \mathbb{C}:|\phi(x)-z| \leq z_{1}\left(A, \tau_{1}\right) \leq \delta_{1}\left(\hat{V}, \tau_{1}\right), x \in[0,1]\right\}
$$

where $z\left(A, \tau_{1}\right)$ is the unique positive root of the equation

$$
\frac{\tau_{1}}{z} \exp \left[\frac{M_{1}(\hat{V})}{z}\right]=1
$$

and

$$
\delta_{1}\left(\hat{V}, \tau_{1}\right):= \begin{cases}\tau_{1} e & \text { if } M_{1}(\hat{V}) \leq \tau_{1} e \\ \frac{2 M_{1}(\hat{V})}{\ln \left(\frac{M_{1}(\hat{V}) e}{\tau_{1}}\right)} & \text { if } M_{1}(\hat{V})>\tau_{1} e\end{cases}
$$

From this theorem we obtain the following result.
Corollary 8.4. Let condition (8.3) hold. Then

$$
r_{s}(\tilde{A}) \leq \sup _{x}|\phi(x)|+z_{1}\left(A, \tau_{1}\right) \leq \sup _{x}|\phi(x)|+\delta_{1}\left(\hat{V}, \tau_{1}\right) .
$$

If, in addition,

$$
\inf _{x}|\phi(x)|>z_{1}\left(A, \tau_{1}\right),
$$

then $r_{\text {low }}(\tilde{A}) \geq \inf _{x}|\phi(x)|-z_{1}\left(A, \tau_{1}\right)$. Moreover, if

$$
\inf _{x}|\phi(x)|>\delta_{1}\left(\hat{V}, \tau_{1}\right)
$$

then $r_{\text {low }}(\tilde{A}) \geq \inf _{x}|\phi(x)|-\delta_{1}\left(A, \tau_{1}\right)$.

## 9. Multiplicative representations for Resolvents of operators in a Banach space

In this section we suggest a representation for the resolvent of a $P_{t}$-triangular operator. We begin with the following lemma.

Lemma 9.1. Let a sequence of compact quasi-nilpotent operators $V_{n} \in \mathcal{B}(\mathcal{X})$ $(n=1,2, \ldots)$ in the operator norm converge to an operator $V$. Then $V$ is compact and quasi-nilpotent.

Proof. From the approximation property $\mathcal{X}$ it follows that the uniform limit of compact operators is compact. So $V$ is compact. Assume that $V$ has an eigenvalue $\lambda_{0} \neq 0$. Since $V$ is compact, $\lambda_{0}$ is an isolate point of $\sigma(V)$. Consequently, there is a circle $L$ which contains $\lambda_{0}$ and does not contain zero and other points of $\sigma(V)$. We have

$$
\left\|R_{z}\left(V_{n}\right)\right\|-\left\|R_{z}(V)\right\| \leq\left\|R_{z}\left(V_{n}\right)-R_{z}(V)\right\| \leq\left\|V-V_{n}\right\|\left\|R_{z}\left(V_{n}\right)\right\|\left\|R_{z}(V)\right\|
$$

Hence, for sufficiently large $n$,

$$
\left\|R_{z}\left(V_{n}\right)\right\| \leq \frac{\left\|R_{z}(V)\right\|}{1-\left\|V-V_{n}\right\|\left\|R_{z}\left(V_{n}\right)\right\|\left\|R_{z}(V)\right\|}
$$

Therefore $\left\|R_{z}\left(V_{n}\right)\right\|$ are uniformly bounded on $L$. Since $V_{n}(n=1,2, \ldots)$ are quasi-nilpotent operators, we have

$$
\int_{L} R_{z}\left(V_{n}\right) d z=0
$$

and

$$
\int_{L} R_{z}(V) d z=\int_{L}\left(R_{z}(V)-R_{z}\left(V_{n}\right)\right) d z=\int_{L} R_{z}(V)\left(V-V_{n}\right) R_{z}\left(V_{n}\right) d z \rightarrow 0
$$

So $\int_{L} R_{z}(V) d z=0$, but this is impossible, since that integral represents the eigen-projection corresponding to $\lambda_{0}$. This contradiction proves the lemma.

This lemma is well-known for operators in a Hilbert space [3, Lemma 17.1].
Let $\psi($.$) be a scalar function defined and bounded on a finite real segment [a, b]$, and let $Q_{t}$ be a resolution of the identity defined on $[a, b], B \in \mathcal{B}(\mathcal{X})$, and let

$$
\begin{aligned}
M_{n} & =\prod_{1 \leq k \leq n}^{\rightarrow}\left(I+\psi\left(t_{k}\right) B \Delta Q_{k}\right) \quad\binom{\Delta Q_{k}=Q_{t_{k}}-Q_{t_{k-1}}}{a=t_{0}<t_{1}<\cdots<t_{n}=b} \\
& :=\left(I+\psi\left(t_{1}\right) B \Delta Q_{1}\right)\left(I+\psi\left(t_{2}\right) B \Delta Q_{2}\right) \cdots\left(I+\psi\left(t_{n}\right) B \Delta Q_{n}\right)
\end{aligned}
$$

If the sequence of operators $M_{n}$ converges in the operator norm to some $M \in$ $\mathcal{B}(\mathcal{X})$, then $M$ is called the right multiplicative integral. We write

$$
M=\int_{[a, b]}^{\rightarrow}\left(I+\psi(t) B d Q_{t}\right) .
$$

Lemma 9.2. Let $V$ be a compact quasi-nilpotent operator in $\mathcal{X}$ having an invariant CMPF $P_{t}(a \leq t \leq b)$, and let

$$
\begin{equation*}
\sum_{k=1}^{n} \Delta P_{k} V \Delta P_{k} \rightarrow 0 \text { as } n \rightarrow \infty \quad\binom{P_{k}=P_{t_{k}}-P_{t_{k-1}}}{a=t_{0}<t_{1}<\cdots<t_{n}=b} \tag{9.1}
\end{equation*}
$$

in the operator norm. Then

$$
(I-V)^{-1}=\int_{[a, b]}^{\rightarrow}\left(I+V d P_{t}\right)
$$

Proof. Put

$$
V_{n}=\sum_{k=1}^{n} P_{t_{k-1}} V \Delta P_{k}
$$

Since

$$
V=\sum_{j=1}^{n} \Delta P_{j} V \sum_{k=1}^{n} \Delta P_{k}=\sum_{k=1}^{n} \sum_{j=1}^{k} \Delta P_{j} V \Delta P_{k},
$$

we have

$$
V-V_{n}=\sum_{k=1}^{n} \Delta P_{k} V \Delta P_{k}
$$

Due to (9.1), the sequence of the operators $V_{n}$ tends to $V$ in the operator norm since $V$ is compact. Besides, $V_{n}$ is nilpotent, since with the notation $P_{k}=P_{t_{k}}$, we have
$V_{n}^{n}=V_{n}^{n} P_{n}=V_{n}^{n-1} P_{n-1} V_{n}=V_{n}^{n-2} P_{n-2} V_{n} P_{n-1} V_{n}=\cdots=V_{n} P_{1} \cdots V_{n} P_{n-1} V_{n}=0$.
Due to [14, Lemma 3.14],

$$
\left(I-V_{n}\right)^{-1}=\prod_{2 \leq k \leq n}^{\rightarrow}\left(I+V_{n} \Delta P_{k}\right)
$$

That lemma is proved in a Hilbert space, but in $\mathcal{X}$ the proof is similar. In addition, $\left(I-V_{n}\right)^{-1} \rightarrow(I-V)^{-1}$ in the operator norm; see [7, p. 585, Lemma VII.6.3]. Hence the required result follows.

Theorem 9.3. Let $A$ be a $P_{t}$-triangular operator. Then

$$
(A-\lambda I)^{-1}=\int_{[a, b]} \frac{d P_{\tau}}{\phi(\tau)-\lambda} \int_{[a, b]}^{\rightarrow}\left(I+\frac{V d P_{t}}{\phi(t)-\lambda}\right) \quad(\lambda \notin \sigma(A)),
$$

where $V$ is the nilpotent part of $A$ and $\phi($.$) is its P_{t}$-diagonal function.
Proof. Due to Corollary 3.4, $V(D-\lambda I)^{-1}$ is quasi-nilpotent. By the previous lemma

$$
\left(I+V(D-\lambda I)^{-1}\right)^{-1}=\int_{[a, b]}^{\rightarrow}\left(I+V(D-\lambda I)^{-1} d P_{t}\right)
$$

According to (3.9) we have

$$
\begin{equation*}
(A-\lambda I)^{-1}=(D-\lambda I)^{-1} \int_{[a, b]}^{\rightarrow}\left(I+V(D-\lambda I)^{-1} d P_{t}\right) \quad(\lambda \notin \sigma(A)) . \tag{9.2}
\end{equation*}
$$

But

$$
(D-\lambda I)^{-1}=\int_{[a, b]} \frac{d P_{\tau}}{\phi(\tau)-\lambda} \text { and therefore }(D-\lambda I)^{-1} d P_{t}=\frac{1}{\phi(t)-\lambda} d P_{t}
$$

Now (9.2) yields the required result.

## 10. Resolvents of nonselfadjoint operators in a Hilbert space

In this section in the case of a Hilbert space we obtain the multiplicative representation for the resolvents of nonselfadjoint operators having maximal chains and Schatten-von Neumann Hermitian components. Besides we do not assume that the chain is continuous. For operators with continuous maximal chains and real spectra, the results of the present section are similar to Theorem 9.3.
10.1. Auxiliary results. Let $\mathcal{H}$ be a separable Hilbert space with a scalar product (.,.) and the unit operator $I=I_{\mathcal{H}} ; \mathcal{B}(\mathcal{H})$ denotes the algebra of bounded linear operators in $\mathcal{H}$ and $S N_{p}(p \in[1, \infty))$ is the Schatten-von Neumann ideal of compact operators $K$ in $\mathcal{H}$ with the finite norm $N_{p}(K)=\left(\operatorname{trace}\left(K K^{*}\right)^{p / 2}\right)^{1 / p}$. Let $A \in \mathcal{B}(\mathcal{H})$, and let

$$
\begin{equation*}
\Im A:=\left(A-A^{*}\right) / 2 i \in S N_{p} \quad(1<p<\infty) . \tag{10.1}
\end{equation*}
$$

The notion of the chain of projections in $\mathcal{H}$ is defined as above. It is only required that the projections are orthogonal. Namely, for two orthogonal projections $P_{1}$ and $P_{2}$ in $\mathcal{H}$, we write $P_{1}<P_{2}$ if $P_{1} \mathcal{H} \subset P_{2} \mathcal{H}$. A set $\mathcal{P}$ of orthogonal projections in $\mathcal{H}$ containing at least two orthogonal projections is called a chain, if from $P_{1}, P_{2} \in \mathcal{P}$ with $P_{1} \neq P_{2}$ it follows that either $P_{1}<P_{2}$ or $P_{1}>P_{2}$. For two chains $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$, we write $\mathcal{P}_{1}<\mathcal{P}_{2}$ if from $P \in \mathcal{P}_{1}$ it follows that $P \in \mathcal{P}_{2}$. In this case we say that $\mathcal{P}_{1}$ precedes $\mathcal{P}_{2}$. The chain that precedes only itself is called a maximal chain. Let $P^{-}, P^{+} \in \mathcal{P}$, and $P^{-}<P^{+}$. A gap $\left(P_{+}, P_{-}\right)$is defined as in the case of a Banach space (see Section 2 of the present paper). Besides, $\operatorname{dim}\left(P_{+} \mathcal{H}\right) \ominus\left(P_{-} \mathcal{H}\right)$ is the dimension of the gap. An orthogonal projection $P$ in $\mathcal{H}$ is called a limit projection of a chain $\mathcal{P}$ if exists a sequence $P_{k} \in \mathcal{P}(k=1,2, \ldots)$ which strongly converges to $P$. A chain is said to be closed if it contains all its limit projections.

We need the following result proved in [15, Proposition XX.4.1, p. 478] and [3, Theorem II.14.1].
Theorem 10.1. A chain in $\mathcal{H}$ is maximal if and only if it is closed, contains 0 and $I$, and all its gaps (if they exist) are one dimensional.

So in the Hilbert space the definition of a maximal chain coincides with Definition 2.1, provided the projections in $\mathcal{H}$ are orthogonal. Any compact operator in $\mathcal{H}$ has a maximal invariant chain [17, Theorem I.3.1].

Let $\psi(P)$ be a scalar valued function of $P \in \mathcal{P}$. If for some operator $T$ and any $\epsilon>0$, there is a partitioning $\mathcal{P}_{n}(n=2,3, \ldots)$ of $\mathcal{P}$ of the form

$$
0=P_{0}<P_{1}<P_{2}<\cdots<P_{n}=I \quad\left(P_{1}, \ldots, P_{n} \in \mathcal{P}\right)
$$

such that

$$
\left\|T-\sum_{k=1}^{n} \psi\left(P_{k}\right) \Delta P_{k}\right\|<\epsilon \quad\left(P_{k} \in \mathcal{P}_{n}, \Delta P_{k}=P_{k}-P_{k-1}\right)
$$

then $T$ is called the integral in the Shatunovsky sense. We write

$$
T=\int_{\mathcal{P}} \psi(P) d P
$$

Besides $\psi$ is called $\mathcal{P}$-integrable. For more details about such types integrals see [4], [15, Chapters XX and XI], and references therein.

Furthermore, let $F$ be a function defined on a maximal chain $\mathcal{P}$ with values in $\mathcal{B}(\mathcal{H})$, and let $\mathcal{P}_{n}$ be a partitioning of $\mathcal{P}$. Put

$$
M_{n}(\mathcal{P}):=\prod_{1 \leq k \leq n}^{\rightarrow}\left(1+\Delta F\left(P_{k}\right)\right):=\left(1+\Delta F\left(P_{1}\right)\right)\left(I+\Delta F\left(P_{2}\right)\right) \cdots\left(I+\Delta F\left(P_{n}\right)\right)
$$

Here $\Delta F\left(P_{k}\right)=F\left(P_{k}\right)-F\left(P_{k-1}\right)$. If, for some $M \in \mathcal{B}(\mathcal{H})$ and any $\epsilon>0$, there is a partitioning $\mathcal{P}_{n}$ of $\mathcal{P}$ such that $\left\|M-M_{n}(\mathcal{P})\right\|<\epsilon$, then $M$ is called the right multiplicative integral along chain $\mathcal{P}$. We write

$$
M=\int_{\mathcal{P}}^{\rightarrow}(I+d F(P)) .
$$

For more details about the multiplicative integrals and their applications see [15, p. 493]. In particular, if $\psi$ is a scalar function defined and bounded on $\mathcal{P}$ and $B \in \mathcal{B}(\mathcal{H})$, then the integral

$$
\int_{\mathcal{P}}^{\rightarrow}(I+\psi(P) B d P)
$$

means the limit (if it exists) in the operator norm of the products

$$
\prod_{1 \leq k \leq n}\left(I+\psi\left(P_{k}\right) B \Delta P_{k}\right)
$$

Assume that for a given $A \in \mathcal{B}(\mathcal{H})$ there is a bounded scalar $\mathcal{P}$-integrable function $\phi(P)$ of $P \in \mathcal{P}$ such that

$$
\begin{equation*}
A=\int_{\mathcal{P}} \phi(P) d P+V \tag{10.2}
\end{equation*}
$$

where $V$ is a quasi-nilpotent operator with invariant maximal chain $\mathcal{P}$.
Theorem 10.2. Let $A \in \mathcal{B}(\mathcal{H})$ be represented by (10.2), and let the regular set of $A$ be simply connected. Then

$$
\begin{equation*}
(A-\lambda I)^{-1}=\int_{\mathcal{P}} \frac{d Q}{\phi(Q)-\lambda} \int_{\mathcal{P}}^{\rightarrow}\left(I+\frac{V d P}{\phi(P)-\lambda}\right) \quad(\lambda \notin \sigma(A)) . \tag{10.3}
\end{equation*}
$$

For the proof see [14, Theorem 9.9].
Remark 10.3. In [14] instead of the condition on the regular set it is assumed that the spectrum lies on an unclosed Jordan curve, but the proof is the same.

Furthermore, let $\phi(P)$ be real valued; then it is said to be nondecreasing, if $\phi(P) \leq \phi\left(P_{1}\right)$ for $P<P_{1}$.

Under condition (10.1) representation (10.2) is valid with a nondecreasing function $\phi$ and $V \in S N_{p}$, provided $\sigma(A)$ is real, see [14, Corollary 8.4]. Thus from Theorem 10.2 we get the following result.

Corollary 10.4. Assume that condition (10.1) holds and that $\sigma(A)$ is real. Then there are a maximal chain $\mathcal{P}$ and a nondecreasing function $\phi(P)$ defined on $\mathcal{P}$ such that (10.3) holds. Moreover, $V \in S N_{p}$.

Take into account that $V d P=P V d P$ and $P V^{*}=P V^{*} P$. Let us check that $P V^{*} d P=0$. Indeed, for any $P_{1}>P$, we have $P V^{*}\left(P_{1}-P\right)=P V^{*} P\left(P_{1}-P\right)=$ $P V^{*}(P-P)=0$. If $P_{1}-P$ is a gap, then $d P=P_{1}-P$ and $P V^{*} d P=0$. If $P$ is a point of continuity of the chain, then letting $P_{1} \rightarrow P\left(P_{1}>P\right)$, we get the required result.

Therefore, $V P=P\left(V-V^{*}\right) d P=2 i P(\Im V) d P\left(\Im V=\left(V-V^{*}\right) / 2 i\right)$. If $\sigma(A)$ is real, then $\Im V=\Im A$. Now Corollary 10.4 implies the following result.

Corollary 10.5. Let condition (10.1) hold, and let $\sigma(A)$ be real. Then there are a maximal chain $\mathcal{P}$ and a nondecreasing scalar valued function $\phi(P)$ defined on $\mathcal{P}$ such that

$$
\begin{equation*}
(A-\lambda I)^{-1}=\int_{\mathcal{P}} \frac{d Q}{\phi(Q)-\lambda} \int_{\mathcal{P}}^{\rightarrow}\left(I+\frac{2 i P(\Im A) d P}{\phi(P)-\lambda}\right) \quad(\lambda \notin \sigma(A)) . \tag{10.4}
\end{equation*}
$$

Let $A=A^{*}$. Then from (10.4) we have

$$
(A-\lambda I)^{-1}=\int_{\mathcal{P}} \frac{d Q}{\phi(Q)-\lambda} .
$$

Thus, Corollary 10.5 generalizes the representation for the resolvent of a selfadjoint operator.

Furthermore, since $\Im A$ is compact, according to Theorem I.5.2 from [16], the nonreal spectrum of $A$ consists of no more than countable set of points which are normal; that is, they are the isolated eigenvalues having finite multiplicities.

Denote by $\mathcal{E}$ the closed linear hull of all the root vectors of $A$ corresponding to nonreal eigenvalues $\hat{\lambda}_{k}(A)$. Choose in each root subspace a Jordan basis. Then we obtain vectors $h_{k}$ for each of which either $A h_{k}=\hat{\lambda}_{k}(A) h_{k}$, or $A h_{k}=$ $\hat{\lambda}_{k}(A) h_{k}+h_{k+1}$. Orthogonalizing the system $\left\{h_{k}\right\}$, we obtain the (orthonormal) Schur basis $\left\{e_{k}\right\}$ of the triangular representation,

$$
A e_{k}=a_{1 k} e_{1}+a_{2 k} e_{2}+\cdots+a_{k k} e_{k} \quad(k=1,2, \ldots)
$$

with $a_{k k}=\hat{\lambda}_{k}(A)$ (see [16, Section II.6]). Besides, $\mathcal{E}$ is an invariant subspace of $A$. Let $Z_{\mathcal{E}}$ be the orthogonal projection of $\mathcal{H}$ onto $\mathcal{E}$, and let $C=A Z_{\mathcal{E}}=Z_{\mathcal{E}} A Z_{\mathcal{E}}$. So $\sigma(C)$ consists of the nonreal spectrum of $A$. Denote $M=\left(I-Z_{\mathcal{E}}\right) A\left(I-Z_{\mathcal{E}}\right)$ and $W=Z_{\mathcal{E}} A\left(I-Z_{\mathcal{E}}\right)$. Since $\left(I-Z_{\mathcal{E}}\right) A Z_{\mathcal{E}}=0$, we have

$$
A=\left(Z_{\mathcal{E}}+\left(I-Z_{\mathcal{E}}\right)\right) A\left(Z_{\mathcal{E}}+\left(I-Z_{\mathcal{E}}\right)\right)=C+M+W
$$

So on $Z_{\mathcal{E}} \mathcal{H} \oplus\left(I-Z_{\mathcal{E}}\right) \mathcal{H}, A$ is represented by the matrix

$$
A=\left(\begin{array}{cc}
C & W \\
0 & M
\end{array}\right)
$$

Besides $\sigma(A)=\sigma(M) \cup \sigma(C)$ and $\sigma(M)$ is real. Take into account that $C e_{k}=A e_{k}$. So

$$
\begin{equation*}
C e_{k}=a_{1 k} e_{1}+a_{2 k} e_{2}+\cdots+a_{k k} e_{k}=\left(D_{C}+V_{C}\right) e_{k}, \tag{10.5}
\end{equation*}
$$

where $D_{C} e_{k}=\lambda_{k}(C) e_{k}=\hat{\lambda}_{k}(A) e_{k} \quad(k=1,2, \ldots)$,

$$
V_{C} e_{k}=a_{1 k} e_{1}+a_{2 k} e_{2}+\cdots+a_{k-1, k} e_{k} \quad(k=2,3, \ldots), \quad \text { and } V e_{1}=0
$$

Note that $M-M^{*}=\left(I-Z_{\mathcal{E}}\right)\left(A-A^{*}\right)\left(I-Z_{\mathcal{E}}\right)$ and $C-C^{*}=Z_{\mathcal{E}}\left(A-A^{*}\right) Z_{\mathcal{E}}$. So if condition (10.1) holds, then $N_{p}\left(M-M^{*}\right) \leq N_{p}\left(A-A^{*}\right)$ and $N_{p}\left(C-C^{*}\right) \leq$ $N_{p}\left(A-A^{*}\right)$. Hence,

$$
N_{p}\left(W-W^{*}\right) \leq N_{p}\left(A-A^{*}\right)+N_{p}\left(M-M^{*}\right)+N_{p}\left(C-C^{*}\right)<\infty .
$$

10.2. Resolvents of infinite triangular matrices. Let $C \in \mathcal{B}(\mathcal{H})$ be an operator represented in the orthonormal basis $\left\{e_{k}\right\}$ by an upper triangular matrix $\left(a_{j k}\right)$ as in (10.5). Put

$$
\tilde{P}_{j}=\sum_{k=1}^{j}\left(., e_{k}\right) e_{k}(j=1,2, \ldots), \tilde{P}_{0}=0, \Delta \tilde{P}_{j}=\left(., e_{j}\right) e_{j}, D_{C}=\sum_{k=1}^{\infty} \lambda_{k}(C) \Delta \tilde{P}_{k}
$$

and $\tilde{P}_{k}(k=1,2, \ldots)$ is the maximal chain of the invariant projections of operator $C$. We have

$$
\Delta \tilde{P}_{j} V_{C} \Delta \tilde{P}_{k}=0 \quad \text { if } j \geq k
$$

Let $X_{k}(k=1,2, \ldots)$ be a sequence of bonded operators in $\mathcal{H}$. Put

$$
\Pi_{m}:=\prod_{1 \leq k \leq m}^{\rightarrow}\left(I+X_{k}\right):=\left(I+X_{1}\right)\left(I+X_{2}\right) \ldots\left(I+X_{m}\right)
$$

If there exists a limit $\Pi_{\infty}$ of $\Pi_{m}$ as $m \rightarrow \infty$ in the operator norm, we write

$$
\Pi_{\infty}:=\prod_{1 \leq k \leq \infty}^{\rightarrow} X_{k}
$$

Lemma 10.6. Let $C$ be represented by (10.5). Then

$$
\begin{equation*}
R_{\lambda}(C)=R_{\lambda}\left(D_{C}\right) \prod_{2 \leq k \leq \infty}^{\rightarrow}\left(I+\frac{V_{C} \Delta \tilde{P}_{k}}{\lambda-\lambda_{k}(C)}\right) \quad(\lambda \notin \sigma(C)) . \tag{10.6}
\end{equation*}
$$

Besides,

$$
R_{\lambda}\left(D_{C}\right)=\sum_{j=1}^{\infty} \frac{\Delta \tilde{P}_{k}}{\lambda_{k}(C)-\lambda}
$$

Proof. We have

$$
\begin{equation*}
R_{\lambda}(C)=\left(D_{C}+V_{C}-\lambda I\right)^{-1}=R_{\lambda}\left(D_{C}\right)\left(I+V_{C} R_{\lambda}\left(D_{C}\right)\right)^{-1} \tag{10.7}
\end{equation*}
$$

With $C_{n}=C \tilde{P}_{n}, D_{n}=D_{C} \tilde{P}_{n}$, and $V_{n}=V_{C} \tilde{P}_{n}$ we obtain

$$
V_{C} R_{\lambda}\left(D_{C}\right)-V_{n} R_{\lambda}\left(D_{n}\right)=V_{C} R_{\lambda}\left(D_{C}\right)\left(I-\tilde{P}_{n}\right) \rightarrow 0
$$

in the operator norm. But due to Theorem 2.10.2 of [12],

$$
\left(I+V_{n} R_{\lambda}\left(D_{n}\right)\right)^{-1}=\prod_{2 \leq k \leq n}^{\rightarrow}\left(I+\frac{V_{n} \Delta \tilde{P}_{k}}{\lambda-\lambda_{k}(C)}\right) \quad(\lambda \notin \sigma(C)) .
$$

Consequently,

$$
\left(I+V_{C} R_{\lambda}\left(D_{C}\right)\right)^{-1}=\prod_{2 \leq k \leq \infty}^{\rightarrow}\left(I+\frac{V_{C} \Delta \tilde{P}_{k}}{\lambda-\lambda_{k}(C)}\right) \quad(\lambda \notin \sigma(C)) .
$$

Hence (10.7) implies (10.6).
Making use of the relations $V_{C} \Delta \tilde{P}_{k}=\tilde{P}_{k-1} V_{C} \Delta \tilde{P}_{k}, \tilde{P}_{k-1} V_{C}^{*} \tilde{P}_{k}=0$, and

$$
V_{C} \Delta \tilde{P}_{k}=2 i \tilde{P}_{k-1} \Im V_{C} \Delta \tilde{P}_{k}=2 i \tilde{P}_{k-1}\left(\Im C-\Im \lambda_{k}(C)\right) \Delta \tilde{P}_{k}
$$

from the preceding lemma, we have

$$
R_{\lambda}(C)=R_{\lambda}\left(D_{C}\right) \prod_{2 \leq k \leq \infty}^{\rightarrow}\left(I+\frac{2 i \tilde{P}_{k-1}\left(\Im C-\Im \lambda_{k}(C)\right) \Delta \tilde{P}_{k}}{\lambda-\lambda_{k}(C)}\right) \quad(\lambda \notin \sigma(C))
$$

10.3. Resolvents of operators with non-real spectra. We need the following lemma.

Lemma 10.7. Let $A \in \mathcal{B}(\mathcal{H})$ have a nontrivial invariant projection $P$ and a simply connected regular set. Then, for all its regular points $\lambda$, with the notation $\bar{P}=I-P$ one has

$$
\begin{equation*}
P R_{\lambda}(A) P=R_{\lambda}(A) P=(A P-\lambda P)^{-1} \tag{10.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{P} R_{\lambda}(A) \bar{P}=\bar{P} R_{\lambda}(A)=(\bar{P} A-\lambda \bar{P})^{-1} \tag{10.9}
\end{equation*}
$$

where $(A P-\lambda P)^{-1}$ is the inverse to $A P-\lambda P$ in subspace $P \mathcal{H}$ and $(\bar{P} A-\lambda \bar{P})^{-1}$ is the inverse to $\bar{P} A-\lambda \bar{P}$ in subspace $\bar{P} \mathcal{H}$.
Proof. Since

$$
A^{k} P=A^{k-1} P A P=\cdots=A^{k-2} P A P A P=\cdots=P A P \ldots A P A P
$$

we can write $A^{k} P=(A P)^{k} P$ and $A^{k} P=P A^{k} P$. For a sufficiently large $\lambda$ we have

$$
R_{\lambda}(A) P=-\sum_{k=0}^{\infty} \frac{1}{\lambda^{k+1}} A^{k} P=-\sum_{k=0}^{\infty} \frac{1}{\lambda^{k+1}} P A^{k} P=P R_{\lambda}(A) P
$$

and

$$
R_{\lambda}(A) P=-\sum_{k=0}^{\infty} \frac{1}{\lambda^{k+1}} A^{k} P=-\sum_{k=0}^{\infty} \frac{1}{\lambda^{k+1}}(A P)^{k} P=(A P-\lambda P)^{-1}
$$

Extending this relation to all regular values, we obtain (10.8).
Similarly we can prove relations (10.9).
Lemma 10.8. Let $A \in \mathcal{B}(\mathcal{H})$ have a nontrivial invariant projection $P$ and a simply connected regular set. Then

$$
\begin{aligned}
& R_{\lambda}(A)=(A P-\lambda P)^{-1}+(\bar{P} A-\lambda \bar{P})^{-1}-(A P-\lambda P)^{-1} A(\bar{P} A-\lambda \bar{P})^{-1} \\
&(\bar{P}=I-P, \lambda \notin \sigma(A))
\end{aligned}
$$

Proof. Since $\bar{P} A \bar{P}=\bar{P} A$ and $\bar{P} A P=0$, we have

$$
\begin{equation*}
A=P A P+P A \bar{P}+\bar{P} A \bar{P}=A P+P A \bar{P}+\bar{P} A \tag{10.10}
\end{equation*}
$$

Now, we check the equality

$$
\begin{equation*}
R_{\lambda}(A)=\Psi(\lambda) \quad(\lambda \notin \sigma(A)) \tag{10.11}
\end{equation*}
$$

where

$$
\Psi(\lambda):=R_{\lambda}(A) P+\bar{P} R_{\lambda}(A)-R_{\lambda}(A) P A \bar{P} R_{\lambda}(A)
$$

Indeed, by the previous lemma, we have $(A-\lambda I) P(A-\lambda I)^{-1} P=(A-I \lambda)(A-$ $I \lambda)^{-1} P=P$ and

$$
\bar{P}(A-I \lambda) \bar{P} R_{\lambda}(A) \bar{P}=\bar{P}(A-\lambda I) R_{\lambda}(A) \bar{P}=\bar{P}
$$

Taking into account (10.10), we obtain

$$
\begin{aligned}
(A-\lambda I) \Psi(\lambda) & =[(A-\lambda I) P+P A \bar{P}+\bar{P}(A-I \lambda)] \Psi(\lambda) \\
& =P-(A-\lambda I) P R_{\lambda}(A) P A \bar{P} R_{\lambda}(A)+\bar{P}+P A \bar{P} R_{\lambda}(A) \\
& =I-P A \bar{P} R_{\lambda}(A)+P A \bar{P} R_{\lambda}(A)=I
\end{aligned}
$$

Similarly, $\Psi(\lambda)(A-I \lambda)=I$. So (10.11) is true. This proves the lemma.
Since

$$
\begin{aligned}
\left(I-A(A P-\lambda P)^{-1}\right)\left(I-A(\bar{P} A-\lambda \bar{P})^{-1}\right)= & I-A(A P-\lambda P)^{-1}-A(\bar{P} A-\lambda \bar{P})^{-1} \\
& +A(A P-\lambda P)^{-1} A(\bar{P} A-\lambda \bar{P})^{-1},
\end{aligned}
$$

applying the previous lemma, we can write
$I-A R_{\lambda}(A)=I-A(A P-\lambda P)^{-1}-A(\bar{P} A-\lambda \bar{P})^{-1}+(A P-\lambda P)^{-1} A(\bar{P} A-\lambda \bar{P})^{-1}$.
We thus arrive at the following corollary.
Corollary 10.9. Under the hypothesis of Lemma 10.8, one has

$$
I-A R_{\lambda}(A)=\left(I-A(A P-\lambda P)^{-1}\right)\left(I-A(\bar{P} A-\lambda \bar{P})^{-1}\right) \quad(\lambda \notin \sigma(A))
$$

Let us apply this corollary to relation (10.2) with $P=Z_{\mathcal{E}}$ and $\hat{Z}_{\mathcal{E}}=I-Z_{\mathcal{E}}$. Recall that $Z_{\mathcal{E}}$ is the projection of $A$ into the invariant subspace corresponding to the nonreal spectrum, $C=A Z_{\mathcal{E}}=Z_{\mathcal{E}} A Z_{\mathcal{E}}$, and $M=\bar{Z}_{\mathcal{E}} A=\bar{Z}_{\mathcal{E}} A \bar{Z}_{\mathcal{E}}$. Then we have

$$
\begin{aligned}
I-A R_{\lambda}(A) & =\left(I-A\left(A Z_{\mathcal{E}}-\lambda Z_{\mathcal{E}}\right)^{-1}\right)\left(I-A\left(\hat{Z}_{\mathcal{E}} A-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1}\right) \\
& \left.=\left(I-A\left(C-\lambda Z_{\mathcal{E}}\right)^{-1}\right)\left(I-A\left(M-\lambda \hat{Z}_{\mathcal{E}}\right)\right)^{-1}\right)
\end{aligned}
$$

But due to Lemma 10.6,

$$
\left(C-\lambda Z_{\mathcal{E}}\right)^{-1}=\left(D_{C}-\lambda Z_{\mathcal{E}}\right)^{-1} \prod_{2 \leq k \leq \infty}^{\rightarrow}\left(I+\frac{V_{C} \Delta \tilde{P}_{k}}{\lambda-\hat{\lambda}_{k}(A)}\right) \quad(\lambda \notin \sigma(A))
$$

Recall that $\hat{\lambda}_{k}(A)=\lambda_{k}(C)$ are nonreal eigenvalues of $A$ with their multiplicities. Due to Corollary 10.4,

$$
\left(M-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1}=\left(D_{M}-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1} \int_{\mathcal{P}_{M}}^{\rightarrow}\left(I+\frac{V_{M} d P}{\phi(P)-\lambda}\right) \quad(\lambda \notin \sigma(M)),
$$

where $\mathcal{P}_{M}$ is the maximal chain of $M, \phi(P)$ is a no-decreasing scalar function, and $V_{M} \in S N_{p}$ is the nilpotent part of $M$. Now Corollary 10.9 implies the following theorem.

Theorem 10.10. Let condition (10.1) hold. Then for all $\lambda \notin \sigma(A)$ one has

$$
\begin{aligned}
I-A R_{\lambda}(A)= & \left(I-A\left(D_{C}-\lambda Z_{\mathcal{E}}\right)^{-1} \prod_{2 \leq k \leq \infty}^{\rightarrow}\left(I+\frac{V_{C} \Delta \tilde{P}_{k}}{\lambda-\hat{\lambda}_{k}(A)}\right)\right) \\
& \times\left(I-A\left(D_{M}-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1} \int_{\mathcal{P}_{M}}^{\rightarrow}\left(I+\frac{V_{M} d P}{\phi(P)-\lambda}\right)\right) .
\end{aligned}
$$

Besides,

$$
\left(D_{M}-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1}=\int_{\mathcal{P}_{M}} \frac{d Q}{\phi(Q)-\lambda}
$$

and

$$
\left(D_{C}-\lambda Z_{\mathcal{E}}\right)^{-1}=\sum_{j=1}^{\infty} \frac{\Delta \tilde{P}_{k}}{\hat{\lambda}_{k}(A)-\lambda}
$$

Note that

$$
I-A R_{\lambda}(A)=-\lambda R_{\lambda}(A)
$$

If $A$ is normal, then $A=D_{C}+D_{M}$ and

$$
\begin{aligned}
-\lambda R_{\lambda}(A)= & \left(I-D_{C}\left(D_{C}-\lambda Z_{\mathcal{E}}\right)^{-1}\left(I-D_{M}\left(D_{M}-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1}\right.\right. \\
= & I-D_{C}\left(D_{C}-\lambda Z_{\mathcal{E}}\right)^{-1}-D_{M}\left(D_{M}-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1} \\
& +D_{C}\left(D_{C}-\lambda Z_{\mathcal{E}}\right)^{-1} D_{M}\left(D_{M}-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1} \\
= & I-D_{C}\left(D_{C}-\lambda Z_{\mathcal{E}}\right)^{-1}-D_{M}\left(D_{M}-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1} \\
= & -\lambda\left[\left(D_{C}-\lambda Z_{\mathcal{E}}\right)^{-1}+\left(D_{M}-\lambda \hat{Z}_{\mathcal{E}}\right)^{-1}\right]
\end{aligned}
$$

For $\lambda \neq 0$ we have the standard representation

$$
R_{\lambda}(A)=\int_{\mathcal{P}_{M}} \frac{d Q}{\phi(Q)-\lambda}+\sum_{j=1}^{\infty} \frac{\Delta \tilde{P}_{k}}{\hat{\lambda}_{k}(A)-\lambda}
$$

For regular $\lambda=0$ we obtain this result by small perturbation.
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