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#### Abstract

Integral representations play a prominent role in the analysis of entire functions. The representations of generalized Mittag-Leffler type functions and their asymptotics have been (and still are) investigated by plenty of authors in various conditions and cases.

The present paper explores the integral representations of a special function extending to two variables the two-parametric Mittag-Leffler type function. Integral representations of this functions within different variation ranges of its arguments for certain values of the parameters are thus obtained. Asymptotic expansion formulas and asymptotic properties of this function are also established for large values of the variables. This yields corresponding theorems providing integral representations as well as expansion formulas.


## 1. Definition and notation

Let the power series

$$
E_{\alpha, \beta}(z):=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\alpha n+\beta)} \quad(\alpha, \beta \in \mathbb{C} ; \Re(\alpha)>0)
$$

define the two-parametric Mittag-Leffler function (or M-L function for short) [12]. For the first parameter $\alpha$ with positive real part and any non restricted complex

[^0]value of the second parameter $\beta$, the function $E_{\alpha, \beta}(z)$ is an entire functions of $z \in \mathbb{C}$ of order $\rho=1 / \Re(\alpha)$ and type $\sigma=1$ (see, e.g, [5, Chap. 4], [8], [9, §1.1]).

From here on, since we are concerned with integral representations and asymptotic expansions of generalized two-parametric M-L type functions, we shall restrict our attention to positive real-valued parameters $\alpha$ and $\beta$. Besides, the function $E_{\alpha, \beta}(z)$ of one variable $z \in \mathbb{C}$ will also be denoted for simplicity by $E_{\alpha}(z ; \beta)$ in the proof of Lemma 2.1, according to the notation used by Džrbašjan in $[1,2]$.

Thus, the two-parametric M-L function of one variable $z \in \mathbb{C}$ extends to the generalized M-L type function $E_{\alpha, \beta}(x, y ; \mu)$ of two variables $x, y \in \mathbb{C}[1,2]$. Provided that $\alpha, \beta>0$, it is also an entire function defined by the double power series $[4,10]$

$$
\begin{equation*}
E_{\alpha, \beta}(x, y ; \mu):=\sum_{n, m=0}^{\infty} \frac{x^{n} y^{m}}{\Gamma(n \alpha+m \beta+\mu)} \quad(\alpha, \beta \in \mathbb{R}, \alpha, \beta>0, \mu \in \mathbb{C}) \tag{1.1}
\end{equation*}
$$

in which the arbitrary parameter $\mu$ takes in general complex values.
Following [1, 2] (see also, e.g., [5, 6, 7, 11], [9, §1.2 \& App. A, C \& D], and references therein), $E_{\alpha, \beta}(x, y ; \mu)$ can be written in terms of Hankel's integral representations depending on the variation ranges of the arguments, thereby as special cases of the Fox $H$-function. The Hankel path considered further in Lemma 2.1 to 2.4 and in Theorem 3.1 is denoted by $\gamma(\epsilon ; \eta):=\{0<\eta \leq \pi, \epsilon>0\}$, defining a contour integral oriented by non-decreasing $\arg \zeta$. It consists of the following two parts depicted for instance in [6, Fig. 1 to 4]):
(1) the two rays $S_{\eta}=\{\arg \zeta=\eta,|\zeta| \geq \epsilon\}$ and $S_{-\eta}=\{\arg \zeta=-\eta,|\zeta| \geq \epsilon\}$;
(2) the circular arc $C_{\eta}(0 ; \epsilon)=\{|\zeta|=\epsilon,-\eta \leq \arg \zeta \leq \eta\}$.

If $0<\eta<\pi$, then the contour $\gamma(\epsilon ; \eta)$ divides the complex $\zeta$-plane into two unbounded regions, namely $\Omega^{(-)}(\epsilon ; \eta)$ to the left of $\gamma(\epsilon ; \eta)$ by orientation and $\Omega^{(+)}(\epsilon ; \eta)$ to the right of the contour. If $\eta=\pi$, then the contour consists of the circle $\{|\zeta|=\epsilon\}$ and of the ray $-\infty<\zeta \leq-\epsilon(\epsilon>0)$, which is a twoway path (one in each direction) along the real line. More precisely, this keyhole or Hankel contour is a path from $-\infty$ inbound along the real line to $-\epsilon<0$, counterclockwise around a circle of radius $\epsilon$ at 0 , back to $-\epsilon$ on the real line, and outbound back to $-\infty$ along the real line.

## 2. Integral representations

This section provides a few lemmas, which show various integral representations of the generalized M-L type function (1.1) corresponding to different variation ranges of the two arguments.

Lemma 2.1. Let $0<\alpha, \beta<2$ and $\alpha \beta<2$. Let $\mu$ be any complex number and let $\eta$ satisfy the condition

$$
\begin{equation*}
\pi \alpha \beta / 2<\eta \leq \min (\pi, \pi \alpha \beta) \tag{2.1}
\end{equation*}
$$

If $x \in \Omega^{(-)}\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)$ and $y \in \Omega^{(-)}\left(\epsilon_{\beta} ; \eta_{\beta}\right)$, where $\epsilon_{\alpha}:=\epsilon^{1 / \beta}, \epsilon_{\beta}:=\epsilon^{1 / \alpha}$ and $\eta_{\alpha}:=\eta / \beta, \eta_{\beta}:=\eta / \alpha$, then the Hankel integral representation holds

$$
\begin{equation*}
E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(\epsilon ; \eta)} \frac{\mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}}-1}{\left(\zeta^{1 / \alpha}-y\right)\left(\zeta^{1 / \beta}-x\right)} \mathrm{d} \zeta \tag{2.2}
\end{equation*}
$$

Proof. First, let $|x|<\epsilon_{\alpha}$. Taking into account the fact that $\epsilon_{\alpha}=\epsilon^{1 / \beta}=\left(\epsilon_{\beta}^{\alpha}\right)^{1 / \beta}=$ $\epsilon_{\beta}^{\alpha / \beta}$ yields next the inequality (2.3)

$$
\begin{equation*}
\sup _{\zeta \in \gamma\left(\epsilon_{\beta} ; \eta_{\beta}\right)}\left|x \zeta^{-\alpha / \beta}\right|<1 . \tag{2.3}
\end{equation*}
$$

From definition (1.1), the expansion of $E_{\alpha, \beta}(x, y ; \mu)$ may be rewritten as follows in terms of the corresponding two-parametric M-L function $E_{\beta}(y ; n \alpha+\mu)$ of one variable,

$$
\begin{align*}
E_{\alpha, \beta}(x, y ; \mu) & =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{x^{n} y^{m}}{\Gamma(n \alpha+m \beta+\mu)} \\
& =\sum_{n=0}^{\infty} x^{n} \sum_{m=0}^{\infty} \frac{y^{m}}{\Gamma(m \beta+(n \alpha+\mu))}=\sum_{n=0}^{\infty} x^{n} E_{\beta}(y ; n \alpha+\mu) \tag{2.4}
\end{align*}
$$

Under the assumptions of Lemma 2.1, it is possible to use the known integral representation of $E_{\beta}\left(y ; \alpha n+\mu\right.$ ) (see, e.g., [2, Eq. (2.2)]) by taking the above $\epsilon_{\beta}$ and $\eta_{\beta}$ as the parameters defining the Hankel contour, which is admissible according to inequalities (2.1). For $y \in \Omega^{(-)}\left(\epsilon_{\beta} ; \eta_{\beta}\right)$, and provided that $\eta_{\beta}=\eta / \alpha$, the following representations holds from the integral representation of $E_{\beta}(y ; \alpha n+\mu)$

$$
\begin{align*}
E_{\alpha, \beta}(x, y ; \mu) & =\sum_{n=0}^{\infty} x^{n} E_{\beta}(y ; n \alpha+\mu) \\
& =\sum_{n=0}^{\infty} x^{n} \frac{1}{2 \pi \mathrm{i}} \frac{1}{\beta} \int_{\gamma\left(\epsilon_{\beta} ; \eta_{\beta}\right)} \frac{\mathrm{e}^{\zeta^{1 / \beta}} \zeta^{\frac{1-n \alpha-\mu}{\beta}}}{\zeta-y} \mathrm{~d} \zeta . \tag{2.5}
\end{align*}
$$

And by simplifying and using inequality (2.3) one gets

$$
\begin{align*}
E_{\alpha, \beta}(x, y ; \mu) & =\frac{1}{2 \pi \mathrm{i}} \frac{1}{\beta} \int_{\gamma\left(\epsilon_{\beta} ; \eta_{\beta}\right)} \frac{\mathrm{e}^{5^{1 / \beta}} \zeta^{\frac{1-\mu}{\beta}}}{\zeta-y}\left(\sum_{n=0}^{\infty}\left(x \zeta^{-\alpha / \beta}\right)^{n}\right) \mathrm{d} \zeta \\
& =\frac{1}{2 \pi \mathrm{i}} \frac{1}{\beta} \int_{\gamma\left(\epsilon_{\beta} ; \eta_{\beta}\right)} \frac{\mathrm{e}^{\zeta^{1 / \beta}} \zeta^{\frac{1+\alpha-\mu}{\beta}}}{(\zeta-y)\left(\zeta^{\alpha / \beta}-x\right)} \mathrm{d} \zeta . \tag{2.6}
\end{align*}
$$

Now, by rewriting the above integral representation (2.6) along the suitable integral contour $\gamma(\epsilon ; \eta)$, we obtain

$$
E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\beta} \int_{\gamma(\epsilon ; \eta)} \frac{\mathrm{e}^{\left(\xi^{1 / \alpha}\right)^{1 / \beta}}\left(\xi^{1 / \alpha}\right)^{\frac{1+\alpha-\mu}{\beta}}}{\left(\xi^{1 / \alpha}-y\right)\left(\xi^{1 / \beta}-x\right)} \frac{1}{\alpha} \xi^{\frac{1-\alpha}{\alpha}} \mathrm{d} \xi
$$

and get the desired integral representation (2.2) set out in Lemma 2.1

$$
E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(\epsilon ; \eta)} \frac{\mathrm{e}^{\xi^{1 /(\alpha \beta)}} \xi^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}-1}}{\left(\xi^{1 / \alpha}-y\right)\left(\xi^{1 / \beta}-x\right)} \mathrm{d} \xi
$$

The above resulting integral is absolutely convergent and it is an analytic function of $x \in \Omega^{(-)}\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)$ and $y \in \Omega^{(-)}\left(\epsilon_{\beta} ; \eta_{\beta}\right)$.

The open disk $D=\left\{|x|<\epsilon_{\alpha}\right\}$ is contained into the complex region $\Omega^{(-)}\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)$ for all values of $\eta_{\alpha}$ taken in the interval $\left.] \pi \alpha / 2, \min (\pi, \pi \alpha)\right]$. Therefore, from the principle of analytic continuation Eq. (2.2) is valid everywhere within the complex region $\Omega^{(-)}\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)$ and the lemma is established.
Lemma 2.2. Let $0<\alpha, \beta<2$ and $\alpha \beta<2$ Let $\mu$ be any complex number and let $\eta$ verify inequalities (2.1),

$$
\pi \alpha \beta / 2<\eta \leq \min (\pi, \pi \alpha \beta)
$$

If $x \in \Omega^{(-)}\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)$ and $y \in \Omega^{(+)}\left(\epsilon_{\beta} ; \eta_{\beta}\right)$, where $\epsilon_{\alpha}:=\epsilon^{1 / \beta}, \epsilon_{\beta}:=\epsilon^{1 / \alpha}$ and $\eta_{\alpha}:=$ $\eta / \beta, \eta_{\beta}:=\eta / \alpha$, then the integral representation holds

$$
\begin{equation*}
E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\beta} \frac{\mathrm{e}^{y^{1 / \beta}} y^{\frac{1+\alpha-\mu}{\beta}}}{y^{\alpha / \beta}-x}+\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(\epsilon ; \eta)} \frac{\mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}}-1}{\left(\zeta^{1 / \alpha}-y\right)\left(\zeta^{1 / \beta}-x\right)} \mathrm{d} \zeta \tag{2.7}
\end{equation*}
$$

Proof. By assumption, the point $y$ is located to the right of the Hankel contour $\gamma\left(\epsilon_{\beta} ; \eta_{\beta}\right)$, that is $y \in \Omega^{(+)}\left(\epsilon_{\beta} ; \eta_{\beta}\right)$. Then, for any $\epsilon_{\beta_{1}}>|y|$, we have that $y \in$ $\Omega^{(-)}\left(\epsilon_{\beta_{1}} ; \eta_{\beta}\right)$ and $x \in \Omega^{(-)}\left(\epsilon_{\alpha_{1}} ; \eta_{\alpha}\right)$ for $\epsilon_{\alpha_{1}}=\epsilon^{1 / \beta_{1}}$. Therefore, by (2.6) we get the integral representation

$$
\begin{equation*}
E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\beta} \int_{\gamma\left(\epsilon_{\beta_{1}} ; \eta_{\beta}\right)} \frac{\mathrm{e}^{\zeta^{1 / \beta}} \zeta^{\frac{\alpha+\beta-\mu}{\beta}}}{(\zeta-y)\left(\zeta^{\alpha / \beta}-x\right)} \mathrm{d} \zeta . \tag{2.8}
\end{equation*}
$$

On the other hand, if $\epsilon_{\beta}<|y|<\epsilon_{\beta_{1}}$, then $|\arg y|<\eta_{\beta}$ and, by Cauchy theorem,

$$
\begin{align*}
E_{\alpha, \beta}(x, y ; \mu) & =\frac{1}{2 \pi \mathrm{i}} \frac{1}{\beta} \int_{\gamma\left(\epsilon_{\left.\beta_{1} ; \eta_{\beta}\right)-\gamma\left(\epsilon_{\beta} ; \eta_{\beta}\right)}\right.} \frac{\mathrm{e}^{\zeta^{1 / \beta}} \zeta^{\frac{1+\alpha-\mu}{\beta}}}{\left(\zeta^{1 / \alpha}-y\right)\left(\zeta^{1 / \beta}-x\right)} \mathrm{d} \zeta \\
& =\frac{1}{\beta} \frac{\mathrm{e}^{y^{1 / \beta}} y^{\frac{1+\alpha-\mu}{\beta}}}{y^{\alpha / \beta}-x} . \tag{2.9}
\end{align*}
$$

Hence, from Eqs. (2.8) and (2.9), we obtain the integral representation (2.7) and Lemma 2.2 follows.
Remark 2.3. Symmetrically, for $x \in \Omega^{(+)}\left(\epsilon_{\alpha} ; \eta_{\alpha}\right), y \in \Omega^{(-)}\left(\epsilon_{\beta} ; \eta_{\beta}\right)$ and under the assumptions of Lemma 2.2, the integral representation of $E_{\alpha, \beta}(x, y ; \mu)$ is shown in a same manner to be

$$
\begin{equation*}
E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\alpha} \frac{\mathrm{e}^{x^{1 / \alpha}} x^{\frac{1+\beta-\mu}{\alpha}}}{x^{\beta / \alpha}-y}+\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(\epsilon ; \eta)} \frac{\mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}-1}}{\left(\zeta^{1 / \alpha}-y\right)\left(\zeta^{1 / \beta}-x\right)} \mathrm{d} \zeta, \tag{2.10}
\end{equation*}
$$

by simply interchanging $\alpha$ and $\beta$ in representation (2.7).

Lemma 2.4. Let $0<\alpha, \beta<2$ and $\alpha \beta<2$. Let $\mu$ be any complex number and let $\eta$ verify inequalities (2.1). If $x \in \Omega^{(+)}\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)$ and $y \in \Omega^{(+)}\left(\epsilon_{\beta} ; \eta_{\beta}\right)$, where $\epsilon_{\alpha}:=\epsilon^{1 / \beta}, \epsilon_{\beta}:=\epsilon^{1 / \alpha}$ and $\eta_{\alpha}:=\eta / \beta, \eta_{\beta}:=\eta / \alpha$, then the integral representation holds

$$
\begin{align*}
E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\alpha} \frac{\mathrm{e}^{x^{1 / \alpha}} x^{\frac{1+\beta-\mu}{\alpha}}}{x^{\beta / \alpha}-y} & +\frac{1}{\beta} \frac{\mathrm{e}^{y^{1 / \beta}} y^{\frac{1+\alpha-\mu}{\beta}}}{y^{\alpha / \beta}-x} \\
& +\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(\epsilon ; \eta)} \frac{\mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}-1}}{\left(\zeta^{1 / \alpha}-y\right)\left(\zeta^{1 / \beta}-x\right)} \mathrm{d} \zeta . \tag{2.11}
\end{align*}
$$

Proof. By assumption, each of the points $x$ and $y$ lies on the right-hand side of the Hankel contours $\gamma\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)$ and $\gamma\left(\epsilon_{\beta} ; \eta_{\beta}\right)$, respectively; that is in the two regions of the complex plane defined by $x \in \Omega^{(+)}\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)$ and $y \in \Omega^{(+)}\left(\epsilon_{\beta} ; \eta_{\beta}\right)$ (where the parameters $\epsilon_{\alpha}$ and $\epsilon_{\beta}$ correspond to $\epsilon$ ). Now, choose $\epsilon_{1}>\epsilon$ such that one of the coordinates is to the right of the contour and the other coordinate to its left (which is always possible provided that $x^{\beta} \neq y^{\alpha}$ ).

Let $x \in \Omega^{(-)}\left(\epsilon_{\alpha_{1}} ; \eta_{\alpha}\right)$ and $y \in \Omega^{(+)}\left(\epsilon_{\beta_{1}} ; \eta_{\beta}\right)$ (i.e., $\left.x<y\right)$ for $\epsilon_{\alpha_{1}}=\epsilon^{1 / \beta_{1}}$ and $\epsilon_{\beta_{1}}=\epsilon^{1 / \alpha_{1}}$. Then, by Eq. (2.7) in Lemma 2.2, we have the integral representation

$$
\begin{equation*}
E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\beta} \frac{\mathrm{e}^{y^{1 / \beta}} y^{\frac{1+\alpha-\mu}{\beta}}}{y^{\alpha / \beta}-x}+\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma\left(\epsilon_{1} ; \eta\right)} \frac{\mathrm{e}^{\mathrm{e}^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}-1}}{\left(\zeta^{1 / \alpha}-y\right)\left(\zeta^{1 / \beta}-x\right)} \mathrm{d} \zeta . \tag{2.12}
\end{equation*}
$$

Upon changing the variable $\zeta^{1 / \beta}$ for $t$ in (2.12), the above integral may be rewritten under the form

$$
\begin{equation*}
\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha} \int_{\gamma\left(\epsilon_{1} ; \eta\right)} \frac{\mathrm{e}^{t^{1 / \alpha}} t^{\frac{1+\beta-\mu}{\alpha}}}{(t-x)\left(t^{\beta / \alpha}-y\right)} \mathrm{d} t \tag{2.13}
\end{equation*}
$$

Now, when $\epsilon_{\alpha}<|x|<\epsilon_{\alpha_{1}}$, then $|\arg x|<\eta_{\alpha}$ and, by Cauchy theorem,
$E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha} \int_{\gamma\left(\epsilon_{\alpha_{1}} ; \eta_{\alpha}\right)-\gamma\left(\epsilon_{\alpha} ; \eta_{\alpha}\right)} \frac{\mathrm{e}^{\zeta^{1 / \alpha}} \zeta^{\frac{1+\beta-\mu}{\alpha}}}{\left(\zeta^{\beta / \alpha}-y\right)(\zeta-x)} \mathrm{d} \zeta=\frac{1}{\alpha} \frac{\mathrm{e}^{x^{1 / \alpha}} x^{\frac{1+\beta-\mu}{\alpha}}}{x^{\beta / \alpha}-y}$.
Finally, from Eqs. (2.12) and (2.14) the representation (2.11) holds true, and the lemma is established.

Lemma 2.5. If $\Re(\mu)>0$, then the integral representations (2.2), (2.7), (2.10) and (2.11) remain valid for $\alpha=2$ or $\beta=2$.

Proof. The lemma follows immediately by passing to the limit with respect to the corresponding parameters in representations (2.2), (2.7), (2.10) and (2.11).

## 3. Asymptotic Behaviour

The asymptotic properties of the function $E_{\alpha, \beta}(x, y ; \mu)$ for large values of $|x|$ and $|y|$ are of particular interest.

Theorem 3.1. Let $0<\alpha, \beta<2$ and $\alpha \beta<2$. Let $\mu$ be any complex number and $\tau$ be any real number satisfying inequalities (2.1)

$$
\pi \alpha \beta / 2<\tau \leq \min (\pi, \pi \alpha \beta)
$$

Then, for all integer $r \geq 1$, the function $E_{\alpha, \beta}(x, y ; \mu)$ verifies the following asymptotic formulas drawn from its integral representations whenever $|x| \rightarrow \infty$ and $|y| \rightarrow \infty$.

1) If $|\arg x| \leq \tau / \beta$ and $|\arg y| \leq \tau / \beta$, then

$$
\begin{align*}
& E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\alpha} \frac{\mathrm{e}^{x^{1 / \alpha}} x^{\frac{1+\beta-\mu}{\alpha}}}{x^{\beta / \alpha}-y}+\frac{1}{\beta} \frac{\mathrm{e}^{y^{1 / \beta}} y^{\frac{1+\alpha-\mu}{\beta}}}{y^{\alpha / \beta}-x} \\
& \quad+\sum_{n=1}^{r_{\beta}} \sum_{m=1}^{r_{\alpha}} \frac{x^{-n} y^{-m}}{\Gamma(\mu-n \alpha-m \beta)}+o\left(|x y|^{-1}|x|^{-r_{\alpha}}\right)+o\left(|x y|^{-1}|y|^{-r_{\beta}}\right) \tag{3.1}
\end{align*}
$$

2) If $|\arg x| \leq \tau / \beta$ and $\tau / \alpha<|\arg y| \leq \pi$, then

$$
\begin{align*}
& E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\alpha} \frac{\mathrm{e}^{x^{1 / \alpha}} x^{\frac{1+\beta-\mu}{\alpha}}}{x^{\beta / \alpha}-y} \\
& \quad+\sum_{n=1}^{r_{\beta}} \sum_{m=1}^{r_{\alpha}} \frac{x^{-n} y^{-m}}{\Gamma(\mu-n \alpha-m \beta)}+o\left(|x y|^{-1}|x|^{-r_{\alpha}}\right)+o\left(|x y|^{-1}|y|^{-r_{\beta}}\right) \tag{3.2}
\end{align*}
$$

3) If $\tau / \beta<|\arg x| \leq \pi$ and $|\arg y| \leq \tau / \alpha$, then

$$
\begin{align*}
& E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\beta} \frac{\mathrm{e}^{y^{1 / \beta}} y^{\frac{1+\alpha-\mu}{\beta}}}{y^{\alpha / \beta}-x} \\
& \quad+\sum_{n=1}^{r_{\beta}} \sum_{m=1}^{r_{\alpha}} \frac{x^{-n} y^{-m}}{\Gamma(\mu-n \alpha-m \beta)}+o\left(|x y|^{-1}|x|^{-r_{\alpha}}\right)+o\left(|x y|^{-1}|y|^{-r_{\beta}}\right) \tag{3.3}
\end{align*}
$$

4) If $\tau / \beta<|\arg x| \leq \pi$ and $\tau / \alpha<|\arg y| \leq \pi$, then

$$
\begin{align*}
E_{\alpha, \beta}(x, y ; \mu)= & \sum_{n=1}^{r_{\beta}} \sum_{m=1}^{r_{\alpha}} \frac{x^{-n} y^{-m}}{\Gamma(\mu-n \alpha-m \beta)} \\
& +o\left(|x y|^{-1}|x|^{-r_{\alpha}}\right)+o\left(|x y|^{-1}|y|^{-r_{\beta}}\right) \tag{3.4}
\end{align*}
$$

Proof. The proof below focuses on the first case, since the proofs ot the three other cases are easily completed along the same lines as in case 1 , that is as the proof of asymptotic formula (3.1).

So, under the conditions required in case 1, i.e. $|\arg x| \leq \tau / \beta$ and $|\arg y| \leq$ $\tau / \alpha$, pick a real number $\theta$ satisfying the condition (3.5):

$$
\begin{equation*}
\pi \alpha \beta / 2<\tau<\theta \leq \min (\pi, \pi \alpha \beta) \tag{3.5}
\end{equation*}
$$

It is easy to expand the equality

$$
\begin{equation*}
\frac{1}{\left(\zeta^{1 / \beta}-x\right)\left(\zeta^{1 / \alpha}-y\right)}=\sum_{n=1}^{r_{\beta}} \sum_{m=1}^{r_{\alpha}} \frac{\zeta^{\frac{n-1}{\beta}+\frac{m-1}{\alpha}}}{x^{n} y^{m}}+\frac{x^{r_{\beta}} \zeta^{\frac{r_{\alpha}}{\alpha}}+y^{r_{\alpha}} \zeta^{\frac{r_{\beta}}{\beta}}-\zeta^{\frac{r_{\alpha}}{\alpha}+\frac{r_{\beta}}{\beta}}}{x^{r_{\beta}} y^{r_{\alpha}}\left(\zeta^{1 / \beta}-x\right)\left(\zeta^{1 / \alpha}-y\right)} . \tag{3.6}
\end{equation*}
$$

Set $\epsilon=1$ in the representation (2.11) in Lemma 2.4. Then, to the right of the contour $\gamma(1 ; \theta)$ (i.e. within the complex region $\Omega^{(+)}(1 ; \theta)$ ), in view of expansion (3.6) and by Eq. (2.11), the integral representation of $E_{\alpha, \beta}(x, y ; \mu)$ takes the form

$$
\begin{align*}
& E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\alpha} \frac{\mathrm{e}^{x^{1 / \alpha}} x^{\frac{1+\beta-\mu}{\alpha}}}{x^{\beta / \alpha}-y}+\frac{1}{\beta} \frac{\mathrm{e}^{y^{1 / \beta}} y^{\frac{1+\alpha-\mu}{\beta}}}{y^{\alpha / \beta}-x} \\
&+\sum_{n=1}^{r_{\beta}} \sum_{m=1}^{r_{\alpha}} \frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta}\left(\int_{\gamma(1 ; \theta)} \mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}}-1+\frac{n-1}{\beta}+\frac{m-1}{\alpha}\right. \\
&\mathrm{d} \zeta) \tag{3.7}
\end{align*} x^{-n} y^{-m} .
$$

Now, the Hankel representation of the reciprocal gamma function is obtained through the suited Hankel contour $\mathcal{H}$ detailed in [9, Eq. C3], [11, Chap. 3, §3.2.6], etc., and written as the well-known contour integral formula

$$
\frac{1}{\Gamma(s)}=\int_{\mathcal{H}} \mathrm{e}^{u} u^{-s} \mathrm{~d} u \quad(s \in \mathbb{C}, u>0)
$$

In the present setting, the integral contour is defined by $\mathcal{H}_{\theta}=\gamma(1 ; \theta)(\pi \alpha \beta / 2<$ $\tau<\theta \leq \min (\pi, \pi \alpha \beta)$ ), according to the definition of the Hankel path $\gamma(\epsilon ; \eta)$ in Section 1 and the assumptions of the theorem.

As a consequence, the summand of the double sum, the second term in (3.7), satisfies the relation

$$
\begin{align*}
& \frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(1 ; \theta)} \mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}-1+\frac{n-1}{\beta}+\frac{m-1}{\alpha}} \mathrm{~d} \zeta=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(1 ; \theta)} \mathrm{e}^{\zeta^{1 /(\alpha \beta)} \zeta^{\frac{1-\mu}{\alpha \beta}-1+\frac{n}{\beta}+\frac{m}{\alpha}} \mathrm{~d} \zeta} \\
& \quad=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(1 ; \theta)} \mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{-\frac{1}{\alpha \beta}(\mu-n \alpha-m \beta)+\frac{1}{\alpha \beta}-1} \mathrm{~d} \zeta=\frac{1}{\Gamma(\mu-n \alpha-m \beta)} . \tag{3.8}
\end{align*}
$$

Therefore, under the constraints resulting from inequalities (3.5), substituting the above summand (3.8) into representation (3.7) yields the transformation

$$
\begin{align*}
& E_{\alpha, \beta}(x, y ; \mu)=\frac{1}{\alpha} \frac{\mathrm{e}^{x^{1 / \alpha}} x^{\frac{1+\beta-\mu}{\alpha}}}{x^{\beta / \alpha}-y}+\frac{1}{\beta} \frac{\mathrm{e}^{y^{1 / \beta}} y^{\frac{1+\alpha-\mu}{\beta}}}{y^{\alpha / \beta}-x}+\sum_{n=1}^{r_{\beta}} \sum_{m=1}^{r_{\alpha}} \frac{x^{-n} y^{-m}}{\Gamma(\mu-\alpha n-\beta m)} \\
& \quad+\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(1 ; \theta)} \mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}}-1 \tag{3.9}
\end{align*} \frac{x^{r_{\beta}} \zeta^{r_{\alpha} / \alpha}+y^{r_{\alpha}} \zeta^{r_{\beta} / \beta}-\zeta^{r_{\alpha} / \alpha+r_{\beta} / \beta}}{x^{r_{\beta}} y^{r_{\alpha}}\left(\zeta^{1 / \beta}-x\right)\left(\zeta^{1 / \alpha}-y\right)} \mathrm{d} \zeta . \quad .
$$

Next, expanding and simplifying the final term above makes the obvious sum of the three integrals $I_{1}+I_{2}+I_{3}$ appear in Eq. (3.9); precisely,

$$
\begin{align*}
& I_{1}=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(1 ; \theta)} \frac{\mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}-1+r_{\alpha} / \alpha}}{y^{r_{\alpha}}\left(\zeta^{1 / \beta}-x\right)\left(\zeta^{1 / \alpha}-y\right)} \mathrm{d} \zeta  \tag{3.10}\\
& I_{2}=\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(1 ; \theta)} \frac{\mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}}-1+r_{\beta} / \beta}{x^{r_{\beta}}\left(\zeta^{1 / \beta}-x\right)\left(\zeta^{1 / \alpha}-y\right)} \mathrm{d} \zeta \quad \text { and }  \tag{3.11}\\
& I_{3}=-\frac{1}{2 \pi \mathrm{i}} \frac{1}{\alpha \beta} \int_{\gamma(1 ; \theta)} \frac{\mathrm{e}^{\zeta^{1 /(\alpha \beta)}} \zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}}-1+r_{\alpha} / \alpha+r_{\beta} / \beta}{x^{r_{\beta}} y^{r_{\alpha}}\left(\zeta^{1 / \beta}-x\right)\left(\zeta^{1 / \alpha}-y\right)} \mathrm{d} \zeta \tag{3.12}
\end{align*}
$$

Assuming that $|\arg x| \leq \tau / \beta$ and $|\arg y| \leq \tau / \alpha$, each of the three integrals in the sum (3.9), $I_{1}$ in (3.10), $I_{2}$ in (3.11) and $I_{3}$ in (3.12), can be evaluated for large values of $|x|$ and $|y|$. Provided that $|\arg x| \leq \tau / \beta$ for $|x|$ large enough, it can be checked that

$$
\min _{\zeta \in \gamma(1 ; \theta)}\left|\zeta^{1 / \beta}-x\right|=|x| \sin (\theta / \beta-\tau / \beta)=|x| \sin \left(\frac{\theta-\tau}{\beta}\right)
$$

and analogously, when $|\arg y| \leq \tau / \beta$ for $|y|$ large enough,

$$
\min _{\zeta \in \gamma(1 ; \theta)}\left|\zeta^{1 / \alpha}-y\right|=|y| \sin (\theta / \alpha-\tau / \alpha)=|y| \sin \left(\frac{\theta-\tau}{\alpha}\right)
$$

Hence, when $|\arg x| \leq \tau / \beta$ and $|\arg y| \leq \tau / \alpha$ for large $|x|$ and $|y|$, the following estimate for the integral $I_{1}$ can be obtained:

$$
\begin{equation*}
\left|I_{1}\right| \leq \frac{|x|^{-1}|y|^{-r_{\alpha}-1}}{2 \pi \alpha \beta \sin \left(\frac{\theta-\tau}{\alpha}\right) \sin \left(\frac{\theta-\tau}{\beta}\right)} \int_{\gamma(1 ; \theta)}\left|\mathrm{e}^{\zeta^{\frac{1}{\alpha \beta}}}\right|\left|\zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}-1+\frac{r_{\alpha}}{\alpha}}\right||\mathrm{d} \zeta| . \tag{3.13}
\end{equation*}
$$

Of course, an analogous estimate holds also symmetrically for the integral $I_{2}$ by substituting $r_{\beta}$ for $r_{\alpha}$ and $r_{\beta} / \beta$ for $r_{\alpha} / \alpha$ (resp.) into inequality (3.13).

Besides, since the rays defined by $S_{\theta}=\{\arg \zeta= \pm \theta,|\zeta| \geq 1\}$ belong to the contour $\gamma(1 ; \theta)$, the integral in inequality (3.13) is convergent; whence the equality

$$
\left|\mathrm{e}^{\mathrm{S}^{1 /(\alpha \beta)}}\right|=\exp \left(|\zeta|^{\frac{1}{\alpha \beta}} \cos \frac{\theta}{\alpha \beta}\right)
$$

Now, according to inequalities (3.5), we have that $\cos \frac{\theta}{\alpha \beta}<0$. Thus,

$$
I_{1}=o\left(|x y|^{-1}|y|^{-r_{\alpha}}\right) \quad \text { and } \quad I_{2}=o\left(|x y|^{-1}|x|^{-r_{\beta}}\right)
$$

Furthermore, by referring to Eq. (3.12), the next estimate is also obtained for the integral $I_{3}$.

$$
\begin{equation*}
\left|I_{3}\right| \leq \frac{|x|^{-r_{\beta}-1}|y|^{-r_{\alpha}-1}}{2 \pi \alpha \beta \sin \left(\frac{\theta-\tau}{\alpha}\right) \sin \left(\frac{\theta-\tau}{\beta}\right)} \int_{\gamma(1 ; \theta)}\left|\mathrm{e}^{\zeta^{1 /(\alpha \beta)}}\right|\left|\zeta^{\frac{\alpha+\beta+1-\mu}{\alpha \beta}-1+r_{\alpha} / \alpha+r_{\beta} / \beta}\right||\mathrm{d} \zeta|, \tag{3.14}
\end{equation*}
$$

which yields the asymptotic formula $I_{3}=o\left(|x y|^{-1}|x|^{-r_{\beta}}|y|^{-r_{\alpha}}\right)$.

Hence, this leads finally to the overall asymptotic formula

$$
I_{1}+I_{2}+I_{3}=o\left(|x y|^{-1}|x|^{-r_{\beta}}\right)+o\left(|x y|^{-1}|y|^{-r_{\alpha}}\right)
$$

and the proof of Eq. (3.1) (in case 1 of Theorem 3.1) is established.
Similarly, the proofs of Eq. (3.2) (case 2), Eq. (3.3) (case 3) and Eq. (3.4) (case 4) run along the same lines as the above proof of Eq. (3.1) (case 1). This completes the proof of Theorem 3.1.
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