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NEW METHODS FOR THE ANALYSIS OF
TWO-WAY CONTINGENCY TABLES:
AN ALTERNATIVE TO DIACONIS AND EFRON

I would like to congratulate Persi Diaconis and Bradley Efron on their very
interesting and stimulating paper (1985). Their paper introduces into the litera-
ture on the analysis of contingency tables new ideas and methods, and a new
level of mathematical sophistication and depth, pertaining to the interpretation
of the chi-square statistic. I appreciate very much the merits of their approach;
and I would like here to suggest an alternative approach to the analysis of
contingency tables, and to indicate some of the merits of this alternative. I shall
illustrate this alternative approach by applying it in an analysis of the same two
contingency tables (Tables 1 and 2) that were used by Diaconis and Efron to
illustrate their methods.

I begin with Table 1, a 4 X 4 cross-classification of 592 subjects with respect
to eye color (the row classification) and hair color (the column classification).
For this table, Diaconis and Efron obtain a chi-square value of 138.29, with
3 X 3 = 9 degrees of freedom, using the usual goodness-of-fit (i.e., Pearsonian)
chi-square statistic for testing the usual model H, of independence between the
row classification and column classification. They then proceed to provide new
and interesting interpretations of this statistic. The alternative approach that I
wish to suggest here, for analyzing contingency tables of this kind, leads me,
when analyzing this 4 X 4 table, to modify the usual model H, of independence
by introducing 2 parameters pertaining to the association in the table, and the
model thus obtained (called here model H’) turns out to reduce the goodness-of-
fit chi-square value from 138.29 to 10.48, with 9 — 2 = 7 degrees of freedom (d.f.).
This reduction of 92 percent in the chi-square value, with the introduction of
only 2 association parameters in model H’, is quite dramatic. The 2 parameters
provide a parsimonious description of the association in this table; the estimate
of these association parameters describes the magnitude of this association; the
relatively small chi-square value indicates that the data in this table are congruent
(more or less) with H’; the 7 d.f. corresponding to H’ indicate that this model
makes 7 distinct assertions about the association in the table; and the relatively
small chi-square value indicates that the data are congruent (more or less) with
those 7 assertions.?

! Support for this work was provided in part by National Science Foundation Grant SES-8303838.
This work was carried out while the author was a Fellow of the Center for Advanced Study in the
Behavioral Sciences, with financial support provided in part by National Science Foundation Grant
BNS-8011494 to the Center.

2 Model H’ is an example of the kind of model introduced in my work on “association models”
(see, e.g., 1979, 1981), as are the other models that will be brought forward in this discussion (viz.,
models H”, M’, M”, and the other association models in Tables A and B). Due to space constraints
imposed by the Editor on this discussion, the details about these particular models, and their
application in the present context, will be discussed more fully elsewhere.

Institute of Mathematical Statistics is collaborating with JSTOR to digitize, preserve, and extend access

The Annals of Statistics. RIKOJIS ®

5 ()

v

e 2

to

WWw.jstor.org



888 DISCUSSION

TABLE 1
Cross-classification of 592 subjects according to their eye color and hair color

Hair Color
Eye Color Black Brunette Red Blond Total
Brown 68 119 26 7 220
Blue 20 84 17 94 215
Hazel 15 54 14 10 93
Green 5 29 14 16 64
Total 108 286 71 127 592

TABLE 2
Cross-classification of 25,263 Swedish families according to number of children per family
and yearly income

Yearly Income Units of 1000 Kronor

Number of
Children 0-1 1-2 2-3 3+ Total
0 2161 3577 2184 1636 9558
1 2755 5081 2222 1052 11110
2 936 1753 640 306 3635
3 295 419 96 38 778
>4 39 98 31 14 182
Total 6116 10928 5173 3046 25263

If I allowed myself to be carried away by the general approach that I wish to
suggest here, when analyzing this 4 X 4 table, I might further modify H’ by
introducing some additional parameters pertaining to the association in the table,
and the model thus obtained (called here model H”) turns out to reduce the
goodness-of-fit chi-square value from 138.29 to 10.48 to 0.82, with 9 — 6 = 3 d.f.
Model H” would make only 3 (rather than 7) distinct assertions about the
association in the table, and the tiny chi-square value would indicate that the
data are very congruent with the 3 assertions. After the introduction in the
preceding paragraph of model H’, which the data fit rather well (with 2 associa-
tion parameters), the introduction then of model H”, which the data fit very well
(with 4 additional association parameters), might be regarded as gilding the lily.
(Perhaps I should call H” the Gilded-Lily model.) I will say more about H’, H”,
and other related models below.

Before proceeding with this development, let me comment, however, on the
statement by Diaconis and Efron that “with small sample sizes we can often find
models to give a satisfactory fit. With large samples, no model fits.” (When
making this statement, they refer to Joseph Berkson’s classic paper (1938) on
the chi-square test.) Table 1, which was analyzed in their paper, and considered
very briefly in the preceding two paragraphs, described a sample of 592 subjects,
and Table 2 in their paper described a sample of 25,263 subjects. Table 1, with
n = 592, would not usually be viewed as a small sample in the present context;
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and Table 2, with n = 25,263, would be viewed as a large sample. I shall now
comment briefly on the analysis of Table 2.

This table is a 5 X 4 cross-classification of 25,263 families with respect to
number of children per family (the row classification) and yearly income (the
column classification). For this table, Diaconis and Efron obtain a goodness-of-
fit chi-square value of 568.57, with 4 X 3 = 12 d.f., for testing the usual model of
independence between the row classification and column classification; and they
then proceed to provide new and interesting interpretations of this statistic. (The
independence model for Table 2 will be called here model M, to distinguish it
from the corresponding model H, for Table 1.) The alternative approach that I
wish to suggest here, for analyzing contingency tables of this kind, leads me,
when analyzing this 5 X 4 table, to modify model My, which has 4 X 3 d.f,, to an
association model M’, which has 3 X 2 d.f.; and this model turns out to reduce
the goodness-of-fit chi-square value from 568.57 to 10.97, with 6 d.f. This
reduction of 98 percent in the chi-square value is again quite dramatic. Model
M’ makes 6 distinct assertions about the association in the table, and the
relatively small chi-square value indicates that the data are congruent (more or
less) with the 6 assertions.?

Model M’ can be modified further by introducing 2 additional parameters
pertaining to the association in this 5 X 4 table, and the model thus obtained
(called here model M”) turns out to reduce the goodness-of-fit chi-square value
from 568.57 to 10.97 to 3.64, with 4 d.f. (and with n = 25,263!). Model M” would
make only 4 (rather than 6) distinct assertions about the association in the table,
and the small chi-square value would indicate that the data are congruent with
the 4 assertions. After the introduction in the preceding paragraph of model M’,
which the data fit rather well, the introduction then of model M”, which the data
fit really better (with 2 additional association parameters), might be regarded as
icing the cake.

Now see Table A, which summarizes the results described above for contin-
gency tables 1 and 2, using both the goodness-of-fit chi-square and the chi-square
based on the likelihood-ratio. (Both these chi-square statistics are considered by
Diaconis and Efron.) Since there is a greater transition (with respect to d.f.)
from H’ to H” for Table 1 than there is from M’ to M” for Table 2, to ease this
transition, I have included additional association models for Table 1 in Table A.

Before proceeding further, let me comment briefly on the statement by
Diaconis and Efron that the methods they have suggested “are not intended to
replace a careful structural investigation,” and on their related statement men-
tioning specifically “log-linear modeling, correspondence analysis, and other
structural models.” The general approach that I am suggesting here is based on
the use of a class of “association models” introduced in my recent work (see, e.g.,

3 For those familiar with the notation in my earlier articles (see, e.g., 1981), model M’ is the RC
association model, and the 6 distinct assertions about the association in the table can be expressed
in terms of the odds-ratios in the 2 X 2 subtables formed from the 5 X 4 table. Further details about
this particular model can be found in my earlier articles; and, due to space constraints, application
of the model in the present context will be discussed more fully elsewhere.
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TABLE A
Association models applied to Contingency Tables 1 and 2

Association Degrees Goodness-of-Fit Likelihood-Ratio
Models of Freedom Chi-Square Chi-Square

For Contingency Table 1

H, 9 138.29 146.44

H,=H’ 7 10.48 10.08

H, 5 7.18 6.36

H; 4 5.22 4.88

H,=H" 3 0.82 0.83
For Contingency Table 2

M, 12 568.57 569.42

M’ 6 10.97 11.05

M” 4 3.64 3.76

1979, 1984, 1985). This class of models is different from the class of log-linear
models (although the classes do overlap), and the approach is also different from
correspondence analysis. With respect to the relationship to log-linear modeling,
three of the association models that I have mentioned in this discussion (viz.,
H”, M’, and M”) are not equivalent to log-linear models, and one of the
association models (viz., H’) can be reexpressed as a log-linear model. With
respect to correspondence analysis, I shall now mention briefly some differences
between the association models approach and correspondence analysis.
Correspondence analysis, as it is now practiced, is a descriptive tool, which
does not usually apply methods of statistical inference. The need to develop the
possible inferential aspects of correspondence analysis has been noted (e.g.,
Nishisato, 1980; Aitkin, 1982); and I have presented, in the 1983 Rietz Memorial
Lecture, statistical methods that should help to meet this need when correspond-
ence analysis is applied to contingency tables (see Goodman, 1985). (For related,
but different, methods, see, e.g., Lebart, Morineau, and Warwick, 1984; Green-
acre, 1984; Gilula and Haberman, 1984.) The Rietz Lecture also compared these
statistical methods for correspondence analysis with the statistical methods
appropriate for the analysis of association models. (For further details, see the
lecture.) With respect to the present brief discussion, I would point out that the
application of correspondence analysis to Tables 1 and 2 does not lead to results
that are as satisfactory as those obtained with association models. My 1981
article and the Rietz Lecture described conditions under which application of the
correspondence analysis approach (and the equivalent canonical correlation
approach) would lead to results that are similar, in some respects, to those
obtained with the association models approach. (The four different contingency
tables that were analyzed from this perspective in these two earlier papers were
used to illustrate these similarities.) Tables 1 and 2, on the other hand, do not
satisfy the conditions described in those two papers. To illustrate only some of
the differences in the results obtained when Tables 1 and 2 are analyzed using
the correspondence analysis approach and the association model approach, I
have included Table B, which gives the chi-square values that turn up (with 4
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TABLE B
Correspondence analysis model and related association model applied to Contingency Tables 1 and 2

Models Degrees Goodness-of-Fit Likelihood-Ratio

of Freedom Chi-Square Chi-Square
For Contingency Table 1
Correspondence Analysis RC 4 14.90 14.17
Association Model RC 4 8.67 8.08
For Contingency Table 2
Correspondence Analysis RC 6 18.54 19.02
Association Model RC 6 10.97 11.05

d.f. for Table 1 and 6 d.f. for Table 2) when correspondence analysis is applied
to the two contingency tables (with the appropriate statistical methods described
in the Rietz Lecture) using only the first principal component, and when a related
association model is applied to these tables. The contingency tables do not fit
the correspondence analysis models, but they do fit (more or less) the related
association models. (Comparing Tables A and B, we also find that, with respect
to Table 1, the data fit the particular association model, with 4 d.f., in Table A
(viz., H3) better than they do the related association model, with 4 d.f., in Table
B. And, with respect to Table 2, the particular association model, with 6 d.f., in
Table A (viz., M’) is the same as the related association model in Table B.)*

I have not yet described in this discussion what the association models tell us
about the association in the two contingency tables. These models tell us a lot;
but space constraints on this brief discussion mean that these results will have
to be reported elsewhere. Nevertheless, using the perspective introduced by the
association models, with respect to Table 1, let me note here only that the data
can be used to determine (in a clearly defined sense) an appropriate ordering of
the row categories (eye color) and an appropriate ordering of the column cate-
gories (hair color); and, with the table as displayed by Diaconis and Efron (and
also as displayed by Snee, 1974), the ordering is correct for the column classifi-
cation, but incorrect for the row classification. With respect to Table 2, let me
note here only that the data can be used to determine that the relationship
between the row classification (number of children per family) and the column
classification (yearly income) is not monotonic, which contradicts (to some
extent) the statement that there is “an obvious systematic trend,” which was
made in an earlier discussion of Table 2 by Abildgard (1974). And, with respect
to the comparison of Tables 1 and 2, let me note here only that the association
model (and the correspondence analysis model) applied in Table B can be used
to show that the data in Table 2 are closer, in several respects, to the independence
model than are the data in Table 1. (The results pertaining to the comparison of
Tables 1 and 2, which are obtained with the perspective suggested here, provide
additional insights into the corresponding result obtained by Diaconis and Efron.)

4 For those familiar with the notation in my earlier articles, with respect to Table 1, the association
models with 4 d.f. in Tables A and B are R + C and RC models, respectively. And, with respect to
Table 2, the association model with 6 d.f. is the RC model in both Tables A and B.
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With respect to the application of the association models, to further increase
confidence in their utility, I have begun to study the chi-square values reported
in Table A, using tools from the cross-validation, jackknife, and bootstrap
literature. The models in Table A were selected to fit the data (but were limited
to the class of models described in, e.g., my 1981 article), and so an evaluation of
the chi-square values thus obtained will be of interest. This too I shall report on
elsewhere.

In closing, let me note that there are similarities between the association
models- considered here for the analysis of a two-way contingency table and
nonadditivity models in the analysis of a two-way array with continuous data, of
the kind considered in, e.g., Mandel (1971), Johnson and Graybill (1972), and
Tukey (1949, 1977). The development of methods appropriate in the contingency
table context can lead to the development of some related methods appropriate
for the analysis of nonadditivity models in a two-way array with continuous data,
and these related methods will make a new contribution to the statistical tools
now available for the analysis of nonadditivity with the analysis of variance; see
Goodman and Haberman (1985).

One final comment: In closing their paper, Diaconis and Efron note that
Harold Hotelling’s volume test (in a regression context), which was developed in
his 1939 article, is closely related to their volume test (in the contingency table
context); and they mention that the “statistical content (of Hotelling’s article)
seems to have gone largely ignored (except for scattered applications, as in Efron,
1971).” I expect that much more attention will be paid to the statistical content
in their paper than was paid to the corresponding content in Hotelling’s article.
And with respect to the alternative suggested in the present discussion (viz., the
association models approach developed in my recent work): judging from the
reception of my earlier work on log-linear models (e.g., 1969, 1970, 1971, 1978), I
suspect that the statistical content of the association models approach will not
go ignored. The association models provide meaningful and parsimonious descrip-
tions of the association in many different contingency tables, and data obtained
in many different contexts are found to be congruent with these models (see
Goodman, 1984, 1985). These models, it would appear, are chock full of statistical
content.
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This exciting and imaginative paper promises substantial impact upon the
practical application of contingency table methodology. It highlights the difficulty
for the user in making an overall judgement concerning a.reduced model, by
reference to the tricky (and dare I say virtually impossible?) interpretation,
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