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AN INVARIANCE PRINCIPLE IN REGRESSION ANALYSIS!

By P. K. BHATTACHARYA
University of Arizona

The sample paths ot cumulative sums of induced order statistics ob-
tained from n independent two-dimensional random vectors, when appro-
priately normalized, converge weakly (as n increases indefinitely) to the
sum of a Brownian motion with time change and an integrated Brownian
bridge which is independent of the Brownian motion. Applications in
regression analysis are given.

1. Introduction. Let (X,,Y,),i=1,2, ... be i.i.d. as (X, Y). We assume
the marginal cdf F of X is continuous and let m(x) = E(Y|X = x). Let
X, < -+ <X, denote the ordered X;’s and define induced order statistics
Yoo -5 Yyeas Y, = Y, if X,, = X;; thus E(Y,, (1) Will be approximated, under
regularity conditions, by A(f) = m o F~\(z) for large n. Define H(r) = {§ h(s) ds.
Natural estimates of H are H,(t) = n™* 11" Y,; and H,*(1) = 07" Xrix, nse Yos
when F is known.

If X represents the income of a family and Y its consumption of a particular
commodity, then H(r)/H(1) is the proportion of the total national consumption
of the commodity consumed by the poorest 100¢ percent of the families. For
most commodities m is increasing, so that H(r)/H(1) is a convex function con-
necting the points (0, 0) and (1, 1). The area below the 45° line and above
H(r)/H(1) is typically small for a necessity and large for a luxury. This curve
can be of some use in determining taxation policy.

Now n}(H, — H) = U, + J, where U,(t) = n=t}}{"1{Y,, — m(X,;)} was con-
sidered in [1], V() = n*[G,(t) — t] with F, the empirical cdf of X}, - -, X, and
G,=F,oF'and

Jo(t) = nA[§§ i h(s) dG (s) — §i h(s) ds] = §5 Va(s) dh(s) + R,(1) ,

where integration by parts yields an expression for R, such thatsup, ., ., |R,(f)| —,0
forall[a, b] c (0, 1) provided 4 is assumed continuous. Likewise, n*(H,* — H) =
U,* 4 J,* where

U (1) = n7t Ypox, pse { Yy — m(X,))} and
J(1) = §5 Va(s) dh(s) — Vu(Dh(1) -

Suppose the following conditions hold.

Cl. F is continuous.
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C2. B(x) = E[{Y — m(x)}*| X = x] is bounded.
C3. o%x) = Var (Y| X = x) is of bounded variation.

In [1] it was shown that under these conditions U, — { o ¢ where { is a standard
Brownian motion and ¢ (1) = {7."* ¢*(x) dF(x). Minor modification in that proof
shows that under the same conditions we have

(1) U V)= (Led,7) and  (UX V)= (o ¢,7)

where 7 is a Brownian bridge independent of £. The key points of such a modi-
fication are: (i) Things are done conditionally given X}, X,, - - - in view of the
independence of Theorem 1 of [1] (note that Theorem 1 (a) is also true condi-
tionally). (ii) Make use of the triangle inequality ||}, — ¢|| < ||¢, — &.l| +
I, — ¢|| while dealing with the conditional behavior of U, and an analogous
one for U,* where ¢,(1) = n™* 3" 0¥(X,}), ¢, (1) = n=* Y\"1T,; and {T,;} are
the stopping times of Theorem 1. (iii) In the course of the proof of Theorem
2(b), it was actually shown that in the conditional argument ||¢, — ¢,|| —, 0
uniformly in X;, X,, .. by C2.

Since ¢(u, v)(1) = u(t) + ¢ v(s) dh(s), a < ¢ < b is a continuous function from
D[0, 1]* to D[a, b] whenever [a, b] < (0, 1), we conclude from (1) that under
C1—C3 and continuity of 4 we have

2) nH(H,(1) — H(1) = Co () + §iy(s)dh(s)  on [a, b].

Actually (2) holds on [0, 1] if 4 is uniformly continuous. Likewise, under
C1—C3

() A(HX(1) — H(t)) = Lo ¢(t) + $in(s) dh(s) — (k)  on [0, 1].
2. Applications in regression analysis.

(1) Testing for a constant regression. Assume ¢%x) to be constant and consider
the problem of testing H,: m(x) = E(Y) or equivalently, H,: H(rf) — tH(1) = 0
against all alternatives. Note that H,(1) is simply the sample mean ¥ and the
sample variance s* = n~! 317 (Y, — ¥)? is a consistent estimator of ¢(1) under

H,. It now follows from (2) that under H,,

s H,(f) — 1¥) — C(6) — 1Z(1)  on [0, 1]

from which we can easily construct a lhrge sample test which rejects H, when
SUPy<<, n*s™!|H,(f) — Y] is too large where the critical value is obtained from
the well-known distribution of the maximum absolute value of a Brownian
bridge. If m is increasing under the alternative hypothesis, then a test based on
SUP,<, <, nEs7(H,(f) — 1Y) can be used in an analogous manner. These tests could
just as well be derived from the resule of [1] which coincides with (2) for con-
stant regression.

(ii) Confidence interval for H. For a given ¢, a confidence interval for H()
can be constructed in a large sample around H,(7) or H,*(r) when F is known.
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By (2) and (3), the statistics nt(H,(t) — H(f)) and nt(H,*(f) — H(r)) are asymp-
totically normal with respective variances v(r) = D(t) + #(1 — ¢) — 2(1 —
Nh()H(t) — Hr) and v*(r) = D(r) — H¥r) where D(t) = {F70 E(Y*| X =
x) dF(x) . Consistent estimators v,(f) and v,*(r) of these variances are obtained
by replacing D(t), H(t) and A(rf) by their consistent estimators D,(f) =
n=t 3 YL, Ho(t) and A, (t) = m,(X, , ) respectively where m, is a regression
estimator of the type considered by Nadaraya (1964) and Watson (1964). The
resulting asymptotic confidence intervals with confidence coefficient 1 — « are
H,(f) + O(1 — (2/2))(v,(t)/n)t and H,*(1) = O-1(1 — (a/2))(v,*(r)/n)* where ®
is the standard normal cdf.

In order to obtain a confidence band for the function H around H, on [a, b] C
(0, 1), the distribution of sup,,, | o ¢(7) + & 7(s) dh(s)| is needed. This is a
hopelessly complicated problem. However, in the course of the proof of (1) it can
be seen that conditionally, given X, X,, - .-, U, = { o ¢ and the convergence is
uniform in X, X,, ---. From this we can obtain a conditional confidence band
H, + c,(¢.(1)/n)} with confidence coefficient 1 — & for the function H,(f) =
n=t Y1 m(X,;) on [0, 1] where ¢, is the 100(1 — @) percent point of the dis-
tribution of sup,,, [{(#)| and ¢, (1) = n=! Z2{Y; — m,(X,)}*

(iiiy Testing the equality of two regression functions. Suppose (X,, Y)), i =
1,...,nand (X, Y/),i = 1, ... ,n"are random samples from two bivariate popu-
lations with common marginal cdf F of X and X’ and o¢*x) = Var (Y| X = x) =
Var (Y| X’ = x). The null hypothesis H,: m = m’ is to be tested where m and
m’ are the regression functions in the two populations. The alternative hy-
pothesis is H,: m(x) = m'(x) for all x with strict inequality on a set of positive
probability. Let X, ;, X,.;, Y, and Y}, denote the order statistics and the in-
duced order statististics in the two samples and define H,(r), H,*(r) from the
first sample and H}.(t), H}' from the second sample as usual. Let R,; be the
rank of X; among X, ---, X; and R,; the rank of X,/ among X/, ..., X/,. It
then follows from (2) and (3) that under H, the statistics
@ (7 )T (HL() — H(0) dr

=7+ )T (1 — Ry)Y; — T Y (0 — RL)YST,

(7 4 =) (HA(0) — HE(1) d

©) = (n7 + )20 Tl — F(X)}Y,
— 7 IVl = F(XL 1Y)
are asymptotically normal with mean 0 and variances w = {} {; D(s A ¢) dsdr —
o H¥(t)dt + 2H(1) {3 H(r)dt — 4(\5 H(r)dr)*and w* = (3 (1 D(s A f)dsdt — ({} H(¢) dr)*
respectively where D(r) = (¥ E(Y?| X = x) dF(x) as before. It can be verified
that
Wo =17t Z0(n— R — 07 3 3t {(n — R,) A (n — R)}Y,Y,
+ 207 (L Y2 (1 = R,)Yy) — 4{n™* 2 (n — R,) Y},
wot =07 R (n = Ry)'YP — {n7 Bp (n — R, Y

are consistent estimators of w and w* respectively from the first sample.
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Define w], and w}’ analogous to w, and w,* respectively from the second
sample. Then the statistics Z,, obtained by dividing the RHS of (4) by
{(nw, 4 n'w}.)/(n 4+ n")}} and Z%, obtained by dividing the RHS of (5) by
{(nw,* + n'w})/(n + n')}t are both asymptotically standard normal under H,.
Tests for H, against H, can now be constructed in an obvious manner in which
H, is rejected for large values of Z,,, or Z}¥,,. The statistic Z¥, is the simpler

nn’®

of the two but it can be computed only when F is known.
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