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A COMPARISON OF CHI-SQUARE GOODNESS-OF-FIT
TESTS BASED ON APPROXIMATE
BAHADUR SLOPE!

By M. C. SpruILL
Georgia Institute of Technology

The Pearson-Fisher y? statistic is asymptotically chi-square under the
null hypothesis with M — m — 1 degrees of freedom where M == number
of cells and m = dimension of parameter. The Chernoff-Lehmann sta-
tistic is a weighted sum of chi-squares and the Kambhampati statistic js y2
with M — 1 degrees of freedom. The approximate Bahadur slopes of the tests
based on these statistics are computed. It is shown that the Kambhampati
test always dominates the Chernoff-Lehmann and that no such dominance
exists between the Pearson-Fisher test and Kambhampati test, or the
Pearson-Fisher and Chernoff-Lehmann.

1. Introduction. The original Pearson y* test of fit to a fixed distribution is
based on observed cell frequencies in a set of fixed cells. This test may be
modified to test the hypothesis that the observations come from a member of
the parametric family F(y|#) by estimating the parameter § from the data and
allowing cells whose boundaries are functions of the data. It is the purpose of
this note to investigate the performance against fixed noncontiguous alternatives
of three basic modifications of the Pearson test. These are the Pearson-Fisher
(P-F) x* with parameters estimated from grouped data, the Chernoff-Lehmann
(C-L) x* with parameters estimated from the original data, and Kambhampati’s
(K) nonstandard y? statistic. These statistics are discussed in detail in Moore
and Spruill (1975). The measure of performance is approximate Bahadur slope.

It should be noted that the results which follow could differ from those based
on exact Bahadur slope since Bahadur (1967) has pointed out that there may
be large differences between exact and approximate slopes especially at alterna-
tives far from the null hypothesis.

2. Notation and assumptions. The notation used is that of Moore and Spruill
(1975). Specifically, let {F(-|6)} be a family of df’s on R* indexed by the m-
dimensional real parameter §. The cells for the »* tests are rectangles in R*
with sides parallel to the coordinate axes. They are functions of the variable
7. The resulting cells are denoted by {/,(7)}:L,. The number of y, y,, ---, y,
falling in 7,(y) is N,,(7) and the probability of I,(y) under F(.|8) is p,(6, 7). The
unknown parameter ¢ is estimated by 6, = 6,(y,, - - -, y,) while the value of y
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is determined by 7, = 7,(J1s * - +» ya). Letting V,(8, r) be the M-vector whose
oth component is

Va0 7) = (Nao(r) — 1po(0> 1)[Inpo(05 1)1 »
the three y? tests are based on the three statistics

Ty = [Vl 1) (P-F)

Ty = (Va0 Tl (C-L)

T?m = Vn,(an’ Tn)Q(Hn’ 7%)Vn(0n’ T'ﬂ) (K) :
Here 6, maximizes Y2, N,.(7,) log p,(0, 7,), 0, maximizes Y7_,logf(y;|0),
f(y]0) is the density of F(y|@) with respect to a fixed measure ,

Q(0, 1) = (I, — B0, )J(O)B'(0, 1))~
B(0, 1) is the M X m matrix with (i, j)th entry p,~¥(0, r)op;/06,(0, 1), and finally

J(6) is the m X m matrix with (i, j)th entry E((d log f(y|6)/30,)(d log f(y | 0)/06;))-
We make the following assumptions.

0) of the family {F(.

(A1) Under any member F(. 0)}

T,, has limiting distribution y3_,,_;,

T,, has limiting distribution y3_,_, + 27— 4521

T,, has limiting distribution 3% _,.
(A2) p,(0, y) and Q(0, 1) are continuous in (4, y) and §, ., g dp is continuous
in 7.
(A3) Under G, 7, —» 7, w.p. 1,8, -0, w.p. 1, and 4, — f, w.p. 1.
Here 4% _,_, and 32, represent independent central y* rv’s with M — m — 1 and
1 degrees of freedom and the 2; are fixed constants. Moore and Spruill (1975)
give conditions under which the T, have these limiting null distributions. The
remaining assumptions involve a specified alternative df G ¢ {F(+ | #)} and having
density g w.r.t. . Perlman (1972) gives conditions under which (A3) holds.

3. Comparison of the tests. The first lemma is an easy consequence of Lemma
1 in Spruill (1975).
LeEMMA. Under the assumptions above and subject to the rths being positive and
finite, the approximate Bahadur slope of' the test based on
Ty is $(G) = [[VilBu 10)II
Ty is  9(G) = [[Vo(lo 7)lI*
Ty, is  ¢3(G) = Vi (0o, 70)Q(00s 70)V (00> T0) »
where V (0, 1) is the M-vector with ath component

Vo8, 7) = [Slg(r) gdp — p,(0, ]/[p.(0, T)]% :

It is known (see Moore and Spruill (1975)) that when the matrix Q exists it
is symmetric with eigenvalues 8, = 1. This proves the following theorem.
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THEOREM. (K dominates C-L.) Whenever ¢, and ¢, exist ¢, = ¢,.

By means of the following two examples it is shown that no other dominance
relationship holds without conditions on the alternative G. That is, it is shown
that both of ¢, < ¢, and ¢; < ¢, are possible.

ExampLE 1. (¢, < ¢,). Consider testing fitto F(y|60) = ®(y — ). Lete >0
and ¢, ¢, be such that —co <, + e <0< t, — e < +ooand |t # |t,]. Let G
be a df satisfying

G(t,—e) —G(t, +¢)=1 and
{27ixdG(x) =0.
Using the random cells (— oo, t, + X], (f, + %, t, + X], (1, + %, 4-00) T}, hasslope
¢, = [D(t,) — O(1,)]* — 1and T,, has slope ¢, = [D(¢, — G,) — D(t, — G)]* — 1.
Since 8, is the unique (see Kulldorf (1961) Theorem 12.1) point which maxi-
mizes log [D(z, — ) — O(t, — )] and d, = 0 here, it follows that ¢, > ¢,.

EXAMPLE 2. (¢, < ¢,). Consider testing fit to F(x|0) = D(x/6), § > 0, using

the random cells (— o0, @,5,], (a,5,, @,5,], -+, (@y_,5,, +o0),
Sp=(n— D7 25, — 9
For reasons to be seen later take a > 2d%_, and —c0 < a, < a, < +++ <

ay_, < 0. For each z > 1 let G(y|r) be the df with a jump of r~! at x =
—(r — I)*andajumpofl — r~'atx = (r — 1)}, Weshall compute ¢,(G(- | 7))
and ¢,(G(- | 7)) and show that

(1) limsup,_., ¢4(G(+|7)) < o and
(2) ¢(G(+|7)) = o0 as 7 —> oo.
First (1) is easily seen, for since { ydG(y|z) = 0 and § y*dG(y|7) = 1 neither
the matrix Q nor the denominators of the entries in ¥, depend upon . Turning
to (2), we have that for sufficiently large =, f,(r) maximizes

== log [®(a,/6)] + (1 — =) log [1 — ®(ay_,/6)]
It follows from Kulldorf (1961) Theorem 13.1 that this expression is uniquely
maximized for ¢ > 1 + a,/a,_, by 0,(r) satisfying

3 —a,t! < —a’ ay_(1 — 77 < _aﬁr—1> —0.
) D(a,/0) xp 26* >+ 1 — D(a,_,/0) Xp 26*

Manipulation of (3) yields

1 — (I — 1—1)20?&[—1@(‘11/0) 2(a’ — a%_,)
) () (1 — O(a,_/0)az exP( 26° )

Using 1 — ®(x) ~ (27)~tx~'e=**2 for x large, we have

2(@12 — aﬁ[—-l) @(al/ﬁ(z')) ~ % exp ( (012 2—02(2‘:1)?;1—1) >

) xp 26%(z)
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since (3) implies §(¢) — 0 as ¢ — oo. In view of our assumption that a;* > 24j,_,,
(5) gives
1

lim, ... $,(G(- 0(a,f6())

7)) = lim_,, 4+ o0

4. Remark. The points 6, and 4, in (A3) typically uniquely maximize

§ log f(y | 0)g(y) du(y)
and

Pl [SI‘,(TO) 9(y) dp(y)] log po(9, 10)

respectively, so that the slopes in the lemma may be computed for nontrivial
cases. The reader is referred to Perlman (1972) for relevant material.
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