# PREDICTING INTEGRALS OF RANDOM FIELDS USING OBSERVATIONS ON A LATTICE ${ }^{1}$ 

By Michael L. Stein<br>University of Chicago<br>For a stationary random field $Z$ on $\mathbb{R}^{d}$, this work studies the asymptotic behavior of predictors of $\int v(x) Z(x) d x$ based on observations on a lattice as the distance between neighbors in the lattice tends to 0 . Under a mild condition on the spectral density of $Z$, an asymptotic expression for the mean-squared error of a predictor of $\int v(x) Z(x) d x$ based on observations on an infinite lattice is derived. For predicting integrals over the unit cube, a simple predictor based just on observations in the unit cube is shown to be asymptotically optimal if $v$ is sufficiently smooth and $Z$ is not too smooth. Modified predictors extend this result to smoother processes.

1. Introduction. This work studies the behavior of linear predictors of integrals of stationary random fields based on observations on a regular lattice. Ripley [(1981), Chapter 3], Tubilla (1975), Matern [(1986), Chapter 5], Cressie [(1993), page 321] and Stein (1993), among others, consider the asymptotic properties of predictors of area averages of random fields, that is, predicting $\int_{B} Z(x) d x$ over some set $B$, often a square, for a random field $Z: \mathbb{R}^{d} \rightarrow \mathbb{R}$. Schoenfelder $(1978,1982)$ and Schoenfelder and Cambanis (1982) studied the more general problem of predicting $\int v(x) Z(x) d x$. However, none of these works investigates whether or not these predictors are asymptotically efficient relative to the optimal linear predictors. Under a broad class of models for $Z$, this paper derives an expression for the asymptotic variance of the optimal predictor of $\int v(x) Z(x) d x$ based on an infinite lattice of observations as the lattice spacing tends to 0 . In addition, explicit expressions are obtained for predictors of $\int_{[0,1]^{d}} V(x) Z(x) d x$ based just on observations in $[0,1]^{d}$ that achieve this asymptotic mean-squared error if $v$ is smooth and $Z$ is not too smooth. It follows that these predictors are asymptotically optimal when the conditions on $v$ and $Z$ are satisfied.

Section 2 studies the following scenario: for a stationary process $Z$ on $\mathbb{R}^{d}$, suppose we observe $Z(\delta(J+\nu))$ for all $J$ in $\mathbb{Z}^{d}$, the $d$-dimensional integer lattice, where $\delta$ is a positive scalar and $\nu$ a fixed vector in $\mathbb{R}^{d}$. Under condition (2.1) on the spectral density of $Z$, Section 2 derives an asymptotic

[^0]expression for the mean-squared error of the predictor of $\int v(x) Z(x) d x$ as $\delta$, the distance between neighboring observations, tends to 0 .

Since, in practice, one never has observations on an infinite lattice, this result is of limited utility by itself. However, it does serve as a benchmark for predictors based on a finite lattice. If we can show that a predictor based on a finite lattice has the same asymptotic variance as the optimal predictor based on an infinite lattice, then it is obviously asymptotically efficient relative to the optimal predictor on the finite lattice. Section 3 considers predicting $\int_{[0,1]^{d}} v(x) Z(x) d x$ by

$$
\sum_{J} v\left(\frac{J-h}{m}\right) Z\left(\frac{J-h}{m}\right),
$$

where $h=\frac{1}{2}(1, \ldots, 1), m$ is a positive integer and each component of $J$ varies from 1 through $m$. If $v$ has bounded partial derivatives of order $d+1$ on $[0,1]^{d}$ and $Z$ is not too smooth, then Proposition 3.1 shows that this simple predictor is asymptotically optimal. The condition that $Z$ not be too smooth is that its spectral density $f(\omega)$ must decrease more slowly than $|\omega|^{-q}$ as $|\omega| \rightarrow \infty$ for some $q<4$. Since, under (2.1), $f(\omega)=o\left(|\omega|^{-d}\right)$ is necessary for $f$ to be a spectral density, Proposition 3.1 is only meaningful in at most three dimensions. Section 4 demonstrates how the results of Section 3 extend to larger $q$ and hence larger $d$ by modifying the predictor.
2. Asymptotic variance of optimal predictors. Suppose $Z$ is a weakly stationary random field on $\mathbb{R}^{d}$ with mean 0 and spectral density $f$. Throughout this paper, we will assume
(2.1) $\quad f(\omega) \asymp \gamma(|\omega|)$ as $|\omega| \rightarrow \infty$, where $\gamma(t)$ is regularly varying as $t \rightarrow \infty$.

See Feller [(1971), page 276] for the definition and properties of regularly varying functions. For positive functions $a$ and $b$ on $\mathbb{R}^{d}$, the notation $a(\omega) \asymp$ $b(\omega)$ means that $a(\omega) / b(\omega)$ is bounded away from 0 and $\infty ; a(\omega) \asymp b(\omega)$ as $|\omega| \rightarrow \infty$ means that, for some $R>0, a(\omega) / b(\omega)$ is bounded away from 0 and $\infty$ for all $|\omega| \geq R$. For $v: \mathbb{R}^{d} \rightarrow \mathbb{R}$ measurable and square integrable, define $V(\omega)=\int v(x) e^{i \omega^{\prime} x} d x$. Assume $\int|V(\omega)|^{2} f(\omega) d \omega<\infty$, which implies that $\int v(x) Z(x) d x$ is well defined as a mean-squared limit of finite weighted sums of $Z$ with $\operatorname{var}(\rho v(x) Z(x) d x)=\int|V(\omega)|^{2} f(\omega) d \omega$.

Consider predicting $\int v(x) Z(x) d x$ based on observing $Z(\delta(J+\nu))$ for all $J \in \mathbb{Z}^{d}$, where $\delta>0$ and $\nu \in[0,1)^{d}$. Let $\hat{Z}_{\delta}(x)$ be the optimal linear predictor of $Z(x)$ based on the infinite lattice of observations, so that the optimal linear predictor of $\int v(x) Z(x) d x$ is $\int v(x) \hat{Z}_{\delta}(x) d x$. Finally, set

$$
S(t)=\int_{A(t)} \sum^{\prime} f(\omega+2 \pi t J)|V(\omega)|^{2} d \omega,
$$

where $A(t)=t(-\pi, \pi)^{d}$ and $\Sigma^{\prime}$ means summing over all elements of $\mathbb{Z}^{d}$ except the origin.

Proposition 2.1. Under (2.1), if $f(\omega)>0$ almost everywhere with respect to Lebesgue measure, $\int v(x)^{2} d x<\infty$ and $\operatorname{var}(f v(x) Z(x) d x)<\infty$, then $\operatorname{var}\left(\int v(x)\left\{Z(x)-\hat{Z}_{\delta}(x)\right\} d x\right) \sim S\left(\delta^{-1}\right)$ as $\delta \downarrow 0$.

Proof. The proof has two basic steps. First, show that there is a possibly suboptimal linear predictor that has asymptotic mean-squared error $S\left(\delta^{-1}\right)$. Second, show that the optimal predictor cannot have mean-squared error asymptotically smaller than $S\left(\delta^{-1}\right)$.

Let $U_{\delta, \nu}$ be the Hilbert space given by the real linear hull of the functions $e^{i \delta \omega^{\prime}(J+\nu)}$ for $J \in \mathbb{Z}^{d}$ with respect to the inner product $\left(\phi_{1}, \phi_{2}\right)=$ $\int \phi_{1}(\omega) \bar{\phi}_{2}(\omega) f(\omega) d \omega$. Corresponding to each element $\phi \in U_{\delta, \nu}$, there is a random variable $Z_{\phi}$ defined by identifying $e^{i \delta \omega^{\prime}(J+\nu)}$ with $Z(\delta(J+\nu))$ and extending the correspondence first to finite linear combinations of these elements and then to limits of such linear combinations with respect to the norm on $U_{\delta, \nu}$. We then have $\operatorname{var}\left(f v(x) Z(x) d x-Z_{\delta}\right)=\int f(\omega) \mid V(\omega)-$ $\left.\phi(\omega)\right|^{2} d \omega$. The Hilbert space $U_{\delta}=U_{\delta, 0}$ is equivalent to the space of functions $U(\omega)=a(\omega)+i b(\omega)$ with $a$ and $b$ real, $a$ even, $b$ odd and both with period $2 \pi \delta^{-1}$ in each of its arguments with $\int f(\omega)|U(\omega)|^{2} d \omega<\infty$, as long as we equate functions $g_{0}(\omega)$ and $g_{1}(\omega)$ that satisfy $f f(\omega)\left|g_{0}(\omega)-g_{1}(\omega)\right|^{2} d \omega=0$. Furthermore, $\phi(\omega) \in U_{\delta, \nu}$ if and only if $e^{-i \delta \omega^{\prime} \nu} \phi(\omega) \in U_{\delta}$. In particular, the function $\phi_{0}$ which equals $V$ on $A\left(\delta^{-1}\right)$ and for which $e^{-i \delta \omega^{\prime} \nu} \phi_{0}(\omega)$ has period $2 \pi \delta^{-1}$ in each argument is in $U_{\delta, \nu}$. Then

$$
\begin{aligned}
& \operatorname{var}\left(\int v(x) Z(x) d x-Z_{\phi_{0}}\right) \\
& \quad=\int_{A\left(\delta^{-1}\right)} \sum^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)\left|V\left(\omega+2 \pi \delta^{-1} J\right)-e^{-i 2 \pi J^{\prime} \nu} V(\omega)\right|^{2} d \omega \\
& \quad=S\left(\delta^{-1}\right)+R_{\delta}
\end{aligned}
$$

where

$$
\begin{aligned}
\left|R_{\delta}\right| \leq & \int_{\mathbb{R}^{d} \backslash A\left(\delta^{-1}\right)} f(\omega)|V(\omega)|^{2} d \omega \\
& +2\left\{\int_{\mathbb{R}^{d} \backslash A\left(\delta^{-1}\right)} f(\omega)|V(\omega)|^{2} d \omega \sum^{\prime} \int_{A\left(\delta^{-1}\right)} f\left(\omega+2 \pi \delta^{-1} J\right)|V(\omega)|^{2} d \omega\right\}^{1 / 2} .
\end{aligned}
$$

Under (2.1), we have $S\left(\delta^{-1}\right) \asymp \gamma\left(\delta^{-1}\right)$ and

$$
\int_{\mathbb{R}^{d} \backslash A\left(\delta^{-1}\right)} f(\omega)|V(\omega)|^{2} d \omega=O\left(\gamma\left(\delta^{-1}\right) \int_{\mathbb{R}^{d} \backslash A\left(\delta^{-1}\right)}|V(\omega)|^{2} d \omega\right)=o\left(\gamma\left(\delta^{-1}\right)\right),
$$

since $\int v(x)^{2} d x<\infty$ implies $\int|V(\omega)|^{2} d \omega<\infty$. It follows that $\left|R_{\delta}\right|=o\left(\gamma\left(\delta^{-1}\right)\right)$ and that the suboptimal predictor defined by $Z_{\phi_{0}}$ has asymptotic meansquared error $S\left(\delta^{-1}\right)$.

Next we need to show that the optimal predictor does no better asymptotically than given by Proposition 2.1. Following Hannan [(1970), page 167], it is easy to show that the optimal predictor is given by the random variable corresponding to

$$
h_{\delta}(\omega)=\frac{\sum f\left(\omega+2 \pi \delta^{-1} J\right) V\left(\omega+2 \pi \delta^{-1} J\right) e^{-i 2 \pi J^{\prime} \nu}}{\sum f\left(\omega+2 \pi \delta^{-1} J\right)}
$$

Then

$$
\operatorname{var}\left(\int v(x)\left\{Z(x)-\hat{Z}_{\delta}(x)\right\} d x\right)
$$

$$
\begin{gather*}
\geq \int_{A\left(\delta^{-1}\right)} \sum^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)\left|V\left(\omega+2 \pi \delta^{-1} J\right)-e^{i 2 \pi J^{\prime} \nu} h_{\delta}(\omega)\right|^{2} d \omega  \tag{2.2}\\
\geq \int_{A\left(\delta^{-1}\right)} \sum^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)\left\{|V(\omega)|-\left|V(\omega)-h_{\delta}(\omega)\right|\right. \\
\left.-\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|\right\}^{2} d \omega
\end{gather*}
$$

Proposition 2.1 will follow if we can show $\operatorname{var}\left(\int v(x)\left\{Z(x)-\hat{Z}_{\delta}(x)\right\} d x\right) \geq$ $S\left(\delta^{-1}\right)+o\left(\gamma\left(\delta^{-1}\right)\right)$. Since

$$
\begin{aligned}
& \left\{|V(\omega)|-\left|V(\omega)-h_{\delta}(\omega)\right|-\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|\right\}^{2} \\
& \quad \geq|V(\omega)|^{2}-2|V(\omega)|\left\{\left|V(\omega)-h_{\delta}(\omega)\right|+\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|\right\}
\end{aligned}
$$

from (2.2), it suffices to show

$$
\begin{align*}
& \int_{A\left(\delta^{-1}\right)} \sum^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)|V(\omega)|  \tag{2.3}\\
& \quad \times\left\{\left|V(\omega)-h_{\delta}(\omega)\right|+\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|\right\} d \omega=o\left(\gamma\left(\delta^{-1}\right)\right)
\end{align*}
$$

By (2.1), $f\left(\omega+2 \pi \delta^{-1} J\right) / \gamma\left(\delta^{-1}|J|\right)$ is uniformly bounded by some constant $C$ for all $\omega \in A\left(\delta^{-1}\right), J \neq 0$ and all $\delta$ sufficiently small, so

$$
\begin{aligned}
& \int_{A\left(\delta^{-1}\right)} \sum^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)|V(\omega)|\left\{\left|V(\omega)-h_{\delta}(\omega)\right|+\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|\right\} d \omega \\
& \leq C \sum^{\prime} \gamma\left(\delta^{-1}|J|\right) \int_{A\left(\delta^{-1}\right)}|V(\omega)|\left\{\left|V(\omega)-h_{\delta}(\omega)\right|+\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|\right\} d \omega \\
& \leq 2 C\left\{\int|V(\omega)|^{2} d \omega\right\}^{1 / 2} \sum^{\prime} \gamma\left(\delta^{-1}|J|\right)\left[\left\{\int_{A\left(\delta^{-1}\right)}\left|V(\omega)-h_{\delta}(\omega)\right|^{2} d \omega\right\}^{1 / 2}\right. \\
& \left.+\left\{\int_{A\left(\delta^{-1}\right)}\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|^{2} d \omega\right\}^{1 / 2}\right]
\end{aligned}
$$

Thus, (2.3) easily follows if $\int_{A\left(\delta^{-1}\right)}\left|V(\omega)-h_{\delta}(\omega)\right|^{2} d \omega=o(1)$. We have

$$
\begin{align*}
& \int_{A\left(\delta^{-1}\right)}\left|V(\omega)-h_{\delta}(\omega)\right|^{2} d \omega \\
& \quad \leq  \tag{2.4}\\
& \quad 2 \int_{A\left(\delta^{-1}\right)}|V(\omega)|^{2}\left\{\frac{\Sigma^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)}{\sum f\left(\omega+2 \pi \delta^{-1} J\right)}\right\}^{2} d \omega \\
& \quad+2 \int_{A\left(\delta^{-1}\right)}\left\{\frac{\sum^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|}{\sum f\left(\omega+2 \pi \delta^{-1} J\right)}\right\}^{2} d \omega .
\end{align*}
$$

The first integral on the right-hand side of (2.4) tends to 0 as $\delta \downarrow 0$ by dominated convergence since the integrand tends to 0 and is dominated by $|V(\omega)|^{2}$, which is integrable over $\mathbb{R}^{d}$. The second term on the right-hand side of (2.4) is bounded by

$$
2 \int_{A\left(\delta^{-1}\right)} \frac{\Sigma^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)^{2} \Sigma^{\prime}\left|V\left(\omega+2 \pi \delta^{-1} J\right)\right|^{2}}{\left\{\Sigma f\left(\omega+2 \pi \delta^{-1} J\right)\right\}^{2}} d \omega
$$

Using (2.1), it follows that $\Sigma^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)^{2} /\left\{\Sigma f\left(\omega+2 \pi \delta^{-1} J\right)\right\}^{2}$ is uniformly bounded for $\omega \in A\left(\delta^{-1}\right)$ and all $\delta$ sufficiently small, so the second term on the right-hand side of (2.4) tends to 0 as $\delta \downarrow 0$. Thus, (2.3) and Proposition 2.1 follow.

Note that the condition $f(\omega)>0$ almost everywhere is necessary. Let $B$ be the set on which $f$ is 0 , let $1\{\cdot\}$ be an indicator function and define $\phi(\omega)=$ $V(\omega) 1\{\omega \in B\}$ on $A\left(\delta^{-1}\right)$, and elsewhere by the periodicity of $e^{-i \delta \omega^{\prime} \nu} \phi(\omega)$, so that $\phi \in U_{\delta, \nu}$. For $f(\omega)=0$ on a set of positive measure, the predictor $Z_{\phi}$ has asymptotic mean-squared error $S\left(\delta^{-1}\right)-\int_{B} \Sigma^{\prime} f\left(\omega+2 \pi \delta^{-1} J\right)|V(\omega)|^{2} d \omega$, which is nonnegligibly smaller than $S\left(\delta^{-1}\right)$ as long as $\int_{B}|V(\omega)|^{2} d \omega>0$.
3. Integrals over the unit cube. In practice, we normally only observe $Z$ over a finite lattice and $v$ has bounded support. As an important special case, we will consider predicting $\int_{[0,1]^{d}} v(x) Z(x) d x$ based on observing $Z\left(m^{-1}(J-h)\right)$, where $m$ is a positive integer, $h=\frac{1}{2}(1, \ldots, 1)$ and $J$ ranges over the $m^{d}$ points in $L(m)=\{1, \ldots, m\}^{d}$. Stein (1993) considers this problem when $v(x) \equiv 1$. This section considers the asymptotic optimality of the natural predictor

$$
\hat{Z}_{m}=m^{-d} \sum_{L(m)} v\left(\frac{J-h}{m}\right) Z\left(\frac{J-h}{m}\right)
$$

for $\int_{[0,1]^{d}} v(x) Z(x) d x$.
Proposition 3.1. If f is bounded and satisfies (2.1), $\gamma$ is regularly varying with exponent $-p$ with $p<4$ and $v$ has bounded partial derivatives of order $d+1$ on $[0,1]^{d}$, then, as $m \rightarrow \infty$, $\operatorname{var}\left(\int_{[0,1]^{d}} v(x) Z(x) d x-\hat{Z}_{m}\right) \sim S(m)$.

Since we require $p>d$ for $f$ to be integrable, this proposition is vacuous for $d \geq 4$.

Proof of Proposition 3.1. The key to proving this result is the following lemma bounding the difference between a Fourier transform of a smooth function with support on the unit cube and its approximation by a finite sum, proven in the Appendix.

Lemma 3.1. Suppose $v$ has bounded partial derivatives of order $d+1$ on $[0,1]^{d}$. Then there exists a constant $C$ independent of $m$ and $\omega$ such that

$$
\begin{aligned}
& \left|\int_{[0,1]^{d}} v(x) e^{i \omega^{\prime} x} d x-m^{-d} \sum_{L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right| \\
& \quad \leq \frac{C}{m^{2}}\left\{1+\frac{(\log m)^{2 d}\left(1+|\omega|^{2}\right)}{\prod_{j=1}^{d}\left(1+\left|\omega_{j}\right|\right)}\right\}
\end{aligned}
$$

for all $\omega \in A(m)$, where $\omega_{j}$ is the jth component of $\omega$.
To apply Lemma 3.1 to Proposition 3.1, write

$$
\begin{align*}
& \operatorname{var}\left(\int_{[0,1]^{d}} v(x) Z(x) d x-\hat{Z}_{m}\right) \\
& \quad=\int_{A(m)} f(\omega)\left|V(\omega)-m^{-d} \sum_{L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right|^{2} d \omega \\
& \quad+\int_{A(m)} \sum_{K}^{\prime} f(\omega+2 \pi m K) \mid V(\omega+2 \pi m K)  \tag{3.1}\\
& \quad-\left.m^{-d} \sum_{J \in L(m)} v\left(\frac{J-h}{m}\right) e^{i\left\{\omega^{\prime}(J-h) / m-2 \pi K^{\prime} h\right\}}\right|^{2} d \omega .
\end{align*}
$$

The second term on the right-hand side of (3.1) is bounded by

$$
\begin{aligned}
& \int_{A(m)} \sum_{K}^{\prime} f(\omega+2 \pi m K)\left[|V(\omega)|^{2}+2|V(\omega)|\right. \\
& \quad \times\left\{|V(\omega+2 \pi m K)|+\left|V(\omega)-m^{-d} \sum_{J \in L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right|\right\} \\
& \left.\quad+2|V(\omega+2 \pi m K)|^{2}+2\left|V(\omega)-m^{-d} \sum_{J \in L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right|^{2}\right] d \omega,
\end{aligned}
$$

which we want to show is $S(m)+o(\gamma(m))$. Similar to the proof of (2.3), this result will follow if

$$
\int_{A(m)}\left|V(\omega)-m^{-d} \sum_{L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right|^{2} d \omega=o(1)
$$

which follows from Lemma 3.1 and $\int_{A(m)}\left(1+|\omega|^{2}\right)^{2} / \prod_{j=1}^{d}\left(1+\left|\omega_{j}\right|\right)^{2} d \omega=$ $O\left(m^{3}\right)$. Then Proposition 3.1 obtains if we can show the first term on the right-hand side of (3.1) is $o(\gamma(m)$ ). By (2.1) and $f$ bounded, we have that, for any $q<p, f(\omega)=O\left(\left(1+|\omega|^{q}\right)^{-1}\right)$ and

$$
\frac{\left(1+|\omega|^{2}\right)^{2}}{\left(1+|\omega|^{q}\right) \prod_{j=1}^{d}\left(1+\left|\omega_{j}\right|\right)^{2}}=O\left(\frac{1+\sum_{j=1}^{d} \omega_{j}^{4-q}}{\prod_{j=1}^{d}\left(1+\left|\omega_{j}\right|\right)^{2}}\right)
$$

so, by Lemma 3.1,

$$
\begin{aligned}
\int_{A(m)} & f(\omega)\left|V(\omega)-m^{-d} \sum_{L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right|^{2} d \omega \\
& =O\left(\frac{(\log m)^{4 d}}{m^{4}} \int_{A(m)} \frac{1+\sum_{j=1}^{d} \omega_{j}^{4-q}}{\prod_{j=1}^{d}\left(1+\left|\omega_{j}\right|\right)^{2}} d \omega\right) \\
& =O\left((\log m)^{4 d}\left(m^{-4}+m^{-q-1}\right)\right)
\end{aligned}
$$

Since $\gamma(m) m^{r} \rightarrow \infty$ for any $r>p$, by choosing $q=p-\frac{1}{2}$, say, we get that the first term on the right-hand side of (3.1) is $o(\gamma(m))$ for $p<4$.

Propositions 2.1 and 3.1 imply that if the conditions on $f$ and $v$ in Proposition 3.1 are met and $f$ is positive almost everywhere, then $\hat{Z}_{m}$ does as well asymptotically as the optimal predictor based on the infinite lattice of observations at $(J-h) / m$ and thus does as well asymptotically as the best predictor based on observations at $(J-h) / m$ for $J \in L(m)$.
4. Extension to smoother processes. This section describes a class of predictors for which the results of Section 3 apply to values for the exponent $p$ that are greater than or equal to 4 . The problem with the predictor in Section 3 is that it essentially predicts the integral of $Z$ over the cube of side $m^{-1}$ centered at $(J-h) / m$ by $m^{-d} Z((J-h) / m)$. This natural predictor is not good enough for smooth processes. In spectral terms, this corresponds to approximating

$$
\eta_{m J}(\omega)=\int_{[-1 /(2 m), 1 /(2 m)]^{d}} v\left(\frac{J-h}{m}+x\right) e^{i \omega^{\prime} x} d x
$$

by $m^{-d} v((J-h) / m) \exp \left(i \omega^{\prime}(J-h) / m\right)$. To develop a better approximation, we first need some preliminary results. Define $h_{m}(s, n)=\int_{-1 /(2 m)}^{1 /(2 m)} e^{i s y} y^{n} d y$ and $\alpha_{m Q}(\omega)=\prod_{a=1}^{d} h_{m}\left(\omega_{a}, Q_{a}\right)$, where $Q=\left(Q_{1}, \ldots, Q_{d}\right)$. Define $D_{k}$ to be the
subset of $\mathbb{Z}^{d}$ whose components are nonnegative and sum to $k$. Then, for $v$ possessing bounded partial derivatives through order $q$ on $[0,1]^{d}$,

$$
\begin{equation*}
\eta_{m J}(\omega)=\sum_{k=0}^{q-1} \frac{1}{k!} \sum_{Q \in D_{k}} \alpha_{m Q}(\omega) v^{(Q)}\left(\frac{J-h}{m}\right)+O\left(m^{-d-q}\right), \tag{4.1}
\end{equation*}
$$

where the remainder is uniform in $\omega$ and $J \in L(m)$ and $v^{(Q)}(x)=$ $\left\{\partial^{Q_{1}+\cdots+Q_{d}} / \partial x_{1}^{Q_{1}} \cdots \partial x_{d}^{Q_{d}}\right\} v(x)$. Defining

$$
\beta_{j}(n)=1\{j+n \text { even }\} \frac{i^{j}}{j!(j+n+1) 2^{n+j}}
$$

we have

$$
h_{m}(s, n)=\frac{1}{m^{n+1}}\left\{\sum_{j=0}^{k} \beta_{j}(n)\left(\frac{s}{m}\right)^{j}+O\left(\left(\frac{s}{m}\right)^{k+1}\right)\right\},
$$

where the remainder is uniform for $|s / m| \leq \pi$.
We can now write a function of the form $\sum_{K} e^{i \omega^{\prime} K} \lambda_{K}$ that approximates $\eta_{m J}(\omega)$ well for $\omega \in A(m)$. For fixed nonnegative integers $r$ and $t_{0}, \ldots, t_{r}$, define

$$
\phi_{m}(\omega, J)=\sum_{b=0}^{r} \sum_{Q \in D_{b}} v^{(Q)}\left(\frac{J-h}{m}\right) \prod_{k=1}^{d}\left\{\frac{1}{m^{Q_{k}+1}} \sum_{l=0}^{t_{b}} \nu_{l t_{b}}\left(Q_{k}\right) e^{i \omega_{k} l / m}\right\}
$$

where $\nu_{l t}(n)$ for $l=0, \ldots, t$ are defined as the unique solution to the system of equations

$$
\beta_{j}(n)=\frac{i^{j}}{j!} \sum_{l=0}^{t} \nu_{l t}(n) l^{j} \quad \text { for } j=0, \ldots, t
$$

We then have, for $|s / m| \leq \pi$,

$$
\left|h_{m}(s, n)-\frac{1}{m^{n+1}} \sum_{l=0}^{t} \nu_{l t}(n) e^{i s l / m}\right|=O\left(\frac{s^{t+1}}{m^{n+t+2}}\right),
$$

which implies

$$
\begin{align*}
& \left|\alpha_{m Q}(\omega)-\prod_{a=1}^{d}\left\{\frac{1}{m^{Q_{a}+1}} \sum_{l=0}^{t_{a}} \nu_{l t_{a}}\left(Q_{a}\right) e^{i s l / m}\right\}\right|  \tag{4.2}\\
& \quad=O\left(\sum_{a=1}^{d} \frac{|\omega|^{t_{a}+1}}{m^{d+a+t_{a}+1}}\right)
\end{align*}
$$

One way to proceed would be to consider the predictor given by the random variable corresponding to $\sum_{L(m)} \phi_{m}(\omega, J) e^{i \omega^{\prime}(J-h) / m}$. For $p, v, r$ and $t_{0}, \ldots, t_{r}$ satisfying the conditions of Proposition 4.1 and $f$ the conditions of Proposition 2.1, this predictor is asymptotically optimal. However, it uses some observations outside $[0,1]^{d}$. Instead, defining $S_{m}(j)=1$ if $j \leq m-t_{M}$ and
$S_{m}(j)=-1$ otherwise, where $t_{M}=\max \left(t_{0}, \ldots, t_{r}\right)$, let

$$
\psi_{m}(\omega, J)=\sum_{b=0}^{r} \sum_{Q \in D_{b}} v^{(Q)}\left(\frac{J-h}{m}\right) \prod_{k=1}^{d}\left\{\frac{1}{m^{Q_{k}+1}} \sum_{l=0}^{t_{b}} \nu_{l t_{b}}\left(Q_{k}\right) e^{i S_{m}\left(J_{k}\right) \omega_{k} l / m}\right\},
$$

where $J=\left(J_{1}, \ldots, J_{d}\right)$. Then the predictor corresponding to $\sum_{L(m)} \psi_{m}(\omega, J) e^{i \omega^{\prime}(J-h) / m}$, which we will call $\hat{Z}_{m}\left(r ; t_{0}, \ldots, t_{r}\right)$, is given by

$$
\begin{aligned}
\hat{Z}_{m}\left(r ; t_{0}, \ldots, t_{r}\right)= & \sum_{J \in L(m)} \sum_{b=0}^{r} \frac{1}{m^{b+d}} \sum_{Q \in D_{b}} v^{(Q)}\left(\frac{J-h}{m}\right) \\
& \times \sum_{l_{1}=0}^{t_{b}} \cdots \sum_{l_{d}=0}^{t_{b}}\left\{\prod_{k=1}^{d} \nu_{l_{k} t_{b}}\left(Q_{k}\right)\right\} \\
& \times Z\left(\frac{J-h+\left(S_{m}\left(J_{1}\right) l_{1}, \ldots, S_{m}\left(J_{d}\right) l_{d}\right)}{m}\right) .
\end{aligned}
$$

This predictor only uses observations in $[0,1]^{d}$.
Proposition 4.1. Suppose $f$ is bounded and satisfies (2.1) where $\gamma$ is regularly varying with exponent $-p, v$ has bounded partial derivatives of order $\max (r, d+2+\lfloor p / 2\rfloor)$ on $[0,1]^{d}$ and $r$ and $t_{0}, \ldots, t_{r}$ are nonnegative integers satisfying $r>p / 2$ and $t_{k}>p / 2-k+1$ for $k=0, \ldots, r$. Then, as $m \rightarrow \infty, \operatorname{var}\left(\int_{[0,1]^{d}} v(x) Z(x) d x-\hat{Z}_{m}\left(r ; t_{0}, \ldots, t_{r}\right)\right) \sim S(m)$.

Before proving this result, some comments are in order. The conditions on $v, r$ and $t_{0}, \ldots, t_{r}$ are stronger than necessary. In particular, Proposition 3.1 does not follow from Proposition 4.1. Furthermore, the definition of the predictor is somewhat arbitrary. For example, the predictor changes if $x_{j}$, the $j$ th component of $x$, is replaced by $1-x_{j}$. Thus, in practice, it may be desirable to use some other predictor that also possesses this optimality property. One possibility is to use the exactly optimal predictor under some spectral density $g$ for $Z$. I would conjecture that, for any $g$ satisfying (2.1), the resulting predictor would be asymptotically optimal if the true spectral density for $Z$ is given by $f$, where $f$ satisfies (2.1) and $g(\omega) / f(\omega)$ is bounded and does not tend to 0 as $|\omega| \rightarrow \infty$ at faster than an algebraic rate. Of course, for large $m$, it may not be feasible to calculate the exactly optimal predictor under $g$.

Schoenfelder (1982) studied the asymptotic behavior of predictors using random sampling locations. Among the sampling plans she considered, stratified random sampling had the fastest rates of convergence. Her conditions on the covariance function of $Z$ are neither more nor less general than (2.1) here. However, where they overlap, the rates of convergence given by Proposition 4.1 are always at least as fast as those given by Schoenfelder (1982) for stratified random sampling. If (2.1) holds, then her results give predictors based on stratified random sampling that have asymptotic mean-squared error of order $n^{-1-1 / d}$ for $f(\omega) \asymp|\omega|^{-d-1}$ and asymptotic mean-squared
error of order $n^{-1-2 / d}$ for $f(\omega)=o\left(|\omega|^{-d-2}\right)$. Since $n=m^{d}$ here, the $n^{-1-1 / d}$ rate for $f(\omega) \asymp|\omega|^{-d-1}$ is the same as in Proposition 4.1. Furthermore, the $n^{-1-2 / d}$ rate for $f(\omega)=o\left(|\omega|^{-d-2}\right)$ is worse than that in Proposition 4.1, since $f(\omega)=o\left(|\omega|^{-d-2}\right)$ implies the asymptotic mean-squared error in Proposition 4.1 is $o\left(n^{-1-2 / d}\right)$.

Proof of Proposition 4.1. We have

$$
\begin{align*}
& \operatorname{var}\left(\int_{[0,1]^{d}} v(x) Z(x) d x-\hat{Z}_{m}\left(r ; t_{0}, \ldots, t_{r}\right)\right) \\
& \quad=\int_{A(m)} f(\omega)\left|V(\omega)-\sum_{L(m)} \psi_{m}(\omega, J) e^{i \omega^{\prime}(J-h) / m}\right|^{2} d \omega  \tag{4.3}\\
& \quad+\int_{A(m)} \sum_{J}^{\prime} f(\omega+2 \pi m J) \mid V(\omega+2 \pi m J) \\
& \\
& \quad-\left.\sum_{K \in L(m)} \psi_{m}(\omega, K) e^{i \omega^{\prime}(K-h) / m-i 2 \pi J^{\prime} h}\right|^{2} d \omega
\end{align*}
$$

From the definition of $\psi_{m}(\omega, K)$ and the conditions on $v$, we have $m^{d} \sum_{L(m)} e^{i \omega^{\prime}(J-h) / m} \psi_{m}(\omega, J)=\sum_{L(m)} \lambda_{m J} e^{i \omega^{\prime}(J-h) / m}$, where $\lambda_{m J}-v((J-$ $h) / m)=O\left(m^{-1}\right)$ for $J \in L\left(m-t_{M}\right)$ and $\lambda_{m J}=O(1)$ for $J \in L(m) \backslash L(m-$ $t_{M}$ ). Then, similar to the argument used to bound the second term on the right-hand side of (3.1), it can be shown that, as $m \rightarrow \infty$,

$$
\begin{aligned}
\int_{A(m)} \sum_{J}^{\prime} f(\omega+2 \pi m J) \mid & V(\omega+2 \pi m J) \\
& -\left.\sum_{K \in L(m)} \psi_{m}(\omega, K) e^{i \omega^{\prime}(K-h) / m-i 2 \pi J^{\prime} h}\right|^{2} d \omega \sim S(m)
\end{aligned}
$$

Proposition 4.1 holds if we can show that the first term on the right-hand side of (4.3) is $o(\gamma(m))$. To prove this, first note that

$$
\begin{aligned}
&\left|\int_{[0,1]^{d}} v(x) e^{i \omega^{\prime} x} d x-\sum_{L(m)} e^{i \omega^{\prime}(J-h) / m} \phi_{m}(\omega, J)\right|^{2} \\
&=\left|\sum_{L(m)} e^{i \omega^{\prime}(J-h) / m}\left\{\int_{[-1 /(2 m), 1 /(2 m)]^{d}} v\left(x+\frac{J-h}{m}\right) e^{i \omega^{\prime} x} d x-\phi_{m}(\omega, J)\right\}\right|^{2} \\
&= O\left(\sum_{b=0}^{L p / 2\rfloor} \sum_{Q \in D_{b}} \left\lvert\, \sum_{L(m)} e^{i \omega^{\prime}(J-h) / m} v^{(Q)}\left(\frac{J-h}{m}\right)\right.\right. \\
&\left.\times\left.\left[\alpha_{m Q}(\omega)-\frac{1}{m^{d+b}} \prod_{k=1}^{d}\left\{\sum_{l=0}^{t_{b}} \nu_{l t_{b}}\left(Q_{k}\right) e^{i \omega_{k} l / m}\right\}\right)\right|^{2}+m^{-p-1}\right) \\
&= O\left(\frac{(\log m)^{4 d}}{\prod_{k=1}^{d}\left(1+\omega_{k}^{2}\right)} \sum_{b=0}^{\lfloor p / 2\rfloor} \frac{|\omega|^{2 t_{b}+2}}{m^{2\left(b+1+t_{b}\right)}}+m^{-p-1}\right)
\end{aligned}
$$

using Lemma A. 1 and (4.2). It follows that, for any fixed $\varepsilon>0$, using the conditions on $t_{0}, \ldots, t_{r}$,

$$
\int_{A(m)} f(\omega)\left|V(\omega)-\sum_{L(m)} e^{i \omega^{\prime}(J-h) / m} \phi_{m}(\omega, J)\right|^{2} d \omega=O\left(\frac{1}{m^{p+1-\varepsilon}}\right) .
$$

To finish the proof, it suffices to show

$$
\begin{equation*}
\int_{A(m)} f(\omega)\left|\sum_{L(m)} e^{i \omega^{\prime} J / m}\left\{\psi_{m}(\omega, J)-\phi_{m}(\omega, J)\right\}\right|^{2} d \omega=o(\gamma(m)) . \tag{4.4}
\end{equation*}
$$

Now,

$$
\begin{align*}
& \left|\sum_{L(m)} \exp \left\{i \omega^{\prime} J m^{-1}\right\}\left\{\psi_{m}(\omega, J)-\phi_{m}(\omega, J)\right\}\right|^{2} \\
& =O\left(\sum_{b=0}^{\lfloor p / 2\rfloor} \frac{1}{m^{2(d+b)}} \sum_{Q \in D_{b}} \left\lvert\, \sum_{J \in L(m) \backslash L\left(m-t_{M}\right)} \exp \left\{i \omega^{\prime} J m^{-1}\right\} v^{(Q)}\left(\frac{J-h}{m}\right)\right.\right.  \tag{4.5}\\
& \quad \times \sum_{l_{1}, \ldots, l_{d}=0}^{t_{b}} \prod_{\gamma=1}^{d} \nu_{l_{\gamma} t_{b}}\left(Q_{\gamma}\right) \\
& \left.\quad \times\left.\left[\exp \left\{i \sum_{k=1}^{d} \omega_{k} l_{k} m^{-1}\right\}-\exp \left\{i \sum_{k=1}^{d} S_{m}\left(J_{k}\right) \omega_{k} l_{k} m^{-1}\right\}\right]\right|^{2}+m^{-p-1}\right) .
\end{align*}
$$

Consider $J_{1}, \ldots, J_{c}$ fixed and $m-t_{M} \leq J_{k} \leq m$ for $k=1, \ldots, c$. For $\omega \in$ $A(m)$,

$$
\begin{aligned}
& \left\lvert\, \sum_{J_{c+1, \ldots}, \ldots, J_{d}=1}^{m} \exp \left\{i \omega^{\prime} J m^{-1}\right\} v^{(Q)}\left(\frac{J-h}{m}\right)_{l_{1}, \ldots, l_{d}=0}^{t_{b}} \prod_{\gamma=1}^{d} \nu_{l_{\gamma} t_{b}}\left(Q_{\gamma}\right)\right. \\
& \quad \times\left[\exp \left\{i \sum_{k=1}^{d} \omega_{k} l_{k} m^{-1}\right\}-\exp \left\{i \sum_{k=1}^{d} S_{m}\left(J_{k}\right) \omega_{k} l_{k} m^{-1}\right\}\right] \mid
\end{aligned}
$$

$$
\begin{align*}
& =\left\lvert\, \sum_{J_{c+1}, \ldots, J_{d}=1}^{m} \exp \left\{i \omega^{\prime} J^{-1}\right\} v^{(Q)}\left(\frac{J-h}{m}\right)_{l_{1}, \ldots, l_{c}=0}^{t_{b}} \prod_{\gamma=1}^{c} \nu_{l_{l_{\gamma}} t_{b}}\left(Q_{\gamma}\right)\right.  \tag{4.6}\\
& \times\left[\exp \left\{i \sum_{k=1}^{c} \omega_{k} l_{k} m^{-1}\right\}-\exp \left\{-i \sum_{k=1}^{c} \omega_{k} l_{k} m^{-1}\right\}\right] \\
& \times \prod_{k=c+1}^{d}\left\{\sum_{l=0}^{t_{b}} \nu_{l t_{b}}\left(Q_{k}\right) \exp \left\{i \omega_{k} l_{k} m^{-1}\right\}\right\} \mid \\
& =O\left(\frac{|\omega|^{t_{b}+1} m^{d-c-t_{b}-1}(\log m)^{2(d-c)}}{\prod_{k=c+1}^{d}\left(1+\left|\omega_{k}\right|\right)}\right),
\end{align*}
$$

using Lemma 3.1 and

$$
\begin{aligned}
\sum_{l_{1}, \ldots, l_{c}=0}^{t_{b}} & \prod_{\gamma=1}^{c} \nu_{l_{\gamma} t_{b}}\left(Q_{\gamma}\right)\left[\exp \left\{i \sum_{k=1}^{c} \omega_{k} l_{k} m^{-1}\right\}-\exp \left\{-i \sum_{k=1}^{c} \omega_{k} l_{k} m^{-1}\right\}\right] \\
= & \prod_{a=1}^{c}\left\{\sum_{l=0}^{t_{b}} \nu_{l t_{b}}\left(Q_{a}\right) \exp \left\{i \omega_{a} l_{a} m^{-1}\right\}\right\}-\prod_{a=1}^{c}\left\{\sum_{l=0}^{t_{b}} \nu_{l t_{b}}\left(Q_{a}\right) \exp \left\{-i \omega_{a} l_{a} m^{-1}\right\}\right\} \\
= & \prod_{a=1}^{c}\left\{m^{Q_{a}+1} h_{m}\left(\omega_{a}, Q_{a}\right)+O\left(\left(\frac{\left|\omega_{a}\right|}{m}\right)^{t_{b}+1}\right)\right\} \\
& -\prod_{a=1}^{c}\left\{m^{Q_{a}+1} h_{m}\left(-\omega_{a}, Q_{a}\right)+O\left(\left(\frac{\left|\omega_{a}\right|}{m}\right)^{t_{b}+1}\right)\right\} \\
= & O\left(\left(\frac{|\omega|}{m}\right)^{t_{b}+1}\right),
\end{aligned}
$$

where we have used the definitions of $\nu_{l t}(n)$ and $h_{m}(s, n)$ and the fact that $h_{m}(s, n)$ is an even function of $s$. Since there are only a fixed finite number of terms for which $m-t_{M} \leq J_{k} \leq m$ for $k=1, \ldots, c$, it follows from (4.5) and (4.6) that

$$
\begin{aligned}
& \left|\sum_{L(m)} e^{i \omega^{\prime} J / m}\left\{\psi_{m}(\omega, J)-\phi_{m}(\omega, J)\right\}\right|^{2} \\
& \quad=O\left(\sum_{b=0}^{\lfloor p / 2\rfloor} \frac{(\log m)^{4 d}|\omega|^{2 t_{b}+2}}{m^{2\left(b+t_{b}+1\right)}} \sum_{c=1}^{d} \frac{m^{-2 c}}{\prod_{l=c+1}^{d}\left(1+\omega_{k}^{2}\right)}+m^{-p-1}\right)
\end{aligned}
$$

Then (4.4) and hence Proposition 4.1 follow from the conditions on $t_{0}, \ldots, t_{r}$ and the bound $\int_{A(m)} f(\omega)|\omega|^{2 t_{b}+2} / \prod_{k=c+1}^{d}\left(1+\omega_{k}^{2}\right) d \omega=O\left(1+m^{2 t_{b}+2+c-p+\varepsilon}\right)$ for any $\varepsilon>0$.

## APPENDIX

Proof of Lemma 3.1. Let $A$ be an upper bound on $v$ and all of its partial derivatives through order $d+1$ on $[0,1]^{d}$. Define $v_{j}(x)=\left(\partial / \partial x_{j}\right) v(x)$. Then

$$
\begin{aligned}
& \left|\int_{[0,1]^{d}} v(x) e^{i \omega^{\prime} x} d x-m^{-d} \sum_{L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right| \\
& \leq\left|\sum_{L(m)} \int_{[-1 /(2 m), 1 /(2 m)]^{d}} e^{i \omega^{\prime}(x+(J-h) / m\}} \sum_{j=1}^{d} x_{j} v_{j}\left(\frac{J-h}{m}\right) d x\right|+\frac{A d^{2}}{m^{2}} \\
& \quad+\left|\sum_{L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\left\{\int_{[-1 /(2 m), 1 /(2 m)]^{d}} e^{i \omega^{\prime} x} d x-m^{-d}\right\}\right|
\end{aligned}
$$

$$
\begin{aligned}
&=\left\lvert\, \sum_{L(m)} e^{i \omega^{\prime}(J-h) / m} \sum_{j=1}^{d}\left[v_{j}\left(\frac{J-h}{m}\right)\left\{\frac{1}{i m \omega_{j}} \cos \left(\frac{\omega_{j}}{2 m}\right)-\frac{2}{i \omega_{j}^{2}} \sin \left(\frac{\omega_{j}}{2 m}\right)\right\}\right.\right. \\
&\left.\times \prod_{k \neq j} \frac{2}{\omega_{k}} \sin \left(\frac{\omega_{k}}{2 m}\right)\right] \left\lvert\,+\frac{A d^{2}}{m^{2}}\right. \\
&+\left|\sum_{L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right|\left|\prod_{j=1}^{d} \frac{2}{\omega_{j}} \sin \left(\frac{\omega_{j}}{2 m}\right)-m^{-d}\right| \\
& \leq \sum_{j=1}^{d}\left|\sum_{L(m)} v_{j}\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right| \frac{\left|\omega_{j}\right|}{m^{d+2}} \\
&+\frac{A d^{2}}{m^{2}}+\left|\sum_{L(m)} v\left(\frac{J-h}{m}\right) e^{i \omega^{\prime}(J-h) / m}\right| \frac{|\omega|^{2}}{m^{d+2}} .
\end{aligned}
$$

Lemma 3.1 holds by applying the following bound to $v(x)$ and $v_{j}(x)$ for $j=1, \ldots, d$.

Lemma A.1. If $u: \mathbb{R}^{d} \rightarrow \mathbb{R}$ has bounded partial derivatives of order $d$ on $[0,1]^{d}$, then for all $\omega \in A(m)$ there exists a constant $B$ depending on $u$ such that

$$
\left|\sum_{L(m)} u\left(\frac{J}{m}\right) e^{i \omega^{\prime} J / m}\right| \leq \frac{B m^{d}(\log m)^{2 d}}{\prod_{j=1}^{d}\left(1+\left|\omega_{j}\right|\right)} .
$$

Proof. Suppose $2^{n} \leq m<2^{n+1}$. For nonnegative integers $n_{1}, \ldots, n_{d}$ that are at most $n$, consider, for some real-valued function $t$ on $\mathbb{R}^{d}$,

$$
\begin{equation*}
\sum_{J_{1}=0}^{2^{n_{1}-1}} \cdots \sum_{J_{d}=0}^{2^{n_{d}-1}} t\left(\frac{J}{m}\right) e^{i \omega^{\prime} J / m}, \tag{A.1}
\end{equation*}
$$

where $J=\left(J_{1}, \ldots, J_{d}\right)$. We can write $J_{k}=\sum_{l=1}^{n_{k}} j_{k l} 2^{n_{k}-l}$, where each $j_{k l}$ is 0 or 1 and we set $J_{k}=0$ if $n_{k}=0$. Then

$$
\begin{aligned}
t\left(\frac{J}{m}\right)= & \sum_{\alpha_{1}=0}^{n_{1}} \cdots \sum_{\alpha_{d}=0}^{n_{d}} \sum_{\beta_{1}=0}^{1} \cdots \sum_{\beta_{d}=0}^{1}(-1)^{\sum_{r=1}^{d} \beta_{r}} \\
& \times t\left(\sum_{l=1}^{\alpha_{1}-\beta_{1}} j_{1 l} 2^{n_{1}-l} m^{-1}, \ldots, \sum_{l=1}^{\alpha_{d}-\beta_{d}} j_{d l} 2^{n_{d}-l} m^{-1}\right),
\end{aligned}
$$

where $\sum_{l=1}^{0}$ is defined to be 0 and $t\left(\sum_{l=1}^{b_{1}} j_{1 l} 2^{n_{1}-l} m^{-1}, \ldots, \sum_{l=1}^{b_{d}} j_{d l} 2^{n_{d}-l} m^{-1}\right)$
$=0$ if any $b_{k}=-1$. Plugging this expression into (A.1) yields

$$
\begin{align*}
& \sum_{J_{1}=0}^{2^{n_{1}}-1} \cdots \sum_{J_{d}=0}^{2^{n_{d}-1}} t\left(\frac{J}{m}\right) \exp \left\{i \omega^{\prime} J m^{-1}\right\} \\
& =\sum_{j_{11}=0}^{1} \exp \left\{i \omega_{1} j_{11} 2^{n_{1}-1} m^{-1}\right\} \cdots \sum_{j_{1 n_{1}=0}}^{1} \exp \left\{i \omega_{1} j_{1 n_{1}} m^{-1}\right\} \\
& \cdots \sum_{j_{d 1}=0}^{1} \exp \left\{i \omega_{d} j_{d 1} 2^{n_{d}-1} m^{-1}\right\} \\
& \cdots \sum_{j_{d n_{d}}=0}^{1} \exp \left\{i \omega_{d} j_{d n_{d}} m^{-1}\right\} \sum_{\alpha_{1}=0}^{n_{1}} \cdots \sum_{\alpha_{d}=0}^{n_{d}} \sum_{\beta_{1}=0}^{1} \cdots \sum_{\beta_{d}=0}^{1}(-1)^{\sum_{r=1}^{d} \beta_{r}} \\
& \times t\left(\sum_{l=1}^{\alpha_{1}-\beta_{1}} j_{1 l} 2^{n_{1}-l} m^{-1}, \ldots, \sum_{l=1}^{\alpha_{d}-\beta_{d}} j_{d l} 2^{n_{d}-l} m^{-1}\right) \\
& =\sum_{\alpha_{1}=0}^{n_{1}} \cdots \sum_{\alpha_{d}=0}^{n_{d}} \sum_{j_{11}=0}^{1} \exp \left\{i \omega_{1} j_{11} 2^{n_{1}-1} m^{-1}\right\}  \tag{A.2}\\
& \cdots \sum_{j_{1 \alpha_{1}}=0}^{1} \exp \left\{i \omega_{1} j_{1 \alpha_{1}} 2^{n_{1}-\alpha_{1}} m^{-1}\right\} \\
& \cdots \sum_{j_{d 1}=0}^{1} \exp \left\{i \omega_{d} j_{d 1} 2^{n_{d}-1} m^{-1}\right\} \cdots \sum_{j_{d \alpha_{d}}=0}^{1} \exp \left\{i \omega_{d} j_{d \alpha_{d}} 2^{n_{d}-\alpha_{d}} m^{-1}\right\} \\
& \times \sum_{\beta_{1}=0}^{1} \cdots \sum_{\beta_{d}=0}^{1}(-1)^{\Sigma_{r=1}^{d} \beta_{r}} t\left(\sum_{l=1}^{\alpha_{1}-\beta_{1}} j_{1 l} 2^{n_{1}-l} m^{-1}, \ldots, \sum_{l=1}^{\alpha_{d}-\beta_{d}} j_{d l} 2^{n_{d}-l} m^{-1}\right) \\
& \times \prod_{q=1}^{d} \prod_{k=\alpha_{q}+1}^{n_{q}}\left[1+\exp \left\{i \omega_{q} 2^{n_{q}-k} m^{-1}\right\}\right],
\end{align*}
$$

where the term

$$
\sum_{j_{k 1}=0}^{1} \exp \left\{i \omega_{k} j_{k 1} 2^{n_{k}-1} m^{-1}\right\} \cdots \sum_{j_{k \alpha_{k}}=0}^{1} \exp \left\{i \omega_{k} j_{k \alpha_{k}} 2^{n_{k}-\alpha_{k}} m^{-1}\right\}
$$

drops out if $\alpha_{k}=0$ and a product with no terms is set equal to 1 . The ability to write the discrete Fourier transform in this form is the basis for the fast Fourier transform. This same representation is also the key to proving Lemma A.1.

To bound (A.2), the first step is to show that, for any function $s: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with bounded partial derivatives of order $d$ on $[0,1]^{d}$, there exists a constant
$C$ such that, for all $\varepsilon_{1}, \ldots, \varepsilon_{d} \in[0,1]$,

$$
\begin{equation*}
\left|\sum_{\beta_{1}=0}^{1} \cdots \sum_{\beta_{d}=0}^{1}(-1)^{\Sigma_{r=1}^{d} \beta_{r}} s\left(\beta_{1} \varepsilon_{1}, \ldots, \beta_{d} \varepsilon_{d}\right)\right| \leq C \prod_{j=1}^{d} \varepsilon_{j} . \tag{A.3}
\end{equation*}
$$

To prove (A.3), assume, without loss of generality, $\varepsilon_{d} \leq \cdots \leq \varepsilon_{1}$. Then (A.3) follows by noting

$$
\begin{aligned}
\sum_{\beta_{1}=0}^{1} \cdots & \sum_{\beta_{d}=0}^{1}(-1)^{\Sigma_{r=1}^{d} \beta_{r}} s\left(\beta_{1} \varepsilon_{1}, \ldots, \beta_{d} \varepsilon_{d}\right) \\
= & \sum_{\beta_{1}=0}^{1} \cdots \sum_{\beta_{d-1}=0}^{1}(-1)^{\sum_{r=1}^{d-1} \beta_{r}}\left\{s\left(\beta_{1} \varepsilon_{1}, \ldots, \beta_{d-1} \varepsilon_{d-1}, \varepsilon_{d}\right)\right. \\
& \left.-s\left(\beta_{1} \varepsilon_{1}, \ldots, \beta_{d-1} \varepsilon_{d-1}, 0\right)\right\} \\
= & \sum_{\beta_{1}=0}^{1} \cdots \sum_{\beta_{d-1}=0}^{1}(-1)^{\Sigma_{r=1}^{d=1} \beta_{r}} \sum_{k=1}^{d-1} \frac{\varepsilon_{d}^{k}}{k!} \\
& \times s^{(0, \ldots, 0, k)}\left(\beta_{1} \varepsilon_{1}, \ldots, \beta_{d-1} \varepsilon_{d-1}, 0\right)+C_{1} \varepsilon_{d}^{d} \\
= & \sum_{\beta_{1}=0}^{1} \cdots \sum_{\beta_{d-2}=0}^{1}(-1)^{\Sigma_{r=1}^{d-2} \beta_{r}} \sum_{k=1}^{d-1} \frac{\varepsilon_{d}^{k}}{k!} \sum_{l=1}^{d-k-1} \frac{\varepsilon_{d}^{l}-1}{l!} \\
& \times s^{(0, \ldots, 0, l, k)}\left(\beta_{1} \varepsilon_{1}, \ldots, \beta_{d-2} \varepsilon_{d-2}, 0,0\right)+C_{2} \varepsilon_{d-1}^{d-1} \varepsilon_{d} \\
= & \cdots=C_{d} \prod_{j=1}^{d} \varepsilon_{j},
\end{aligned}
$$

where the $C_{j}$ 's are bounded by constants independent of the $\varepsilon_{j}$ 's. In fact, if $D$ bounds the partial derivatives through order $d$ of $s$ on $[0,1]^{d}$, then it can be shown that we can take $C=(2 d)^{d} D / d!$ in (A.3).

If $t$ and all of its partial derivatives through order $d$ on $[0,1]^{d}$ are bounded by $D$, then applying (A.3) and the identity $\left|\Pi_{k=1}^{r}\left(1-e^{i \lambda 2^{-k}}\right)\right|=$ $\left|\sin (\lambda / 2) / \sin \left(\lambda / 2^{r+1}\right)\right|$ to (A.2) yields

$$
\begin{aligned}
& \left\lvert\, \sum_{J_{1}=0}^{2^{n_{1}-1}} \cdots \sum_{J_{d}=0}^{\left.2^{n_{d}-1} t\left(\frac{J}{m}\right) e^{i \omega^{\prime} J / m} \right\rvert\,}\right. \\
& \leq \sum_{\alpha_{1}=0}^{n_{1}} \cdots \sum_{\alpha_{d}=0}^{n_{d}} 2^{\alpha_{1}+\cdots+\alpha_{d}} \frac{(2 d)^{d} D}{d!} \prod_{\substack{j=1, \alpha_{j}>0}}^{d} 2^{n_{j}-\alpha_{j}} \\
& \quad \times m^{-1} \prod_{j=1}^{d}\left|\frac{\sin \left(\omega_{j} 2^{n_{j}-\alpha_{j}-1} m^{-1}\right)}{\sin \left\{\omega_{j} /(2 m)\right\}}\right|
\end{aligned}
$$

Now, $2^{n_{j}} \leq 2^{n} \leq m$, so

$$
2^{\alpha_{1}+\cdots+\alpha_{d}} \prod_{\substack{j=1, \alpha_{j}>0}}^{d} 2^{n_{j}-\alpha_{j}} m^{-1} \leq 1
$$

and, for $\omega \in A(m)$,

$$
\left|\frac{\sin \left(\omega_{j} 2^{n_{j}-\alpha_{j}-1} m^{-1}\right)}{\sin \left\{\omega_{j} /(2 m)\right\}}\right| \leq \frac{\min \left(1,\left|\omega_{j}\right|\right)}{\left|\omega_{j}\right| /(2 \pi m)} \leq \frac{4 \pi m}{1+\left|\omega_{j}\right|}
$$

using $\min (x, y) \leq 2 x y /(x+y)$ for $x, y$ positive. Thus,

$$
\begin{align*}
& \left|\sum_{J_{1}=0}^{2^{n_{1}}-1} \cdots \sum_{J_{d}=0}^{2^{n_{d}}-1} t\left(\frac{J}{m}\right) e^{i \omega^{\prime} J / m}\right| \\
& \quad \leq \frac{(2 d)^{d} D}{d!}\{4 \pi m(n+1)\}^{d} \prod_{j=1}^{d}\left(1+\left|\omega_{j}\right|\right)^{-1} \tag{A.4}
\end{align*}
$$

for $\omega \in A(m)$. Finally, $\sum_{J} u(J / m) e^{i \omega^{\prime} J / m}$ can be written as a sum of at most $(n+1)^{d}$ sums like

$$
\sum_{J_{1}=0}^{2^{n_{1}}-1} \cdots \sum_{J_{d}=0}^{2^{n_{d}}-1} t\left(\frac{J}{m}\right) e^{i \omega^{\prime} J / m}
$$

where $t(x)$ will be of the form $u\left(x+\left(1-2^{-n_{1}}, \cdots, 1-2^{-n_{d}}\right)\right)$, so Lemma A. 1 follows from (A.4).
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