# CONVERGENCE PROPERTIES OF THE GIBBS SAMPLER FOR PERTURBATIONS OF GAUSSIANS ${ }^{1}$ 


#### Abstract

By Yali Amit University of Chicago The exact second eigenvalue of the Markov operator of the Gibbs sampler with random sweep strategy for Gaussian densities is calculated. A comparison lemma yields an upper bound on the second eigenvalue for bounded perturbations of Gaussians which is a significant improvement over previous bounds. For two-block Gibbs sampler algorithms with a perturbation of the form $\chi\left(g_{1}\left(x^{(1)}\right)+g_{2}\left(x^{(2)}\right)\right)$ the derivative of the second eigenvalue of the algorithm is calculated exactly at $\chi=0$, in terms of expectations of the Hessian matrices of $g_{1}$ and $g_{2}$.


1. Introduction. Monte-Carlo simulations are widely used today in many statistical applications, most commonly for simulating the posterior distribution in a Bayesian framework. One of the first examples of the use of these methods can be found in Geman and Geman (1984), in the context of image restoration. An extensive bibliography can be found in Geman (1991). Other examples in the context of higher level image analysis can be found in Knoerr (1988) and Grenander, Chow and Keenan (1991). In Besag and Green (1993) and Smith and Roberts (1993) a host of other applications of these methods in the context of hierarchical Bayesian models is described.

In all these examples the question arises as to the rate of convergence of the Markov chain. There is no unified theory to answer this question, especially in the case of continuous densities on $R^{n}$, and currently many different approaches are being attempted for the different types of simulation methods. One direction of research uses Doeblin type bounds on bounded sets together with geometric drift conditions or some form of Lyapounov functions to obtain rather general results on exponential convergence for continuous densities on $R^{n}$; see Mengersen and Tweedie (1996) for the Metropolis algorithm and Rosenthal (1995) for the Gibbs sampler. These results are then applied to certain special cases and yield bounds on the rate of convergence in variational norm distance. Another approach analyzes a discretized version of the problem using general discrete state space Markov chain techniques; see Frieze, Kannan and Polson (1994).

Finally there are attempts to use spectral analysis to obtain rates of convergence in the $L_{2}$ sense, where the Markov chain operator is considered as a bounded operator in the Hilbert space of square integrable functions

[^0]with respect to the target distribution. The largest eigenvalue of this operator is always 1 , the eigenfunctions being the constant functions. The question is then what is the next largest eigenvalue (in absolute value). The difference between the two is often called the gap. This approach was initially applied by Goodman and Sokal (1989) to the Gibbs sampler (heat bath algorithm in the physics literature), for Gaussian distributions, and subsequently by Amit (1991) to bounded perturbations of Gaussians. For other treatments of Gaussian distributions, see Amit and Grenander (1991) and Barone and Frigessi (1990).

The elementary operation in the Gibbs sampler is sampling from conditional distributions of some set of coordinates given the values on the complement. Given a partition $T_{1}, T_{2}$ of the set $I_{n}=\{1, \ldots, n\}$, a typical step will simulate from the conditional distribution of $X_{T_{1}}$ given $X_{T_{2}}=x_{T_{2}}$, where $X$ has distribution $\phi$. This distribution is completely described by the conditional expectations $E\left(f(X) \mid X_{T_{2}}=x_{T_{2}}\right)$ for all functions $f$ in the Hilbert space $L_{2}\left(R^{n}, \phi\right)$. These conditional expectations are orthogonal projections. Typically the Gibbs sampler sweeps through the coordinates one by one in some fixed order: sequential sweep strategy. Writing $P_{i} f=E\left(f(X) \mid X_{(i)}=x_{(i)}\right)$, where $(i)=I_{n}-\{i\}$, the entire sweep corresponds to the Markov chain operator $L_{\text {seq }}=P_{n} P_{n-1} \cdots P_{1}$, namely, a product of projections. Observe that $P_{i}$ is the projection onto the space $S_{i}=\left\{f \in L_{2}\left(R^{n}, \phi\right): f(x)=f\left(x_{(i)}\right)\right\}$. Alternatively, the choice of coordinates can be done at random: random sweep strategy. In this case the operator corresponding to each step is $L_{\mathrm{ran}}=$ $(1 / n) \sum_{i=1}^{n} P_{i}$, namely, an average of projections.

The family of continuous densities which can be analyzed using spectral analysis and perturbation methods is limited at this point to perturbations of Gaussians. However in some cases where these methods apply, the bounds are much more precise than those derived using the Doeblin techniques. Take for example the bivariate normal model from Rosenthal (1995) with $\mu=0$. The rate obtained using the minorization techniques is over 0.95 . On the other hand, the spectral gap for the Gibbs sampler operator is exactly 0.5 as can be seen from Amit [(1991), Lemma 2], and assuming the initial distribution is a density, the variational norm distance also converges as $C \cdot 0.5^{k}$.

Perturbed Gaussian models are very common in statistical applications where the data cannot be directly modeled as a Gaussian process or field, rather as a nonlinear function of a Gaussian process. These could be called hidden Gaussian models in analogy with the hidden Markov models which are extensively used in statistics and engineering. We illustrate this with an example from image analysis.

In Amit, Grenander and Piccioni (1991) a Gaussian random vector field describes the prior on displacements of the pixel lattice, but is only observed indirectly through the deformed template image which is produced by the displacements and which is also degraded by additive independent Gaussian noise. If $T(x)$ is the template image, $D(x)$ is the observed image and $U_{1}(x), U_{2}(x)$ the random vector field at pixel $x$, the model assumes that $D(x)$ is normally distributed with variance $\sigma$ and mean given by $T\left(x_{1}+U_{1}(x)\right.$,
$\left.x_{2}+U_{2}(x)\right)$, that is, the value of the template at the displaced location of $x$. The posterior distribution will have the form

$$
\begin{aligned}
\frac{1}{Z} \exp [ & -\sum_{x}\left[\left(L U_{1}(x)\right)^{2}+\left(L U_{2}(x)\right)^{2}\right] \\
& \left.-\frac{1}{\sigma^{2}} \sum_{x}\left[T\left(x_{1}+U_{1}(x), x_{2}+U_{2}(x)\right)-D(x)\right]^{2}\right]
\end{aligned}
$$

where $L$ is a finite difference approximation to some differential operator. The quadratic term imposes a Gaussian smoothness prior on the displacement field $U$. Given an observed image $D$, inference is then made with respect to the underlying displacement field $U$. This could also be thought of as a hidden Gaussian model. An underlying Gaussian process drives the system but is not directly observed, rather through some nonlinear transformation. The resulting posterior distribution in these models has the form of a perturbed Gaussian. If the nonlinear transformation has bounded range the perturbation is bounded. These types of bounded perturbations were analyzed in Amit (1991) for the sequential updating scheme.

The goal of this paper is twofold. First the results of Amit (1991) are extended to the random updating scheme. For the Gaussian distribution the projections are analyzed in terms of the Hermite polynomial basis, to yield the exact gap for the Markov chain operator. Then a lower bound on the gap for the perturbed distribution is obtained using a comparison lemma on the gaps of the two operators. These results are similar in flavor to those of Diaconis and Saloff-Coste (1993) for analyzing various types of random walks on groups. Certain cases lend themselves to precise spectral analysis essentially borrowing from the theory of special functions and group representation theory; then other cases are analyzed using general comparison lemmas. The lower bound obtained in the comparison lemma in the random updating scheme is much larger than the one achievable in the comparison lemma for the deterministic updating scheme analyzed in Amit (1991).

The second component of this paper involves the asymptotic analysis of the gap for small perturbations. When the additive perturbation in the exponent is multiplied by a parameter $\chi$, an explicit formula is derived for the derivative of the gap in $\chi$ at $\chi=0$ (the Gaussian). Here the perturbation is not assumed to be bounded. This calculation does not yield an explicit estimate on the rate of convergence; however, it can indicate whether the gap is expected to increase or decrease.

The two-block Gibbs sampler involves partitioning the coordinates into two disjoint sets $T_{1}, T_{2}$, and successively simulating from the conditional distribution of one set of variables given the other. If the perturbation has the form $\chi\left(g_{1}\left(x_{T_{1}}\right)+g_{2}\left(x_{T_{2}}\right)\right)$, then it is shown in Section 3 that the first derivative of the second eigenvalue of the operator corresponding to the two-block Gibbs sampler algorithm, as a function of $\chi$, at $\chi=0$, is given in terms of expectations involving the Hessians of $g_{1}$ and $g_{2}$. In particular if both are
convex, the derivative is negative implying that the gap increases and the convergence rate increases. It is interesting to note that in the two-block case the rate of convergence is precisely the square of the maximal correlation between the two sets of coordinates, or variables.

In general the two-block method is no more feasible than direct simulation of the entire distribution. In some cases, however, the coordinates of $x^{(1)}=x_{T_{1}}$ are mutually independent given the values of $x^{(2)}=x_{T_{2}}$ and vice versa. Then block updating is equivalent to the ordinary sequential sweep provided all the coordinates in $x^{(1)}$ are updated first and then those of $x^{(2)}$.

Similar calculations are carried out for the random updating scheme, when the perturbation is of the form $\chi \sum_{i} g\left(x_{i}\right)$; in other words, a fixed function $g$ applied to each coordinate separately. This type of perturbation appears in all the image analysis applications described above.
2. Rates for the random sweep strategy. In Amit (1991) the Gibbs sampler algorithm was analyzed for the sequential sweep strategy, namely, when the coordinates are visited in a fixed order. The same can be done for the random sweep strategy as will be presented in this section.

Let $X_{k}(x)$ be the $k$ th step of the Markov chain starting at $x$. For any function $f \in L_{2}\left(R^{n}, \phi\right)$, the Hilbert space of square integrable functions with respect to $\phi$, define

$$
L f(x)=L_{\mathrm{ran}} f(x)=E f\left(X_{1}(x)\right)=(1 / n) \sum_{i=1}^{n} P_{i} f(x) .
$$

Then $E f\left(X_{k}(x)\right)=L^{k}(x)$, and the question is how fast does $L^{k} f$ converge to $\phi(f)$, the integral of $f$ with respect to the density $\phi$. All Markov chain Monte-Carlo schemes have the property that $\|L\| \leq 1$ and $L \mathbf{1}=\mathbf{1}$, where $\mathbf{1}$ is the constant function 1 . In the present setting $L$ is an average of projections and therefore all eigenvalues are between 0 and 1 . The question is then what is the second largest eigenvalue of $L$.

Gaussian case. First let $\phi$ be the density of a multivariate normal with mean 0 and inverse covariance matrix $Q$. We assume without loss of generality that $Q$ has all ones on the diagonal. Let $K$ be the symmetric square root of the matrix $Q$. Since the diagonal elements of $Q$ have been assumed to be all 1, each row of the matrix $K$ is a unit vector. Let $K^{(i)}$ denote the projection in $R^{n}$ onto the vector space spanned by the $i$ th row of $K$ and let $T^{(i)}=$ $I-K^{(i)}$.

For a multi-index of nonnegative integers $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in Z_{+}^{n}$ and $a \in$ $R^{n}$, let $a^{\alpha}=a_{1}^{\alpha_{1}} \cdots a_{n}^{\alpha_{n}}$ and $\alpha!=\alpha_{1}!\cdots \alpha_{n}!$. Let $\mathscr{H}_{\alpha}(x)=h_{\alpha_{1}}\left(x_{1}\right) \cdots h_{\alpha_{n}}\left(x_{n}\right)$, with $h_{k}$ the $k$ th order Hermite polynomial [see, e.g., Cramér (1946)]. Using standard properties of Hermite polynomials it follows that the family of functions $\hat{\mathscr{H}}_{\alpha}=\left(\mathscr{H}_{\alpha}(K x)\right) / \sqrt{\alpha!}, \alpha \in Z_{+}^{n}$, forms an orthonormal basis of
$L_{2}\left(R^{n}, \phi\right)$. For $a \in R^{n}$ let $f_{a}$ denote the generating function parameterized by $a$ given by

$$
f_{a}(x)=\exp \left[\langle a, K x\rangle-\frac{\left|\alpha^{2}\right|}{2}\right]=\sum_{\alpha} a^{\alpha} \frac{\mathscr{H}_{\alpha}(K x)}{\alpha!} .
$$

A simple computation involving completing the square yields

$$
\begin{aligned}
P_{i}\left(f_{a}\right) & =\int f_{a}(x) \phi\left(x_{i} \mid x_{(i)}\right) d x_{i} \\
& =\exp \left[-\frac{1}{2}|a|^{2}+\frac{1}{2}(K a)_{i}^{2}+\langle K a, x\rangle-(K a)_{i}(Q x)_{i}\right] .
\end{aligned}
$$

Write $D_{i}$ for the matrix which is all zeros except for 1 at the $i$ th place on the diagonal. Then $D_{i}^{2}=D_{i}$ and $K D_{i} K=K^{(i)}$. We obtain

$$
P_{i}\left(f_{a}\right)=\exp \left[-\frac{1}{2}|a|^{2}+\frac{1}{2}\left\langle D_{i} K a, D_{i} K a\right\rangle+\langle a, K x\rangle-\left\langle D_{i} K a, D_{i} Q x\right\rangle\right] .
$$

Writing the second term as $\left|K D_{i} K a\right|^{2}$ and the last term as $\left\langle a, K D_{i} K K x\right\rangle$ yields

$$
P_{i}\left(f_{a}\right)=f_{T^{(i)},} .
$$

Consequently,

$$
L\left(f_{a}\right)=\frac{1}{n} \sum_{i=1}^{n} f_{a}=\frac{1}{n} \sum_{i=1}^{n} f_{T^{(i)} a}
$$

for all $a \in R^{n}$ or

$$
L\left(\sum_{\alpha} \alpha^{\alpha} \frac{\mathscr{H}_{\alpha}(K x)}{\alpha!}\right)=\sum_{\alpha}\left(\frac{1}{n} \sum_{i=1}^{n}\left(T^{(i)} a\right)^{\alpha}\right) \frac{\mathscr{H}_{\alpha}(K x)}{\alpha!} .
$$

The coefficients of $a^{\alpha}$ must match on both sides of the equality, thus providing an explicit expression of the image of each basis element $\hat{\mathscr{H}}_{\alpha}$ under $L$. The coefficient of $a^{\alpha}$ on the right-hand side is computed as follows.

Let $k=|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$. The term $a^{\alpha}$ will appear only for those multiindexes $\beta$ such that $|\beta|=k$. Let $\varepsilon^{*}$ denote the sequence of $k$ elements from $\{1, \ldots, n\}$ with $\alpha_{1} 1 \mathrm{~s}, \ldots, \alpha_{n} n \mathrm{~s}$. Let $\delta^{*}$ denote the corresponding sequence for $\beta$. Any distinct permutation $\varepsilon$ of $\varepsilon^{*}$ denotes an order of choosing the factors of $a^{\alpha}$ from the $k$ factors of $\left(T^{(i)} a\right)^{\beta}$. The coefficient of $a^{\alpha}$ on the right-hand side is therefore

$$
\frac{1}{n} \sum_{\varepsilon} \sum_{i=1}^{n} T_{\delta_{\dot{1}} \varepsilon_{1}}^{(i)} \cdots T_{\delta_{\tilde{k}} \varepsilon_{k}}^{(i)},
$$

where $\varepsilon$ runs over all $k!/ \alpha!$ distinct permutations of $\varepsilon^{*}$. In fact, substituting any permutation $\delta$ of $\delta^{*}$ in the above expression will yield the same result,
since $\sum_{\varepsilon}$ loops over all distinct permutations of $\varepsilon^{*}$. There are $k!/ \beta$ ! such distinct permutations of $\delta^{*}$ so we can write

$$
L\left(\hat{\mathscr{H}}_{\alpha}(x)\right)=\frac{1}{n} \sum_{\beta:|\beta|=k} \frac{\sqrt{\alpha!} \sqrt{\beta!}}{k!}\left(\sum_{i=1}^{n} \sum_{\varepsilon, \delta} T_{\delta_{1} \varepsilon_{1}}^{(i)} \cdots T_{\delta_{k} k_{k}}^{(i)}\right) \hat{\mathscr{H}}_{\beta}(x) .
$$

Consequently the subspace $H_{k}$ spanned by all $\hat{\mathscr{H}}_{\beta}$ such that $|\beta|=k$ is invariant under $L$ and the matrix corresponding to the operator $L$ in that subspace is obtained from normalized block sums of entries of the tensor

$$
\mathscr{T}_{k}=\frac{1}{n} \sum_{i=1}^{n}\left(T^{(i)}\right)^{\otimes k},
$$

where $(k!)^{2} /(a!\beta!)$ is the number of entries in the block. This implies that the largest eigenvalue of $L$ in $H_{k}$ is bounded by the largest eigenvalue of $\mathscr{T}_{k}$ as shown by the following lemma.

Lemma 1. Let A be a positive definite $r \times r$ matrix. Let $S_{1}, \ldots, S_{q}$ be a partition of $\{1, \ldots, r\}$ and let $\left|S_{k}\right|$ denote the cardinality of $S_{k}$. Define $B$ to be the $q \times q$ matrix defined as

$$
B_{k l}=\frac{1}{\sqrt{\left|S_{k} \| S_{l}\right|}} \sum_{\substack{i \in S_{k} \\ j \in S_{l}}} A_{i j}
$$

Then the maximum eigenvalue of $B$ is less than the maximum eigenvalue of $A$.
Proof. The largest eigenvalue of $B$ is given as

$$
\begin{aligned}
\sup _{\substack{|v|=1 \\
v \in R^{q}}} v^{t} B v & =\sup _{\substack{|v|=1 \\
v \in R^{q}}} \sum_{k, l} v_{k} B_{k l} v_{l} \\
& =\sup _{\substack{|v|=1 \\
v \in R^{q}}} \sum_{k, l} \sum_{\substack{i \in S_{k} \\
j \in S_{l}}} \frac{v_{k}}{\sqrt{\left|S_{k}\right|}} A_{i j} \frac{v_{l}}{\sqrt{\left|S_{l}\right|}} \\
& =\sup _{|u| \in F^{r}} u^{t} A u,
\end{aligned}
$$

where $F^{r}$ is the subset of unit vectors in $R^{r}$ obtained from unit vectors in $R^{q}$ by replicating the $k$ th coordinate $\left|S_{k}\right|$ times multiplied by the factor $1 / \sqrt{\left|S_{k}\right|}$. The last term in the equality above is bounded by the largest eigenvalue of $A$.

The spaces $H_{k}$ are mutually orthogonal. The space $H_{0}$ is simply the space of constant functions and corresponds to the eigenvalue 1 . The space $H_{1}$ is
the $n$ dimensional space of linear functions, and the matrix of the restriction of $L$ to $H_{1}$ is precisely

$$
\begin{aligned}
\left.L\right|_{H_{1}} & =\mathscr{T}_{1}=\frac{1}{n} \sum_{i=1}^{n} T^{(i)}=\frac{1}{n} \sum_{i=1}^{n} I-K^{(i)}=I-\frac{1}{n} \sum_{i=1}^{n} K^{(i)} \\
& =I-\frac{1}{n} \sum_{i=1}^{n} K D_{i} K=I-\frac{1}{n} Q .
\end{aligned}
$$

This implies that the largest eigenvalue in $H_{1}$ is $1-(1 / n) \lambda_{m}$, where $\lambda_{m}$ is the smallest eigenvalue of $Q$.

Observe that

$$
\mathscr{T}_{l}=\mathscr{T}_{l-1} \otimes I-\frac{1}{n} \sum_{i=1}^{n}\left(I-K^{(i)}\right)^{\otimes l-1} \otimes K^{(i)} .
$$

The second term is an average of tensor products of projections and is therefore a nonnegative operator. Since $\mathscr{T}_{l-1} \otimes I$ has the same eigenvalues as $\mathscr{T}_{l-1}$, the largest eigenvalue of $\mathscr{T}_{l}$ is less than or equal that of $\mathscr{T}_{l-1}$. Thus the largest eigenvalue of $L$ which is less than 1 is obtained in $H_{1}$ and is therefore the largest eigenvalue of $I-Q / n$, which is $1-\lambda_{m} / n$, where $\lambda_{m}$ is the smallest eigenvalue of $Q$. The following theorem summarizes the foregoing text.

Theorem 1. The second largest eigenvalue of the operator $L$ corresponding to the random updating Gibbs sampler for the Gaussian distribution $\phi$ is $1-(1 / n) \lambda_{m}$ or $\operatorname{GAP}(L)=\lambda_{m} / n$, where $\lambda_{m}$ is the smallest eigenvalue of the inverse covariance matrix. The corresponding normalized eigenfunction is $B(x)=\sqrt{\lambda_{m}}\langle b, x\rangle$ where $b$ is an eigenvector of $Q$ corresponding to $\lambda_{m}$.

Perturbations. Let $\phi$ be any density for which the gap of the random updating Gibbs sampler operator $L$ is known. Consider now a perturbed density $\tilde{\phi}=(\rho / Z) \phi$, where $\rho$ is a function such that $0<c<\rho(x) \leq C$. Let $S=L_{2}\left(R^{n}, \phi\right)$ and $\tilde{S}=L_{2}\left(R^{n}, \tilde{\phi}\right)$. Similarly define $S_{i}, i=1, \ldots, n$, as above and $\tilde{S}_{i}$ the corresponding subspaces of $\tilde{S}$, with $\tilde{P}_{i}$ the corresponding projections. Since $\rho$ is bounded away from zero and infinity, the elements in $S$ and $\tilde{S}$ are the same; similarly for $S_{i}$ and $\tilde{S}_{i}$ for $i=1, \ldots, n$.

Lemma 2 (Comparison lemma). Let $L, \tilde{L}$ denote the operators in $S, \tilde{S}$, respectively, of the Gibbs sampler with random updating scheme for the densities $\phi, \tilde{\phi}$. Then $\operatorname{GAP}(\tilde{L}) \geq(c / C) \operatorname{GAP}(L)$.

Proof. Observe that

$$
\operatorname{GAP}(L)=\inf _{\substack{f \in S: \phi(f)=0 \\|f| s=1}}\langle f,(I-L) f\rangle_{S},
$$

and similarly for $\operatorname{GAP}(\tilde{L})$. The proof consists of a simple sequence of inequalities.

For any $f$ such that $\tilde{\phi}(f)=0$ and $|f|_{\tilde{S}}=1$,

$$
\begin{aligned}
\langle f,(I-\tilde{L}) f\rangle_{\tilde{S}} & =\frac{1}{n} \sum_{i=1}^{n}\left\langle f,\left(I-\tilde{P}_{i}\right) f\right\rangle_{\tilde{S}} \\
& =\frac{1}{n} \sum_{i=1}^{n} \int\left(f(x)-\tilde{P}_{i} f(x)\right)^{2} \tilde{\phi}(x) d x \\
& \geq \frac{c}{Z} \frac{1}{n} \sum_{i=1}^{n} \int\left(f(x)-\tilde{P}_{i} f(x)\right)^{2} \phi(x) d x \\
& \geq \frac{c}{Z} \frac{1}{n} \sum_{i=1}^{n} \int\left(f(x)-P_{i} f(x)\right)^{2} \phi(x) d x \\
& =\frac{c}{Z}\langle(f-\phi(f)),(I-L)(f-\phi(f))\rangle_{S} \\
& \geq \frac{c}{Z} \operatorname{GAP}(L) \int(f(x)-\phi(f))^{2} \phi(x) d x \\
& \geq \frac{c}{C} \operatorname{GAP}(L) \int(f(x)-\phi(f))^{2} \tilde{\phi}(x) d x \\
& \geq \frac{c}{C} \operatorname{GAP}(L) \int(f(x)-\tilde{\phi}(f))^{2} \tilde{\phi}(x) d x \\
& =\frac{c}{C} \operatorname{GAP}(L)
\end{aligned}
$$

The second inequality follows from the fact that $P_{i}$ is an orthogonal projection, in $S$, onto $S_{i}$, and $\tilde{P}_{i} f \in S_{i}$. The third inequality follows from the definition of the gap.

Corollary A. If $\phi$ is a Gaussian density as in Theorem 1, then

$$
\operatorname{GAP}(\tilde{L}) \geq \frac{c}{C} \frac{\lambda_{m}}{n}
$$

For the sequential updating scheme, Theorem 3 of Amit (1991) states that for $|f|_{\tilde{S}}=1$

$$
\left|\tilde{L}_{\text {seq }} f\right|_{\tilde{S}} \leq\left(1-(c / C)^{n-1} \operatorname{det}(Q)\right) \sim \exp \left[-(c / C)^{n-1} \operatorname{det}(Q)\right]
$$

for large $n$. This bound refers to a sweep through all $n$ coordinates and so should be compared to $n$ steps of the random updating strategy, namely,

$$
\left|\tilde{L}_{\mathrm{ran}}^{n} f\right|_{\tilde{S}} \leq\left(1-\frac{(c / C) \lambda_{m}}{n}\right)^{n} \sim \exp \left[-\left(\frac{c}{C}\right) \lambda_{m}\right]
$$

Since the diagonal elements of $Q$ are all 1, the determinant is bounded by 1 (the geometric mean of the eigenvalues is bounded by the arithmetic mean). Hence the presence of an exponentially small term in the exponent of the first bound implies that in general it will be much larger than the second bound. This is not to say that the random updating scheme converges faster, merely that the obtainable bounds are better.
3. Derivative of the gap for a two-block Gibbs sampler. Let $\phi$ be a positive continuous density. In the two-block Gibbs sampler the coordinates are divided into two subsets $x^{(1)}$ and $x^{(2)}$. The conditional distribution of $x^{(2)}$ is simulated given the values of $x^{(1)}$ and then vice versa. For simplicity assume $x^{(1)}=\left(x_{1}, \ldots, x_{l}\right)$ and $x^{(2)}=\left(x_{l+1}, \ldots, x_{n}\right)$, and let $S_{1}, S_{2} \subset L_{2}(\phi)$ be the subspaces of functions depending on $x^{(1)}$ and $x^{(2)}$, respectively. The operator corresponding to the two-block Gibbs sampler is simply the product $L_{\phi}=P_{1} P_{2}$ of the two projections on the two spaces. Restricted to $S_{1}$, the operator $L_{\phi}$ has the kernel

$$
\begin{equation*}
K_{\phi}\left(x^{(1)}, y^{(1)}\right)=\int \phi\left(y^{(1)} \mid y^{(2)}\right) \phi\left(y^{(2)} \mid x^{(1)}\right) d y^{(2)} \tag{1}
\end{equation*}
$$

The second eigenvalue of this operator is precisely the cosine squared of the angle between these two spaces or alternatively the square of the maximal correlation between the two sets of coordinates:

$$
\begin{aligned}
\Gamma & =\sup \left\{\left\langle f_{1}, P_{1} P_{2} f_{1}\right\rangle ;\left|f_{1}\right|=1, \phi\left(f_{1}\right)=0, f_{1} \in S_{1}\right\} \\
& =\sup \left\{\left\langle f_{1}, f_{2}\right\rangle^{2} ;\left|f_{1}\right|=\left|f_{2}\right|=1, \phi\left(f_{1}\right)=\phi\left(f_{2}\right)=0, f_{1} \in S_{1}, f_{2} \in S_{2}\right\} \\
& =\cos ^{2}\left(S_{1}, S_{2}\right)=\sigma^{2}
\end{aligned}
$$

where $\Gamma$ is the second eigenvalue and $\sigma$ is the maximal correlation coefficient.

The gap for the Gaussian, $\chi=0$. Let $\phi(x)=\phi\left(x^{(1)}, x^{(2)}\right)$ be the density of a Gaussian with mean zero and inverse covariance

$$
Q=\left(\begin{array}{ll}
I_{1} & C \\
C^{t} & I_{2}
\end{array}\right)
$$

where $I_{1}$ is an $l \times l$ identity matrix and $I_{2}$ is a $(n-l) \times(n-l)$ identity matrix. The perturbation in the exponent is assumed to have the form $\chi\left(g_{1}\left(x^{(1)}\right)+g_{2}\left(x^{2}\right)\right)$, where $g_{1}$ and $g_{2}$ are bounded from below, so that

$$
\begin{equation*}
\phi_{\chi}\left(x^{(1)}, x^{(2)}\right)=\frac{1}{c} \exp \left[-\chi\left(g_{1}\left(x^{(1)}\right)+g_{2}\left(x^{(2)}\right)\right)\right] \phi\left(x^{(1)}, x^{(2)}\right) \tag{2}
\end{equation*}
$$

The marginals of the Gaussian density $\phi$ on $x^{(1)}$ and $x^{(2)}$ are denoted $\phi\left(x^{(1)}\right)$, and $\phi\left(x^{(2)}\right)$, respectively. The inverse of $Q$ is given by

$$
\begin{align*}
Q^{-1} & =\left(\begin{array}{cc}
\left(I_{1}-C C^{t}\right)^{-1} & -C\left(I_{2}-C^{t} C\right)^{-1} \\
-C^{t}\left(I_{1}-C C^{t}\right)^{-1} & \left(I_{2}-C^{t} C\right)^{-1}
\end{array}\right)  \tag{3}\\
& =\left(\begin{array}{cc}
F_{1} & -C F_{2} \\
-C^{t} F_{1} & F_{2}
\end{array}\right),
\end{align*}
$$

where $F_{1}=\left(I_{1}-C C^{t}\right)^{-1}$ and $F_{2}=\left(I_{2}-C^{t} C\right)^{-1}$. For notational convenience we also write $D_{1}=C C^{t}$ and $D_{2}=C^{t} C$.

Applying (1) we get

$$
\begin{aligned}
R_{0}\left(x^{(1)}, y^{(1)}\right) & \equiv K_{\phi}\left(x^{(1)}, y^{(1)}\right) \\
& =\frac{1}{Z} \cdot \exp \left[-\frac{1}{2}\left\langle y^{(1)}-D_{1} x^{(1)},\left(I_{1}+D_{1}\right)^{-1}\left(y^{(1)}-D_{1} x^{(1)}\right)\right\rangle\right]
\end{aligned}
$$

for some normalizing constant $Z$. In Amit (1991) it is shown that the second eigenvalue $\Gamma_{2}(0)$ of the block Gibbs sampler algorithm for the Gaussian density $\phi$ is precisely the largest eigenvalue $\lambda_{M}$ of $D_{1}$. The corresponding eigenfunctions are linear in $x^{(1)}$, namely, of the form $\left\langle v, x^{(1)}\right\rangle$, where $D_{1} v=$ $\lambda_{M} v$. Assuming $\lambda_{M}$ is a simple eigenvalue of $D_{1}$ with corresponding eigenvector $v$, then it is also a simple eigenvalue of the block Gibbs sampler operator. Since $v$ is also an eigenvector of $F_{1}$, which is the covariance matrix of the marginal of $\phi$ on the first $l$ coordinates, normalizing in $L_{2}\left(R^{l}, \phi\left(x^{(1)}\right)\right)$ we get the normalized eigenfunction $B\left(x^{(1)}\right)=\left(1-\lambda_{M}\right)^{1 / 2}\left\langle v, x^{(1)}\right\rangle$.

The derivative at $\chi=0$. For the perturbed density let $K_{\phi_{x}}$ denote the kernel of $L_{\phi_{\chi}}$ restricted to the subspace $S_{1}^{\chi}=L_{2}\left(R^{l}, \phi_{\chi}\left(x^{(1)}\right)\right)$, where

$$
\phi_{\chi}\left(x^{(1)}\right)=\frac{\exp \left[-\chi g_{1}\left(x^{(1)}\right)\right] \phi\left(x^{(1)}\right)}{c} \int \exp \left[-\chi g_{2}\left(x^{(2)}\right)\right] \phi\left(x^{(2)} \mid x^{(1)}\right) d x^{(2)}
$$

In order to fix everything in the same space we use the unitary map $U$ of $S_{1}^{\chi}=L_{2}\left(R^{l}, \phi_{\chi}\left(x^{(1)}\right)\right)$ onto $S_{1}=L_{2}\left(R^{l}, \phi\left(x^{(1)}\right)\right)$ defined by

$$
U f\left(x^{(1)}\right)=\frac{\rho_{X}^{1 / 2}\left(x^{(1)}\right)}{c^{1 / 2}}\left[\int \rho_{\chi}\left(x^{(2)}\right) \phi\left(x^{(2)} \mid x^{(1)}\right) d x^{(2)}\right]^{1 / 2} f\left(x^{(1)}\right),
$$

where $\rho_{\chi}\left(x^{(i)}\right)=\exp \left(-\chi g_{i}\left(x^{(i)}\right)\right.$. The similarity transformation obtained through $U$ yields $R_{\chi}=U L_{\phi_{\chi}} U^{-1}$ on $S_{1}$ with kernel

$$
\begin{aligned}
R_{\chi}\left(x^{(1)}, y^{(1)}\right)= & \frac{\rho_{\chi}^{1 / 2}\left(x^{(1)}\right) \rho_{\chi}^{1 / 2}\left(y^{(1)}\right)}{\left(\int \rho_{\chi}\left(u^{(2)}\right) \phi\left(u^{(2)} \mid x^{(1)}\right) d u^{(2)} \rho_{\chi}\left(v^{(2)}\right) \phi\left(v^{(2)} \mid y^{(1)}\right) d v^{(2)}\right)^{1 / 2}} \\
& \times \int \frac{\rho_{\chi}\left(y^{(2)}\right)}{\int \rho_{\chi}\left(w^{(1)}\right) \phi\left(w^{(1)} \mid y^{(2)}\right) d w^{(1)}} \phi\left(y^{(1)} \mid y^{(2)}\right) \phi\left(y^{(2)} \mid x^{(1)}\right) d y^{(2)} .
\end{aligned}
$$

Let $\Gamma_{2}(\chi)$ denote the second eigenvalue of the Gibbs sampler for the density $\phi_{\chi}$, which is also the second eigenvalue of the symmetric operator $R_{\chi}$ on $H_{1}$. By the discussion above, $\left\langle B, R_{\chi} B\right\rangle=\lambda_{M}$ at $\chi=0$. The derivative of $\left\langle B, R_{\chi} B\right\rangle$ in $\chi$ at $\chi=0$ yields $\Gamma_{2}^{\prime}(0)$, under the appropriate stability conditions which are addressed in the Appendix. [See Kato (1976), Theorem 2.6, page 445.] In other words,

$$
\begin{equation*}
\Gamma_{2}^{\prime}(0)=\int B\left(x^{(1)}\right)\left(\left.\int B\left(y^{(1)}\right) \frac{\partial R_{\chi}\left(x^{(1)}, y^{(1)}\right)}{\partial \chi}\right|_{0} d y_{1}\right) \phi\left(x^{(1)}\right) d x^{(1)} \tag{4}
\end{equation*}
$$

Now

$$
\begin{aligned}
\left.\frac{\partial R_{\chi}\left(x^{(1)}, y^{(1)}\right)}{\partial \chi}\right|_{0}= & \int\left(\frac{1}{2}\left(q\left(x^{(1)}\right)+q\left(y^{(1)}\right)\right)+r\left(y^{(2)}\right)\right) \\
& \times \phi\left(y^{(1)} \mid y^{(2)}\right) \phi\left(y^{(2)} \mid x^{(1)}\right) d y^{(2)}
\end{aligned}
$$

where

$$
q\left(x^{(1)}\right)=-g_{1}\left(x^{(1)}\right)+\int g_{2}\left(u^{(2)}\right) \phi\left(u^{(2)} \mid x^{(1)}\right) d u^{(2)}
$$

and

$$
r\left(y^{(2)}\right)=-g_{2}\left(y^{(2)}\right)+\int g_{1}\left(w^{(1)}\right) \phi\left(w^{(1)} \mid y^{(2)}\right) d w^{(1)}
$$

Substituting this in (4) we get
$\Gamma_{2}^{\prime}(0)=\left(1-\lambda_{M}\right) \sum_{a, b=1}^{l} \int v_{a} v_{b} x_{a}^{(1)} y_{b}^{(1)}\left[-\frac{1}{2}\left(g_{1}\left(x^{(1)}\right)+g_{1}\left(y^{(1)}\right)\right)\right.$

$$
\begin{array}{r}
\left.+\frac{1}{2}\left(g_{2}\left(u^{(2)}\right)+g_{2}\left(v^{(2)}\right)\right)-g_{2}\left(y^{(2)}\right)+g_{1}\left(w^{(1)}\right)\right]  \tag{5}\\
\times \Phi\left(u^{(2)}, v^{(2)}, w^{(1)}, x^{(1)}, y^{(1)}, y^{(2)}\right) d u^{(2)} d v^{(2)} d w^{(1)} d x^{(1)} d y^{(1)} d y^{(2)}
\end{array}
$$

where

$$
\begin{aligned}
\Phi\left(u^{(2)}, v^{(2)}, w^{(1)}, x^{(1)}, y^{(1)}, y^{(2)}\right)= & \phi\left(u^{(2)} \mid x^{(1)}\right) \phi\left(v^{(2)} \mid y^{(1)}\right) \phi\left(w^{(1)} \mid y^{(2)}\right) \\
& \times \phi\left(y^{(1)} \mid y^{(2)}\right) \phi\left(y^{(2)} \mid x^{(1)}\right) \phi\left(x^{(1)}\right)
\end{aligned}
$$

Observe that $\Phi$ is the density of a normal distribution in all the variables with inverse covariance matrix written in block form

$$
\mathscr{Q}=\left(\begin{array}{cccccc}
I_{2} & 0 & 0 & C^{t} & 0 & 0 \\
0 & I_{2} & 0 & 0 & C^{t} & 0 \\
0 & 0 & I_{2} & 0 & 0 & C \\
C & 0 & 0 & I_{1}+D_{1} & 0 & C \\
0 & C & 0 & 0 & I_{1}+D_{1} & C \\
0 & 0 & C^{t} & C^{t} & C^{t} & I_{2}+2 D_{2}
\end{array}\right)
$$

and covariance matrix
$\mathscr{Q}^{-1}=\left(\begin{array}{cccccc}F_{2} & D_{2}^{2} F_{2} & -C^{t} D_{1} F_{1} & -C^{t} F_{1} & -C^{t} D_{1} F_{1} & D_{2} F_{2} \\ D_{2}^{2} F_{2} & F_{2} & -C^{t} D_{1} F_{1} & -C^{t} D_{1} F_{1} & -C^{t} F_{1} & D_{2} F_{2} \\ -C D_{2} F_{2} & -C D_{2} F_{2} & F_{1} & D_{1} F_{1} & D_{1} F_{1} & -C F_{2} \\ -C F_{2} & -C D_{2} F_{2} & D_{1} F_{1} & F_{1} & D_{1} F_{1} & -C F_{2} \\ -C D_{2} F_{2} & -C F_{2} & D_{1} F_{1} & D_{1} F_{1} & F_{1} & -C F_{2} \\ D_{2} F_{2} & D_{2} F_{2} & -C^{t} F_{1} & -C^{t} F_{1} & -C^{t} F_{1} & F_{2}\end{array}\right)$.
The calculation of $\Gamma_{2}^{\prime}(0)$ as given in (5) reduces to calculating moments of Gaussians.

For any $d$ dimensional multivariate Gaussian $Z$ and any polynomial $g$ on $R^{r}$ define

$$
\|g\|^{(2)}=E\left(|g(Z)|^{2}+\sum_{a, b}\left|\partial_{a b} g(Z)\right|^{2}\right),
$$

where $\partial_{a b} g$ are the second derivatives of $g$. Let $\mathscr{H}^{(2)}(Z), i=1,2$, denote the closure of the space of polynomial functions in $\|\cdot\|^{(2)}$. This space contains all twice continuously differentiable functions with finite $\|\cdot\|^{(2)}$ norm.

Lemma 3. Let the random variables $\left(X, Y, Z_{1}, \ldots, Z_{r}\right)$, be multivariate Gaussian with mean zero and let $Z=\left(Z_{1}, \ldots, Z_{r}\right)$. For any $\left.g \in \mathscr{H}^{2}\right)(Z)$,

$$
\begin{equation*}
E X Y g(Z)=E X Y \cdot E g(Z)+\sum_{i, j=1}^{r} E X Z_{i} \cdot E Y Z_{j} \cdot E\left(\partial_{i j} g(Z)\right) \tag{6}
\end{equation*}
$$

Proof. First let $g\left(z_{1}, \ldots, z_{r}\right)=z_{1}^{n_{1}} \cdots z_{r}^{n_{r}}$. Since the only nonzero cumulants of Gaussians are second order, moments of multivariate Gaussians can be expressed in terms of a sum of products of covariances, where the sum extends over all partitions into pairs, of the variables, and a variable is counted as many times as the corresponding power. See, for example, Ibragimov and Rozanov [(1978), Chapter I, (5.10)] or McCullagh [(1987), Section 2.3]. We obtain

$$
\begin{aligned}
E(X Y g(Z))= & E(X Y) \sum+2 \sum_{i<j} n_{i} n_{j} E\left(X Z_{i}\right) E\left(Y Z_{j}\right) \sum_{i j} \\
& +\sum_{i=1}^{r} n_{i}\left(n_{i}-1\right) E\left(X Z_{i}\right) E\left(Y Z_{i}\right) \sum_{i i},
\end{aligned}
$$

where $\sum$ is the sum of products of covariances over all partitions of $g(Z)$ into pairs and $\sum_{i j}$ is the sum over all partitions into pairs of $g(Z)$ with one $i$-variable omitted and one $j$-variable omitted, which are the same no matter which ones are omitted. Finally $\sum_{i i}$ is the sum over all partitions into pairs of $g(Z)$ with two $i$-variables omitted, which again are the same no matter which ones are omitted.

This can be rewritten as

$$
\begin{aligned}
E(X Y g(Z))= & E(X Y) E g(Z)+2 \sum_{i<j} E\left(X Z_{i}\right) E\left(Y Z_{j}\right) E\left(\partial_{i j} g(Z)\right) \\
& +\sum_{i=1}^{r} E\left(X Z_{i}\right) E\left(Y Z_{i}\right) E\left(\partial_{i i} g(Z)\right),
\end{aligned}
$$

which leads to the required result for monomials.
From linearity the result applies to any polynomial. By the density of the polynomials in $\mathscr{H}^{(2)}$, the result follows for all functions in this space.

Remark. The same result holds if $X$ or $Y$ are equal to $Z_{i}$ for some $i=1, \ldots, r$.

We are now in position to calculate $\Gamma_{2}^{\prime}(0)$. Let $\phi$ be a Gaussian with inverse covariance matrix

$$
Q=\left(\begin{array}{ll}
I_{1} & C \\
C^{t} & I_{2}
\end{array}\right)
$$

with $I_{1}$ an $l \times l$ identity matrix and $I_{2}$ an $(n-l) \times(n-l)$ identity matrix.
Theorem 2. If $C^{t}$ has a simple largest eigenvalue $\lambda_{M}$ with normalized eigenvector $v$ and if

$$
G=\left(\begin{array}{ccc}
I_{1}-2 C C^{t} & 0 & C \\
0 & I_{1}-2 C C^{t} & C \\
C^{t} & C^{t} & I_{2}-3 C^{t} C
\end{array}\right)
$$

is positive definite, then for any two functions $g_{1}, g_{2} \in \mathscr{H}^{(2)}$ that are bounded from below, the derivative at $\chi=0$ of the second eigenvalue of $L_{\phi_{x}}$ is given by

$$
\begin{align*}
\Gamma_{2}^{\prime}(0)= & -\lambda_{M} \int v^{t} R_{1}\left(x^{(1)}\right) v \phi\left(x^{(1)}\right) d x^{(1)}  \tag{7}\\
& -\int v^{t} C R_{2}\left(x^{(2)}\right) C^{t} v \phi\left(x^{(2)}\right) d x^{(2)},
\end{align*}
$$

where $R_{1}, R_{2}$ are the matrices of second derivatives of $g_{1}, g_{2}$, respectively.
Proof. The stability of the perturbation, as required by Kato [(1976), Theorem 2.6, page 445], under the assumption that $G$ is positive definite is proved in the Appendix. Let $U^{(2)}, V^{(2)}, W^{(1)}, X^{(1)}, Y^{(1)}$ and $Y^{(2)}$ be Gaussian
random vectors jointly distributed according to $\Phi$. Apply Lemma 3 to (5) to get

$$
\begin{align*}
\Gamma_{2}^{\prime}(0)= & \left(1-\lambda_{M}\right) \sum_{a, b=1}^{l} \int v_{a} v_{b} x_{a}^{(1)} y_{b}^{(1)}\left[-g_{1}\left(x^{(1)}\right)\right. \\
& \left.+g_{1}\left(w^{(1)}\right)+g_{2}\left(u^{(2)}\right)-g_{2}\left(y^{(2)}\right)\right] \\
8) \quad & \times \Phi\left(u^{(2)}, v^{(2)}, w^{(1)}, x^{(1)}, y^{(1)}, y^{(2)}\right) d u^{(2)} d v^{(2)} d w^{(1)} d x^{(1)} d y^{(1)} d y^{(2)} \\
= & v^{t}\left[-E\left[X^{(1)}\left(X^{(1)}\right)^{t}\right] E\left[R_{1}\left(X^{(1)}\right)\right] E\left[X^{(1)}\left(Y^{(1)}\right)^{t}\right]\right.  \tag{8}\\
& +E\left[X^{(1)}\left(W^{(1)}\right)^{t}\right] E\left[R_{1}\left(W^{(1)}\right)\right] E\left[W^{(1)}\left(Y^{(1)}\right)^{t}\right] \\
& \quad-E\left[X^{(1)}\left(Y^{(2)}\right)^{t}\right] E\left[R_{2}\left(Y^{(2)}\right)\right] E\left[Y^{(2)}\left(Y^{(1)}\right)^{t}\right] \\
& \left.+E\left[X^{(1)}\left(U^{(2)}\right)^{t}\right] E\left[R_{2}\left(U^{(2)}\right)\right] E\left[U^{(2)}\left(Y^{(1)}\right)^{t}\right]\right] v .
\end{align*}
$$

The first equality follows from the symmetry between $x^{(1)}$ and $y^{(1)}$ and the symmetry between $u^{(2)}$ and $v^{(2)}$. In the second equality we have used the fact that the first terms coming from the right-hand side of (6) cancel because the covariance of $X^{(1)}$ is the same as that of $W^{(1)}$ and similarly for $U^{(2)}$ and $Y^{(2)}$. Substituting the covariances in (8) and using the fact that $C F_{2}=F_{1} C$ and $F_{1} v=\left(1 /\left(1-\lambda_{M}\right)\right) v, D_{1} v=\lambda_{M} v$, we obtain

$$
\begin{align*}
\Gamma_{2}^{\prime}(0) & =\left(1-\lambda_{M}\right)\left[-v^{t} E\left(R_{1}\left(X^{(1)}\right) D_{1} F_{1} v-v^{t} C F_{2} E\left(R_{2}\left(Y^{(2)}\right)\right) C^{t} v\right]\right. \\
& =-\lambda_{M} v^{t} E\left(R_{1}\left(X^{(1)}\right)\right) v-v^{t} C E\left(R_{2}\left(Y^{(2)}\right)\right) C^{t} v  \tag{9}\\
& =-\lambda_{M} \int v^{t} R_{1}\left(x^{(1)}\right) v \phi\left(x^{(1)}\right) d x^{(1)}-\int v^{t} C R_{2}\left(x^{(2)}\right) C^{t} v \phi\left(x^{(2)}\right) d x^{(2)} .
\end{align*}
$$

Remark. If $Q$ has the more general form

$$
Q=\left(\begin{array}{cc}
A & C \\
C^{t} & B
\end{array}\right),
$$

the same type of result holds. Set $\tilde{C}=A^{-1 / 2} C B^{-1 / 2}$ and let $\tilde{\phi}$ be the Gaussian density with inverse covariance

$$
\tilde{Q}=\left(\begin{array}{cc}
I_{1} & \tilde{C} \\
\tilde{C}^{t} & I_{2}
\end{array}\right)
$$

For $f \in L_{2}\left(R^{n}, \phi\right)$ define $U f\left(x^{(1)}, x^{(2)}\right)=f\left(A^{-1 / 2} x^{(1)}, B^{-1 / 2} x^{(2)}\right)$. It is easily verified that $U$ is a unitary map from $L_{2}\left(R^{n}, \phi\right)$ onto $L_{2}\left(R^{n}, \tilde{\phi}\right)$ which maps $H_{1}$ onto $\tilde{H}_{1}$ and $H_{2}$ onto $\tilde{H}_{2}$. Thus the spectral properties of the two-block Gibbs sampler algorithm for $\phi$ are the same as those for $\tilde{\phi}$, which is of the form assumed in Theorem 2.

Corollary 1. If $g_{1}$ and $g_{2}$ are convex, $R_{1}$ and $R_{2}$ are positive definite so that $\Gamma_{2}^{\prime}(0)<0$ and the speed of convergence increases for small $\chi$.

Remark. A general convex perturbation of the form $g(x)=g\left(x^{(1)}, x^{(2)}\right)$, which is not of the form $g_{1}\left(x^{(1)}\right) g_{2}\left(x^{(2)}\right)$, will not necessarily increase the speed of convergence. For example, take

$$
g(x)=x^{t}\left(\begin{array}{cc}
I_{1} & (1+\alpha) C \\
(1+\alpha) C^{t} & I_{2}
\end{array}\right) x .
$$

Then $\phi_{\chi}$ would be Gaussian with covariance

$$
\left(\begin{array}{cc}
(1+\chi) I_{1} & (1+\chi+\chi \alpha) C \\
(1+\chi+\chi \alpha) C^{t} & (1+\chi) I_{2}
\end{array}\right)
$$

The two-block Gibbs sampler algorithm for this density would have a second eigenvalue given by the spectral radius of

$$
\frac{(1+\chi+\chi \alpha)^{2}}{(1+\chi)^{2}} C C^{t}
$$

which is greater than the spectral radius of $C C^{t}$. Therefore this convex perturbation decreases the speed of convergence.

Corollary 2. If all the one-dimensional marginals of $\phi$ are the same and $g_{i}\left(x^{i}\right)=\sum_{a} g\left(x_{a}^{i}\right), i=1,2$, for some univariate function $g$, then

$$
\Gamma_{2}^{\prime}(0)=-2 \lambda_{M} \int g^{\prime \prime}\left(x_{1}\right) \phi\left(x_{1}\right) d x_{1} .
$$

Proof. Under the assumptions, $R_{i}$ are both diagonal and (7) becomes

$$
\begin{aligned}
\Gamma_{2}^{\prime}(0) & =\left(-\lambda_{M}|v|^{2}-\left|C^{t} v\right|^{2}\right) \int g^{\prime \prime}\left(x_{1}\right) \phi\left(x_{1}\right) d x_{1} \\
& =-2 \lambda_{M} \int g^{\prime \prime}\left(x_{1}\right) \phi\left(x_{1}\right) d x_{1} .
\end{aligned}
$$

Corollary 3. If C is square and circulant, then the two marginals $\phi\left(x^{(1)}\right)$ and $\phi\left(x^{(2)}\right)$ are the same, and if $g_{1}=g_{2}$, then

$$
\Gamma_{2}^{\prime}(0)=-2 \lambda_{M} \int v^{t} R_{1}\left(x^{(1)}\right) v \phi\left(x^{(1)}\right) d x^{(1)} .
$$

Random sweep strategy. A similar calculation can be carried out for the random sweep strategy. Again it is assumed that the diagonal entries of the inverse covariance matrix are all 1 , and that the perturbation is of the form $\sum_{i=1}^{n} g\left(x_{i}\right)$. Also as in Corollary 2 it is assumed that all the one-dimensional marginals are the same. Since the details are very similar to those above, we
only provide a brief outline. The integral kernel for each of the $n$ projections in $L_{2}\left(R^{n}, \phi\right)$ is simply the conditional density

$$
\phi_{\chi}^{(i)}\left(y_{i} \mid x_{(i)}\right)=\frac{\exp \left(-\chi\left(g\left(x_{i}\right)+g\left(y_{i}\right)\right)\right) \phi\left(y_{i} \mid x_{(i)}\right)}{\int \exp \left(-\chi g\left(t_{i}\right)\right) \phi\left(t_{i} \mid x_{(i)}\right)} .
$$

Using the unitary transformation from $L_{2}\left(R^{n}, \phi\right)$ to $L_{2}\left(R^{n}, \phi_{\chi}\right)$ given by $U f(x)=\exp \left[\frac{1}{2} \sum_{i} g\left(x_{i}\right)\right]$, we obtain the corresponding integral kernel in $L^{2}\left(R^{n}, \phi\right)$ given by

$$
R_{\chi}^{(i)}(x ; y)=R_{\chi}^{(i)}\left(x_{(i)} ; y_{i}\right)=\frac{\exp \left(-\frac{1}{2} \chi\left(g\left(x_{i}\right)+g\left(y_{i}\right)\right)\right) \phi\left(y_{i} \mid x_{(i)}\right)}{\int \exp \left(-\chi g\left(t_{i}\right)\right) \phi\left(t_{i} \mid x_{(i)}\right)} d t_{i}
$$

and the derivative in $\chi$ at 0 of $R_{\chi}^{(i)}$ is

$$
\begin{equation*}
\tilde{R}^{(i)}(x ; y)=\int\left(-\frac{1}{2}\left[g\left(x_{i}\right)+g\left(y_{i}\right)\right]+g\left(t_{i}\right)\right) \phi\left(y_{i} \mid x_{(i)}\right) \phi\left(t_{i} \mid x_{(i)}\right) d t_{i} \tag{10}
\end{equation*}
$$

From Theorem 1 the eigenfunction $B(x)$ corresponding to the second largest eigenvalue is $\sqrt{\lambda_{m}}\langle b, x\rangle$, where $\lambda_{m}$ is the smallest eigenvalue of $Q$. As in Section 3, the derivative of the eigenvalue is given by

$$
\int B(x)\left(\int \tilde{R}(x ; y) B(y) d y\right) \phi(x) d x
$$

where $\tilde{R}(x, y)=(1 / n) \sum_{i=1}^{n} \tilde{R}^{(i)}(x ; y)$. Writing this integral explicitly leads to various terms of the form addressed in Lemma 3. The calculation is lengthy but straightforward and yields

$$
\begin{align*}
& \int B(x) \int \tilde{R}(x ; y) B(y) d y \phi(x) d x \\
& \quad=-\frac{1}{n}\left(1-\lambda_{m}\right) \int g^{\prime \prime}\left(x_{1}\right) \phi\left(x_{1}\right) d x_{1} . \tag{11}
\end{align*}
$$

The $1 / n$ factor disappears if one considers $n$ steps at a time. Observe that the derivative for the two-block Gibbs sampler given in Corollary 2 is in terms of $\lambda_{M}$, which is the largest eigenvalue of $C C^{t}=D_{1}$, whereas $\lambda_{m}$ in (11) is the smallest eigenvalue of the full inverse covariance matrix $Q$.

## APPENDIX

Stability of the perturbation. Following are sufficient conditions under which $R_{\chi}$ is a stable perturbation.

Lemma A1. If

$$
G=\left(\begin{array}{ccc}
I_{1}-2 D_{1} & 0 & C \\
0 & I_{1}-2 D_{1} & C \\
C^{t} & C^{t} & I_{2}-3 D_{2}
\end{array}\right)
$$

is positive definite, then $\left\|R_{\chi}-R_{0}\right\| \rightarrow 0$ as $\chi \rightarrow 0$.

Proof. Since $\phi\left(y^{(1)} \mid y^{(2)}\right) \phi\left(y^{(2)} \mid x^{(1)}\right)$ is a density in $\left(y^{(1)}, y^{(2)}\right)$ for each $x$, using the Cauchy-Schwarz inequality we have

$$
\begin{align*}
& \left|R_{\chi} f-R_{0} f\right|^{2} \\
& =\int\left[\int\left(R_{\chi}\left(x^{(1)}, y^{(1)}\right)-R_{0}\left(x^{(1)}, y^{(1)}\right)\right) f\left(y^{(1)}\right) d y^{(1)}\right]^{2} \phi\left(x^{(1)}\right) d x^{(1)} \\
& =\int\left[\iint\left(T_{\xi}\left(x^{(1)}, y^{(1)}, y^{(2)}\right)-1\right) f\left(y^{(1)}\right) \phi\left(y^{(1)} \mid y^{(2)}\right)\right.  \tag{12}\\
& \left.\quad \times \phi\left(y^{(2)} \mid x^{(1)}\right) d y^{(1)} d y^{(2)}\right]^{2} \phi\left(x^{(1)}\right) d x^{(1)} \\
& \leq|f|^{2} \cdot \iiint\left(T_{\chi}\left(x^{(1)}, y^{(1)}, y^{(2)}\right)-1\right)^{2} \phi\left(y^{(1) \mid} \mid y^{(2)}\right) \\
& \quad \times \phi\left(y^{(2)} \mid x^{(1)}\right) d y^{(1)} d y^{(2)} \phi\left(x^{(1)}\right) d x^{(1)},
\end{align*}
$$

where

$$
\begin{aligned}
& T_{\chi}\left(x^{(1)}, y^{(1)}, y^{(2)}\right) \\
& =\rho_{\chi}^{1 / 2}\left(x^{(1)}\right) \rho_{\chi}^{1 / 2}\left(y^{(1)}\right) \rho_{\chi}\left(y^{(2)}\right) \\
& \quad \times\left[\left(\int \rho_{\chi}\left(u^{(2)}\right) \phi\left(u^{(2)} \mid x^{(1)}\right) d u^{(2)} \int \rho_{\chi}\left(v^{(2)}\right) \phi\left(v^{(2)} \mid y^{(1)}\right) d v^{(2)}\right)^{1 / 2}\right. \\
& \\
& \\
& \left.\quad \times \int \rho_{\chi}\left(w^{(1)}\right) \phi\left(w^{(1)} \mid y^{(2)}\right) d w^{(1)}\right]^{-1} .
\end{aligned}
$$

Since $T_{\chi}\left(x^{(1)}, y^{(1)}, y^{(2)}\right) \rightarrow 1$ as $\chi \rightarrow 0$, the result will follow from a uniform integrability argument. Let

Since

$$
\begin{aligned}
\phi\left(t^{(2)} \mid t^{(1)}\right) & =\frac{1}{\sqrt{2 \pi}^{l}} \exp \left[-\frac{1}{2}\left|t^{(2)}+C^{t} t^{(1)}\right|^{2}\right] \\
& \geq \frac{1}{\sqrt{2 \pi}} \exp \left[-\left|t^{(2)}\right|^{2}\right] \exp \left[-\left|C^{t} t^{(1)}\right|^{2}\right]
\end{aligned}
$$

we have

$$
\int \rho_{\chi}\left(t^{(2)}\right) \phi\left(t^{(2)} \mid t^{(1)}\right) d t^{(2)} \geq s_{\chi} \exp \left(-\left|C^{t} t^{(1)}\right|^{2}\right)=s_{\chi} \exp \left(\left\langle-t^{(1)}, D_{1} t^{(1)}\right\rangle\right)
$$

and similarly

$$
\int \rho_{\chi}\left(t^{(1)}\right) \phi\left(t^{(1)} \mid t^{(2)}\right) d t^{(1)} \geq s_{\chi} \exp \left(-\left|C t^{(2)}\right|^{2}\right)=s_{\chi} \exp \left(\left\langle-t^{(2)}, D_{2} t^{(2)}\right\rangle\right) .
$$

Consequently,

$$
\begin{aligned}
& \left|T_{\chi}\left(x^{(1)}, y^{(1)}, y^{(2)}\right)\right| \\
& \quad \leq s^{-3} \exp \left(\frac{1}{2}\left[\left\langle x^{(1)}, D_{1} x^{(1)}\right\rangle+\left\langle y^{(1)}, D_{1} y^{(1)}\right\rangle+\left\langle y^{(2)}, 2 D_{2} y^{(2)}\right\rangle\right]\right),
\end{aligned}
$$

where $s$ is a lower bound on $s_{\chi}$ for $\chi$ in a neighborhood of 0 . Hence the upper bound is independent of $\chi$ and all that remains is to prove that it is square integrable with respect to

$$
\phi\left(y^{(1)} \mid y^{(2)}\right) \phi\left(y^{(2)} \mid x^{(1)}\right) \phi\left(x^{(1)}\right) .
$$

However, by writing out these densities together with the integrand and aggregating everything in the exponent, we get

$$
\begin{aligned}
& \text { const } \int \exp \left[-\frac{1}{2}\left(x^{(1)}, y^{(1)}, y^{(2)}\right)\right. \\
&\left.\times\left(\begin{array}{ccc}
I_{1}-2 D_{1} & 0 & C \\
0 & I_{1}-2 D_{1} & C \\
C^{t} & C^{t} & I_{2}-3 D_{2}
\end{array}\right)\left(\begin{array}{l}
x^{(1)} \\
y^{(1)} \\
y^{(2)}
\end{array}\right)\right] d x^{(1)} d y^{(1)} d y^{(2)},
\end{aligned}
$$

which is finite if $G$ is positive definite.
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