# SHRINKAGE ESTIMATORS, SKOROKHOD'S PROBLEM AND STOCHASTIC INTEGRATION BY PARTS 

By Steven N. Evans ${ }^{1}$ and Philip B. Stark ${ }^{2}$<br>University of California, Berkeley<br>For a broad class of error distributions that includes the spherically symmetric ones, we give a short proof that the usual estimator of the mean in a $d$-dimensional shift model is inadmissible under quadratic loss when $d \geq 3$. Our proof involves representing the error distribution as that of a stopped Brownian motion and using elementary stochastic analysis to obtain a generalization of an integration by parts lemma due to Stein in the Gaussian case.

Let $X$ have a $d$-variate, spherically symmetric normal distribution with mean vector $\theta$. Stein (1956) showed that, for $d \geq 3, X$ is an inadmissible estimator of $\theta$ under quadratic loss. Stein observed that $X$ is dominated by "shrinkage" estimators $\left(1-a /\left(b+\|X\|^{2}\right)\right) X$ for $a>0$ sufficiently small and $b$ sufficiently large. James and Stein (1961) showed that $0<a<2(d-2)$ and $b=0$ suffice. Using the results of rather lengthy explicit calculations in Brandwein and Strawderman (1978), Brandwein (1979) extended James and Stein's (1961) result to $d$-variate shift models for $d \geq 4$ that have general spherically symmetric error distributions with finite second moments. (In the $d$-variate shift model, the distribution of the observation vector $X$ is, under $\mathbf{P}_{\theta}$, the same as $Z+\theta$, where $Z$ is a zero-mean random variable whose distribution does not depend on $\theta$.) A somewhat shorter proof was given in Brandwein and Strawderman (1990) for the case $d \geq 5$. Meanwhile, the proof in the normal case had been simplified considerably by the "unbiased estimation of risk" technique, which depends on a simple integration by parts identity for the normal distribution [cf. Stein (1981)].

The following result, proved using elementary stochastic analysis to generalize Stein's lemma, establishes in a simple way that certain shrinkage estimators dominate $X$ when $d \geq 3$ for a large class of error distributions, including, as a special case, spherically symmetric ones. The result substantially extends the class of distributions for which shrinkage estimators were known to dominate $X$. Our majorizing estimators are of the form $\left(1-a /\left(1+\|X\|^{2}\right)\right) X$ for $a>0$ sufficiently small, but, with extra moment assumptions, a similar proof works for estimators of the form $\left(1-a /\|X\|^{2}\right) X$.

[^0]Generalizations of Stein's lemma for spherically symmetric distributions have been established using classical calculus methods in Brandwein and Strawderman (1991) and Cellier and Fourdrinier (1995), but it appears that such methods cannot be extended to the class of error distributions considered here, which contains singular distributions supported on fractal sets of nonintegral dimension.

Theorem. Let $Z$ be a random variable taking values in $\mathbf{R}^{d}, d \geq 3$. Suppose that $Z$ is not almost surely $0, \mathrm{E}[Z]=0, \mathrm{E}\left[\|Z\|^{2}\right]<\infty$ and

$$
\begin{equation*}
\mathbf{E}\left[\|Z+\theta\|^{2-d}\right] \leq\|\theta\|^{2-d}, \quad \forall \theta \in \mathbf{R}^{d} . \tag{1}
\end{equation*}
$$

(i) For sufficiently small $a>0$,

$$
\begin{equation*}
\mathbf{E}\left[\|Z\|^{2}\right]>\mathbf{E}\left[\left\|\left(1-\frac{a}{1+\|Z+\theta\|^{2}}\right)(Z+\theta)-\theta\right\|^{2}\right] \tag{2}
\end{equation*}
$$

for all $\theta \in \mathbf{R}^{d}$.
(ii) If the support of the distribution of $Z$ is contained by the ball $\{z \in$ $\left.\mathbf{R}^{d}:\|z\| \leq A\right\}$, then any

$$
a \in\left(0,2 \frac{(d-2)}{d}\left(\frac{\alpha^{*}}{2+\alpha^{*}}\right)^{6} \mathbf{E}\left[\|Z\|^{2}\right]\right)
$$

satisfies (2), where $\alpha^{*}$ is the unique positive root of

$$
(d-2) \alpha^{6} A^{2}\left(1+(2+\alpha)^{2} A^{2}\right)^{2}-d(2+\alpha)^{4}=0 .
$$

(iii) If the support of the distribution of $Z$ does not intersect the ball $\{z \in$ $\left.\mathbf{R}^{d}:\|z\| \leq A\right\}$, then any

$$
a \in\left(0,2 \frac{(d-2)}{d} A^{2}\right)
$$

satisfies (2).
Proof. (i) Inequality (2) is equivalent to the inequality

$$
a \mathbf{E}\left[\frac{\|Z+\theta\|^{2}}{\left(1+\|Z+\theta\|^{2}\right)^{2}}\right]<2 \mathbf{E}\left[\frac{Z \cdot(Z+\theta)}{1+\|Z+\theta\|^{2}}\right]
$$

for all $\theta \in \mathbf{R}^{d}$.
Let $B$ be a standard $d$-dimensional Brownian motion starting at $0 \in \mathbf{R}^{d}$. Recall that the potential kernel of $B$ is given by

$$
U(x, d y)=\Gamma(d / 2-1)(2 \pi)^{-d / 2}\|y-x\|^{2-d} d y
$$

[see, e.g., Proposition II.3.1 of Bass (1995)]. Rost's (1971) solution of Skorokhod's problem for transient Markov processes establishes that condition (1) is equivalent to the existence of a (possibly randomized) stopping time $T$ such that the distribution of $B_{T}$ is that of $Z$.

Put $S_{r}=\inf \left\{s \geq 0:\left\|B_{s}\right\|=r\right\}$, and let $T_{n}=T \wedge S_{n} \wedge n$. By bounded convergence,

$$
\mathbf{E}\left[\frac{\left\|B_{T}+\theta\right\|^{2}}{\left(1+\left\|B_{T}+\theta\right\|^{2}\right)^{2}}\right]=\lim _{n \rightarrow \infty} \mathbf{E}\left[\frac{\left\|B_{T_{n}}+\theta\right\|^{2}}{\left(1+\left\|B_{T_{n}}+\theta\right\|^{2}\right)^{2}}\right]
$$

and

$$
\mathbf{E}\left[\frac{B_{T} \cdot\left(B_{T}+\theta\right)}{1+\left\|B_{T}+\theta\right\|^{2}}\right]=\lim _{n \rightarrow \infty} \mathbf{E}\left[\frac{B_{T_{n}} \cdot\left(B_{T_{n}}+\theta\right)}{1+\left\|B_{T_{n}}+\theta\right\|^{2}}\right]
$$

For $y \in \mathbf{R}^{d}, \varepsilon \in \mathbf{R}$ and $F: \mathbf{R}^{d} \rightarrow \mathbf{R}$ any bounded Borel function, Girsanov's formula [e.g., Theorem IV.38.5 of Rogers and Williams (1987)] gives that

$$
\mathbf{E}\left[F\left(B_{T_{n}}+\varepsilon y T_{n}\right)\right]=\mathbf{E}\left[\exp \left(\varepsilon y \cdot B_{T_{n}}-\frac{1}{2} \varepsilon^{2}\|y\|^{2} T_{n}\right) F\left(B_{T_{n}}\right)\right] .
$$

If $F$ is bounded and continuous with bounded and continuous first-order partial derivatives, we can differentiate both sides of this equality with respect to $\varepsilon$ at 0 to get

$$
\begin{equation*}
\mathrm{E}\left[y \cdot B_{T_{n}} F\left(B_{T_{n}}\right)\right]=\mathrm{E}\left[y \cdot \nabla F\left(B_{T_{n}}\right) T_{n}\right] . \tag{3}
\end{equation*}
$$

Equation (3) generalizes Stein's lemma beyond the Gaussian case and is an instance of "stochastic integration by parts." See Section IV. 41 of Rogers and Williams (1987) for a discussion and references to the relevant literature.

Applying (3) repeatedly, with $F\left(B_{T_{n}}\right)=\left[\left(B_{T_{n}}\right)_{i}+\theta_{i}\right] /\left[1+\left\|B_{T_{n}}+\theta\right\|^{2}\right]$ and $y$ the $i$ th coordinate vector, then summing the results over $i$ yields

$$
\mathbf{E}\left[\frac{B_{T_{n}} \cdot\left(B_{T_{n}}+\theta\right)}{1+\left\|B_{T_{n}}+\theta\right\|^{2}}\right]=\mathbf{E}\left[T_{n} \frac{d+(d-2)\left\|B_{T_{n}}+\theta\right\|^{2}}{\left(1+\left\|B_{T_{n}}+\theta\right\|^{2}\right)^{2}}\right]
$$

and so, by applying Fatou's lemma to the right-hand side,

$$
\mathbf{E}\left[\frac{B_{T} \cdot\left(B_{T}+\theta\right)}{1+\left\|B_{T}+\theta\right\|^{2}}\right] \geq \mathbf{E}\left[T \frac{d+(d-2)\left\|B_{T}+\theta\right\|^{2}}{\left(1+\left\|B_{T}+\theta\right\|^{2}\right)^{2}}\right]
$$

We therefore need to find $a>0$ such that

$$
\begin{align*}
a \mathbf{E}\left[\frac{\|Z+\theta\|^{2}}{\left(1+\|Z+\theta\|^{2}\right)^{2}}\right] & =a \mathbf{E}\left[\frac{\left\|B_{T}+\theta\right\|^{2}}{\left(1+\left\|B_{T}+\theta\right\|^{2}\right)^{2}}\right] \\
& <2 \mathbf{E}\left[T\left(\frac{d+(d-2)\left\|B_{T}+\theta\right\|^{2}}{\left(1+\left\|B_{T}+\theta\right\|^{2}\right)^{2}}\right)\right]  \tag{4}\\
& \leq 2 \mathbf{E}\left[\frac{B_{T} \cdot\left(B_{T}+\theta\right)}{1+\left\|B_{T}+\theta\right\|^{2}}\right] \\
& =2 \mathbf{E}\left[\frac{Z \cdot(Z+\theta)}{1+\|Z+\theta\|^{2}}\right]
\end{align*}
$$

for all $\theta \in \mathbf{R}^{d}$.
By bounded convergence,

$$
\theta \mapsto \mathbf{E}\left[\frac{\left\|B_{T}+\theta\right\|^{2}}{\left(1+\left\|B_{T}+\theta\right\|^{2}\right)^{2}}\right]
$$

is continuous, and

$$
\lim _{\theta \rightarrow \infty}\|\theta\|^{2} \mathbf{E}\left[\frac{\left\|B_{T}+\theta\right\|^{2}}{\left(1+\left\|B_{T}+\theta\right\|^{2}\right)^{2}}\right]=1
$$

By Fatou's lemma,

$$
\theta \mapsto \mathbf{E}\left[T \frac{d+(d-2)\left\|B_{T}+\theta\right\|^{2}}{\left(1+\left\|B_{T}+\theta\right\|^{2}\right)^{2}}\right]
$$

is lower semicontinuous. As this function is strictly positive at each point, it is bounded away from 0 on compacts. Again, by Fatou,

$$
\liminf _{\theta \rightarrow \infty}\|\theta\|^{2} \mathbf{E}\left[T\left(\frac{d+(d-2)\left\|B_{T}+\theta\right\|^{2}}{\left(1+\left\|B_{T}+\theta\right\|^{2}\right)^{2}}\right)\right] \geq(d-2) \mathbf{E}[T] .
$$

We may therefore find $a>0$ such that (4) holds.
(ii) Fix $\alpha>0$. Observe that, for $\|z\| \leq A$ and $\|\theta\| \geq(1+\alpha) A$, we have

$$
\frac{\alpha}{1+\alpha}\|\theta\| \leq\|z+\theta\| \leq \frac{2+\alpha}{1+\alpha}\|\theta\|,
$$

and hence, for $\|\theta\| \geq \alpha A$,

$$
\begin{aligned}
& \inf _{\|z\| \leq A} \frac{d+(d-2)\|z+\theta\|^{2}}{\left(1+\|z+\theta\|^{2}\right)^{2}} \\
& \quad \geq \frac{(d-2)(\alpha /(1+\alpha))^{2}\|\theta\|^{2}}{\left(1+((2+\alpha) /(1+\alpha))^{2}\|\theta\|^{2}\right)^{2}} \\
& \quad \geq(d-2)\left(\frac{\alpha}{2+\alpha}\right)^{6} \frac{((2+\alpha) /(1+\alpha))^{2}\|\theta\|^{2}}{\left(1+(\alpha /(1+\alpha))^{2}\|\theta\|^{2}\right)^{2}} \\
& \quad \geq(d-2)\left(\frac{\alpha}{2+\alpha}\right)^{6} \sup _{\|z\| \leq A} \frac{\|z+\theta\|^{2}}{\left(1+\|z+\theta\|^{2}\right)^{2}} .
\end{aligned}
$$

On the other hand, for $\|z\| \leq A$ and $\|\theta\|<(1+\alpha) A$, we have $0 \leq\|z+\theta\| \leq$ $(2+\alpha) A$ and so, for $\|\theta\|<(1-\alpha) A$,

$$
\begin{aligned}
& \inf _{\|z\| \leq A} \frac{d+(d-2)\|z+\theta\|^{2}}{\left(1+\|z+\theta\|^{2}\right)^{2}} \\
& \quad \geq \frac{d}{\left(1+(2+\alpha)^{2} A^{2}\right)^{2}} \\
& \quad \geq \frac{d}{(2+\alpha)^{2} A^{2}\left(1+(2+\alpha)^{2} A^{2}\right)^{2}}(2+\alpha)^{2} A^{2} \\
& \quad \geq \frac{d}{(2+\alpha)^{2} A^{2}\left(1+(2+\alpha)^{2} A^{2}\right)^{2}} \sup _{\|z\| \leq A} \frac{\|z+\theta\|^{2}}{\left(1+\|z+\theta\|^{2}\right)^{2}} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \inf _{\|z\| \leq A} \frac{d+(d-2)\|z+\theta\|^{2}}{\left(1+\|z+\theta\|^{2}\right)^{2}} \\
& \quad \geq\left((d-2)\left(\frac{\alpha}{2+\alpha}\right)^{6} \wedge \frac{d}{(2+\alpha)^{2} A^{2}\left(1+(2+\alpha)^{2} A^{2}\right)^{2}}\right) \sup _{\|z\| \leq A} \frac{\|z+\theta\|^{2}}{\left(1+\|z+\theta\|^{2}\right)^{2}}
\end{aligned}
$$

Note that the function

$$
\alpha \mapsto(d-2)\left(\frac{\alpha}{2+\alpha}\right)^{6} \wedge \frac{d}{(2+\alpha)^{2} A^{2}\left(1+(2+\alpha)^{2} A^{2}\right)^{2}}
$$

is maximized at $\alpha=\alpha^{*}$ with the corresponding value being $(d-2) \times$ $\left(\alpha^{*} /\left(2+\alpha^{*}\right)\right)^{6}$.

It only remains to note that since $\left\{\left\|B_{t}\right\|^{2}-t d\right\}_{t \geq 0}$ is a martingale, it follows from the monotone convergence theorem and Fatou's lemma that

$$
\mathrm{E}[T]=\lim _{n} \mathrm{E}\left[T_{n}\right]=\frac{1}{d} \lim _{n} \mathbf{E}\left[\left\|B_{T_{n}}\right\|^{2}\right] \geq \frac{1}{d} \mathbf{E}\left[\left\|B_{T}\right\|^{2}\right],
$$

and so (4) holds for the stated values of $a$.
(iii) From Fitzsimmons (1991) [see also Heath (1974)], we may suppose that the stopping time $T$ is of the form $\tau_{C(U)}$, where $\{C(u): 0 \leq u \leq 1\}$ is a decreasing family of finely closed sets such that $C(u) \subset\left\{z \in \mathbf{R}^{d}:\|z\| \geq A\right\}$, $\tau_{C(u)}=\inf \left\{t \geq 0: B_{t} \in C(u)\right\}$ and $U$ is a random variable independent of $B$ that is uniformly distributed on $[0,1]$. (A finely open set is one that a Brownian motion requires strictly positive time to exit, when started at any point in the set. A finely closed set is the complement of a finely open set.) From the strong Markov property and the rotational invariance of $B$, we have

$$
\mathrm{E}\left[T \mid B_{T}\right] \geq \mathbf{E}\left[S_{A} \mid B_{T}\right]=\mathrm{E}\left[S_{A}\right]=\frac{A^{2}}{d}
$$

and so (4) holds for the stated values of $a$.
Remark 1. Condition (1) certainly holds if the distribution of $Z$ is spherically symmetric, since if $\sigma_{r}$ is normalized surface measure on the sphere of radius $r$, then

$$
\int\|x+\theta\|^{2-d} \sigma_{r}(d x)=r^{2-d} \wedge\|\theta\|^{2-d}
$$

[see, e.g., equation II.3.6 of Bass (1995)]. However, spherically symmetric distributions are but few of the instances. As mentioned in the proof, condition (1) is equivalent to $Z$ having the same distribution as $B_{T}$ for some (possibly randomized) stopping time $T$, so $Z$ could have the exit distribution of Brownian motion from a finely open domain containing 0 , or mixtures of such distributions. It follows from Fitzsimmons (1991) [see also Heath (1974)] that the
distribution of $Z$ is necessarily of this form. Spherically symmetric distributions arise just when the domains are balls centered at 0 .

Remark 2. If $Z_{1}, \ldots, Z_{n}$ are independent random variables, each of which satisfies condition (1), and $a_{1}, \ldots, a_{n} \in \mathbf{R}$, then the linear combination $a_{1} Z_{1}+$ $\cdots+a_{n} Z_{n}$ also satisfies condition (1), as a simple induction shows. This establishes that, in the $d$-variate shift model with repeated i.i.d. observations $\left\{X_{j}\right\}_{j=1}^{n}$ and error distribution satisfying (1), the sample mean as an estimator of the mean vector $\theta$ is dominated by estimators that "shrink" the sample mean appropriately. For many distributions, maximum-likelihood estimators do not make sense; for example, when the family of distributions generated as $\theta$ varies is not dominated. Similarly, minimum-risk equivariant estimators are often impossible to compute. Shrinking the sample mean is thus an easy way to improve on the "naive" sample mean in some cases where more sophisticated approaches fail to provide an "optimal" alternative. Of course, when we have only one observation $X$, that observation is the minimum-risk equivariant estimator of $\theta$.

Remark 3. If $Z_{1}$ and $Z_{2}$ respectively satisfy the conditions in parts (ii) and (iii) of the theorem and $Z$ is a random variable whose distribution is a mixture of those of $Z_{1}$ and $Z_{2}$, then we may take $a$ to be the minimum of any pair of values that "work" for $Z_{1}$ and $Z_{2}$, respectively. In particular, this approach yields an explicit value of $a$ for any spherically symmetric distribution, although it does not lead to results as refined as those previously obtained for that special case. In the case that $Z$ has the uniform distribution on the surface of a sphere, the bound given in part (iii) of the theorem asymptotically cannot be improved as $d \rightarrow \infty$.
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