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The present paper describes all the natural exponential families on $\mathbb{R}^{d}$ whose variance function is of the form $V(m)=a m \otimes m+B(m)+C$, with $m \otimes m(\theta)=\langle\theta, m\rangle m$ and $B$ linear in $m$. There are $2 d+4$ types of such families, which are built from particular mixtures of families of Normal, Poisson, gamma, hyperbolic on $\mathbb{R}$ and (negative-) multinomial distributions. The proof of this result relies mainly on techniques used in the elementary theory of Lie algebras.

1. Introduction. For an accurate presentation of the simple quadratic natural exponential families, let us introduce some notation.

Let $E$ be a real vector space with finite dimension $d$, let $E^{*}$ be its dual and let $E^{*} \times E \rightarrow \mathbb{R}:(\theta, x) \mapsto\langle\theta, x\rangle$ be the duality bracket. We denote by $\mathscr{L}_{s}\left(E^{*}, E\right)$ [respectively, $\left.\mathscr{L}_{s}\left(E, E^{*}\right)\right]$ the space of the symmetric linear operators from $E^{*}$ to $E$ (resp. from $E$ to $E^{*}$ ), that is, the space of linear operators $V: E^{*} \rightarrow E$ such that for $(\alpha, \beta)$ in $\left(E^{*}\right)^{2},\langle\alpha, V \beta\rangle=\langle\beta, V \alpha\rangle\left[\right.$ resp. $\psi: E \rightarrow E^{*}$ such that for $(u, v)$ in $\left.E^{2},\langle\psi u, v\rangle=\langle\psi v, u\rangle\right]$.

For a positive Radon measure on $E$, we note

$$
\begin{aligned}
& \left.L_{\mu}: E^{*} \rightarrow\right] 0, \infty\left[: \theta \mapsto \int \exp \langle\theta, x\rangle \mu(d x)\right. \\
& \Theta(\mu)=\operatorname{interior}\left\{\theta \in E^{*} ; L_{\mu}(\theta)<+\infty\right\} \\
& k_{\mu}=\log L_{\mu} \quad \text { on } \Theta(\mu)
\end{aligned}
$$

$L_{\mu}$ and $k_{\mu}$ are, respectively, the Laplace transform and the cumulant function of $\mu$.

Let $\mathscr{M}(E)$ denote the set of $\mu$ such that $\mu$ is not concentrated on an affine hyperplane of the space and $\Theta(\mu)$ is not empty. Then, for $\mu$ in $\mathscr{M}(E)$, the set of probabilities $F=F(\mu)=\left\{P(\theta, \mu)(d x)=\exp \left\{\langle\theta, x\rangle-k_{\mu}(\theta)\right\} \mu(d x) ; \quad \theta \in\right.$ $\Theta(\mu)\}$ is called the natural exponential family (NEF) generated by $\mu$. The measure $\mu$ is called a basis of $F$.

Since $\mu$ is in $\mathscr{M}(E), k_{\mu}$ is strictly convex and real analytic on $\Theta(\mu)$, so that its first derivative $k_{\mu}^{\prime}: \Theta(\mu) \rightarrow E$ :

$$
\theta \mapsto k_{\mu}^{\prime}(\theta)=\int x P(\theta, \mu) d x
$$

[^0]defines a diffeomorphism from $\Theta(\mu)$ to its range $M_{F}$, called the mean domain of $F$. Let $\psi_{\mu}: M_{F} \rightarrow \Theta(\mu)$ be its inverse function, and for $m$ in $M_{F}, P(m$, $F)=P\left(\psi_{\mu}(m), \mu\right)$. Now the covariance operator of $P(m, F)$ is denoted by $V_{F}(m)$. Clearly,
\[

$$
\begin{equation*}
V_{F}(m)=k_{\mu}^{\prime \prime}\left(\psi_{\mu}(m)\right)=\left[\psi_{\mu}^{\prime}(m)\right]^{-1} \in \mathscr{L}_{s}\left(E^{*}, E\right) . \tag{1.1}
\end{equation*}
$$

\]

The function $V_{F}: M_{F} \rightarrow \mathscr{L}_{s}\left(E^{*}, E\right)$ is called the variance function of $F$. This function $V_{F}$ plays an important role in the study of the NEF. Indeed, $V_{F}$ characterizes the NEF $F$ in the following sense: if $F_{1}$ and $F_{2}$ are two NEF whose variance functions coincide on a nonempty open set of $M_{F_{1}} \cap M_{F_{2}}$, then $F_{1}=F_{2}$.

Several classifications of all the NEF whose variance functions have a given form have appeared in the literature during the past 15 years. For instance, the Morris class describes all the real NEF $F$ such that $V_{F}(m)$ is a polynomial of degree less than or equal to 2 in the mean $m$ [see Morris (1982)]. Other sets of NEF on $\mathbb{R}$ have also been classified as the Mora class of polynomial variance functions with degree less than or equal to 3 [Mora (1986); see also Letac and Mora (1990)] or various subsets of the class of $V_{F}$ of the form $P \Delta+Q \sqrt{\Delta}$, where $P, \Delta$ and $Q$ are polynomials with degree less than or equal to 1 , less than or equal to 2 and less than or equal to 2 , respectively [Kokonendji (1993); Letac (1992)].

Several classifications have been realized in higher dimensions, which concern more precisely the extension of the Morris and Mora classes in $\mathbb{R}^{d}$. One paper on the subject is Bar-Lev, Bshouty, Enis, Letac, Li Lu and Richards (1994). However, a very different point of view is to consider the quadratic class. It can be defined as the set of NEF $F$ such that

$$
\begin{equation*}
V_{F}(m)=A(m, m)+B(m)+C, \tag{1.2}
\end{equation*}
$$

where $A: E \times E \rightarrow \mathscr{L}_{s}\left(E^{*}, E\right)$ is bilinear, $B: E \rightarrow \mathscr{L}_{s}\left(E^{*}, E\right)$ is linear, and $C$ is a constant element of $\mathscr{L}_{s}\left(E^{*}, E\right)$.

Classifying all these variance functions is an ambitious project and only a few steps have already been performed: Letac (1989) has obtained the subclass $A=0$ of the products of Normal and Poisson NEF; Casalis (1991) described the homogeneous quadratic case $B=0$ and $C=0$, generalizing the gamma NEF on $\mathbb{R}$ [where $V_{F}(m)=m^{2} / p$ ] by the Wishart NEF on symmetric cones. The present paper is one additional step toward this aim; it classifies all the variance functions $V_{F}$ of the form

$$
\begin{equation*}
V_{F}(m)=a m \otimes m+B(m)+C, \tag{1.3}
\end{equation*}
$$

with $a$ in $\mathbb{R}$ and $m \otimes m: \theta \mapsto\langle\theta, m\rangle m$ in $\mathscr{L}_{s}\left(E^{*}, E\right)$. Such variance functions (1.3) and the corresponding NEF are called simple quadratic.

It may seem rather restrictive to keep the quadratic part as "simple" (i.e., of the form " $a m \otimes m$ "). Furthermore, one may feel a bit frustrated by the relative simplicity of our results; indeed, all the simple quadratic NEF are basically obtained by combination of conditional distributions of the onedimensional Morris class, which simply seems to indicate that to produce
really new and genuinely multidimensional distributions with quadratic variance (e.g., the Wishart distributions), nature requires a more involved $a m \otimes m$ quadratic part than $a m \otimes m$. Furthermore, it should be pointed out that, out of the Wishart NEF and their translates, or trivial products of them, we have yet no other examples of quadratic (and not simple) NEF. Recall also that the very classification of the Wishart distributions, that is, the homogeneous quadratic NEF, was a delicate process, involving the von Neumann-Wigner-Jordan classification of Euclidean Jordan algebras. Therefore, many new ideas are probably necessary to continue this program of classification of quadratic variances.

However, the simple quadratic NEF remain quite interesting. Here is a list of situations where they occur naturally.

1. They constitute an important tool in the determination of the so-called Mora class in $\mathbb{R}^{d}$. Indeed, Hassaïri (1992, 1994) introduces some specific action of the linear group $G$ of $\mathbb{R} \times E$ on the space $\mathscr{L}_{s}\left(E, E^{*}\right)$. Observing that this action transforms a simple quadratic variance function into a polynomial with degree less than or equal to 3, he defines the Mora class on $\mathbb{R}^{d}$ as the set of the NEF obtained in this way and describes it entirely using the present list of simple quadratic NEF.
2. As for the real case, one easily checks that the uniformly minimum variance unbiased (UMVU) estimator of the variance $V_{F}(m)$ written in (1.3) is simply given by $n(n+a)^{-1} V_{F}\left(\bar{X}_{n}\right)$, where $\bar{X}_{n}$ is the sample mean of $n$ random variables $X_{1}, \ldots, X_{n}$ with common distribution $P(m, F)$. This result is not true for general quadratic NEF on $\mathbb{R}^{d}$ [Casalis (1992a)] and it remains a conjecture even in one dimension that this fact characterizes the simple quadratic class [Letac (1992), page 61].
3. The computation of the UMVU estimator of the generalized variance $\operatorname{det}^{\prime \prime} \mu(\theta)$ is easy to get for the simple quadratic class [see Kokonendji and Seshadri (1996)].
4. Another property is related to the Bayesian theory and states the equality of two conjugate prior distributions families of a simple quadratic NEF. For a given NEF $F(\mu)$, let $\Pi$ be the family of prior distributions on $\Theta(\mu)$ :

$$
\pi_{t, m_{0}}(d \theta)=C_{t, m_{0}} \exp t\left\{\left\langle\theta, m_{0}\right\rangle-k_{\mu}(\theta)\right\} \mathbb{1}_{\Theta(\mu)}(\theta) d \theta,
$$

where $t>0, m_{0} \in M_{F}$ and $C_{t, m_{0}}$ a normalizing constant, as considered by Diaconis and Ylvisaker (1979). The family $\Pi$ is said to be conjugate if the posterior distributions of $\theta$, given $X$ when $(\theta, X)$ is $\Pi_{t, m_{0}}(d \theta) P(\theta, \mu)(d x)$ distributed, still belongs to $\Pi$.

Besides $\Pi$, Consonni and Veronese (1992) consider (at least on $\mathbb{R}$ ) two other families of prior distributions on $M_{F}$. The first one, $\tilde{\Pi}$, is defined by a similar construction as for $\Pi$, that is, for suitable $\left(t, m_{0}\right)$,

$$
\tilde{\pi}_{t, m_{0}}(d m)=\tilde{C}_{t, m_{0}} \exp t\left\{\left\langle\psi_{\mu}(m), m_{0}\right\rangle-k_{\mu}\left(\psi_{\mu}(m)\right)\right\} \mathbb{1}_{M_{F}}(m) d m,
$$

while the second one, $\Pi^{*}$, is just the set of the images $k_{\mu}^{\prime}\left(\pi_{t, m_{0}}\right)$ of $\pi_{t, m_{0}}$ of $\Pi$ by $k_{\mu}^{\prime}$. Then, considering real NEF, Consonni and Veronese state that $\Pi=$ $\Pi^{*}$ if and only if the initial NEF $F(\mu)$ is in the Morris class.

On $\mathbb{R}^{d}$, the situation is much more complicated. Here, the equality $\tilde{\Pi}=\Pi^{*}$ is still satisfied by the simple quadratic and the Wishart NEF. Actually, up to now, we have not been able to determine the whole class of NEF for which $\tilde{\Pi}=\Pi^{*}$. The only available criteria are that there is equivalence between the three following facts:
(i) $\tilde{\Pi}=\Pi^{*}$.
(ii) There exists $(B, b, c)$ in $E \times \mathbb{R}^{2}$, such that for all $m$ in $M_{F}$, $\operatorname{det} V_{F}(m)=\exp \left\{\left\langle\psi_{\mu}(m), B\right\rangle+b k_{\mu}(m)+c\right\}$.
(iii) There exists ( $B, b$ ) in $E \times \mathbb{R}$ such that for all $m$ in $M_{F}$ and any basis $\left(e_{i}\right)_{i=1}^{d}$ of $E$ with dual basis $\left(e_{i}^{*}\right)_{i=1}^{d}$, we have

$$
\sum_{i=1}^{d}\left[V_{F}^{\prime}(m) e_{i}\right] e_{i}^{*}=B+b m
$$

A similar statement has been independently established by Gutierrez-Peña and Smith (1995). These authors have also extended Consonni and Veronese's problem to any parametrization $\Theta(\mu) \rightarrow \Lambda: \theta \mapsto \lambda=\varphi(\theta)$ of $F(\mu)$.
5. Finally, different characterizations of the Morris class involving orthogonal polynomials are due to Feinsilver (1986), Meixner (1934) and Shanbhag (1979) [see also Letac (1992) for a presentation in terms of NEF]. They have been recently extended to $\mathbb{R}^{d}$ by Pommeret (1995). For this, the simple quadratic class is the natural object to replace Morris class. The whole quadratic class can also be characterized similarly but with weaker hypothesis on polynomials. Using these orthogonal polynomials, Feinsilver (1991) deduced an interesting correspondence between the simple quadratic class and three Lie algebras with finite dimension. In particular, the Gaussian families are put in one-to-one correspondence with self-adjoint operators of the Heinsenberg-Weyl algebra, the Poisson families with those of the oscillator algebra and the simple quadratic NEF with a nonnull quadratic part with those of $\mathrm{SL}(d+1)$ [see also Pommeret (1995)]. Such work done with other Lie algebras would enable us to get new quadratic NEF.

We now come to our results. Section 2 presents $2 d+4$ particular NEF on $\mathbb{R}^{d}$. They are important because when we take affinities and powers of each of them, we actually get all simple quadratic NEF; this is the essence of our Theorem 2.1, the main theorem of the present paper. Its proof is long and technical and is given in Section 3. However, the discussion relies only on algebraic arguments from the following three simple necessary conditions:
(i) $\left\langle\alpha, V_{F}(m) \beta\right\rangle=\left\langle\beta, V_{F}(m) \alpha\right\rangle$ (symmetry of $V_{F}$ ),
(ii) $V_{F}^{\prime}(m)\left(V_{F}(m) \alpha\right) \beta=V_{F}^{\prime}(m)\left(V_{F}(m) \beta\right) \alpha$,
(iii) $V_{F}(m)$ is positive definite on $M_{F}$.

Condition (ii) comes from the symmetry of $\psi_{\mu}^{\prime \prime}(m)=\left(V_{F}(m)^{-1}\right)^{\prime}$ [see (1.1)] as a Hessian operator. We have gathered in Appendixes A and B some delicate points of our arguments.

## 2. The $(2 d+4)$ types of simple quadratic NEF.

2.1. We begin first by defining what we call a type. Let $\operatorname{GA}(E)$ denote the affine group of $E$ and let $\varphi$ be in $\operatorname{GA}(E), \varphi: E \rightarrow E: x \mapsto g x+v$, with linear part $g$ in the linear group $\mathrm{GL}(E)$ and translation vector $v$. If $F$ is a NEF on $E$, then $\varphi(F)$ defined as the set of images by $\varphi$ of each probability of $F$ is still a NEF characterized by

$$
\begin{align*}
M_{\varphi(F)} & =\varphi\left(M_{F}\right) \\
V_{\varphi(F)}(m) & =g V_{F}\left(\varphi^{-1} m\right) g^{t} \tag{2.1}
\end{align*}
$$

where $g^{t}$ denotes the transpose of $g$ acting on $E^{*}$. All the NEF $\varphi(F)$ with $\varphi$ varying in $\mathrm{GA}(E)$ are called the affinities of $F$.

Now, if $\mu$ generates $F$ and if $p$ is a positive real number such that $\left(L_{\mu}\right)^{p}$ is still the Laplace transform $L_{\mu_{p}}$ of some $\mu_{p}$ in $\mathscr{M}(E)$, then the NEF $F_{p}=F\left(\mu_{p}\right)$ is called the $p$ th convolution power of $F$. (Note that $p$ is not necessarily an integer). $F_{p}$ is characterized by

$$
\begin{aligned}
M_{F_{p}} & =p M_{F} \\
V_{F_{p}}(m) & =p V_{F}\left(\frac{m}{p}\right) .
\end{aligned}
$$

The set of possible $p$ is called the Jorgensen set of $F$.
Now, two NEF, $F$ and $F^{\prime}$, are said to be of the same type if there exist an affinity $\varphi$ in $\mathrm{GA}(E)$ and a positive real number $p$ such that $F_{p}=\varphi\left(F^{\prime}\right)$.

Note that any affinity or convolution power of a simple quadratic NEF is simple quadratic, too. Hence, to describe the class of simple quadratic NEF in $\mathbb{R}^{d}$, we only have to specify one NEF for each of its different types. We will say that this NEF generates the corresponding type.
2.2. We now present $2 d+4$ simple quadratic NEF in $\mathbb{R}^{d}$. For each of them, we specify the variance-function and a basis (or occasionally its Laplace transform). These NEF generate $2 d+4$ different types. The first ones, $d+1$, correspond to affine variance functions, that is, $V(m)=B(m)+C$, and have already been determined by Letac (1989). The last ones, $d+3$, correspond to simple quadratic variance functions $V_{F}(m)=a m \otimes m+B(m)+C$ with $a \neq$ 0 . When $d=2$, we find again the five types given in Casalis (1992b). It was proved there that these eight NEF (five corresponding to the case $a \neq 0$ and three to the case $a=0$ ) generate the whole class of simple quadratic NEF in $\mathbb{R}^{2}$. The main result of the present paper is to prove the following theorem for $\mathbb{R}^{d}$.

THEOREM 2.1. Any simple quadratic NEF in $\mathbb{R}^{d}$ is one of the $2 d+4$ types described below.
(a) The $(d+1)$ Poisson-Gaussian types $(\mathrm{PG})_{k}, k=0, \ldots, d$. They are defined from the following $(d+1)$ NEF characterized by Letac (1989) as the only NEF with an affine variance function.

For $k$ in $\{0,1, \ldots, d\}$, let $F$ be the family of the products of $k$ Poisson distributions and $(d-k)$ normal distributions. Hence, $F$ is also determined by

$$
\begin{aligned}
M_{F}(m)= & (0, \infty)^{k} \times \mathbb{R}^{d-k} \\
V_{F}(m)= & \operatorname{diag}\left(m_{1}, \ldots, m_{k}, 1, \ldots, 1\right) \\
& =\left(\begin{array}{ccccc}
m_{1} & & & & \\
& \ddots \cdot & & & \\
& & m_{k} & & \\
& & & 1 & \\
& & & & \ddots
\end{array}\right) .
\end{aligned}
$$

(b) The $(d+1)$ negative multinomial-gamma types $(\mathrm{NM}-\mathrm{ga})_{k}, k=0, \ldots, d$. We shall first introduce the well known negative-multinomial distributions on $\mathbb{R}^{d}$ as distributions of a natural exponential family. For a detailed bibliography about them, see Ratnaparkhi (1988). The following representation comes from Letac (1989).

Let $\left\{e_{1}, \ldots, e_{d}\right\}$ denote the canonical basis of $\mathbb{R}^{d}$ and let $e_{0}$ be the null vector. Then consider the measure $\nu_{0}(d x)=\sum_{i=1}^{d} \delta_{e_{i}}$ and for $n$ in $\mathbb{N}, \nu_{0}^{* n}$ the $n$ th-convolution of $\nu_{0}$ (with the convention $\nu_{0}^{* 0}=\delta_{e_{0}}$ ). Now form

$$
\begin{equation*}
\nu=\sum_{n=0}^{\infty} \nu_{0}^{* n}=\left(\delta_{e_{0}}-\nu_{0}\right)^{*-1} \tag{2.2}
\end{equation*}
$$

Clearly, the Laplace transform of $\nu$ is given by

$$
L_{\nu}(\theta)=\left(1-\sum_{i=1}^{d} \exp \left(\theta_{i}\right)\right)^{-1} \quad \text { on } \Theta(\nu)=\left\{\theta \in \mathbb{R}^{d} ; \sum_{i=1}^{d} e^{\theta_{i}}<1\right\}
$$

The family $F(\nu)$ is the analogue of the real family of the geometric distributions. It is composed by the probabilities $P(m, F)$ defined on $\mathbb{N}^{d}$ by the statement: if $S=m_{1}+\cdots+m_{d}$, then

$$
\begin{align*}
& P(m, F)\left(n_{1} e_{1}+\cdots+n_{d} e_{d}\right) \\
& \quad=\frac{1}{1+S}\binom{n_{1}+\cdots+n_{d}}{n_{1}, \ldots, n_{d}}\left(\frac{m_{1}}{1+S}\right)^{n_{1}} \cdots\left(\frac{m_{d}}{1+S}\right)^{n_{d}} . \tag{2.3}
\end{align*}
$$

The variance function of $F(\nu)$ is given on $M_{F(\nu)}=\left\{m \in \mathbb{R}^{d} ; \forall j, m_{j}>0\right\}$ by

$$
V_{F(\nu)}(m)=m \otimes m+\operatorname{diag}\left(m_{1}, \ldots, m_{d}\right) .
$$

For $p>0$, the $p$ th power $\nu_{p}$ of $\nu$ generates the family of the negative-multinomial distributions with parameter $p$ on $\mathbb{R}^{d} . F(\nu)$ is the (NM-ga) ${ }_{d}$ family.

To define the (NM-ga) ${ }_{d-1}$ family, we consider the following mixture of a ( $d-1$ )-dimensional negative-multinomial family and a gamma family on $\mathbb{R}$. Let $\nu^{(d-1)}$ denote the measure given in (2.2) on $\mathbb{R}^{d-1}$, and for $p>0$ let $\gamma_{p}$ be the following measure on $\mathbb{R}$ :

$$
\begin{equation*}
\gamma_{p}(d x)=\frac{1}{\Gamma(p)} x^{p-1} \mathbb{1}_{(0, \infty)}(x) d x \tag{2.4}
\end{equation*}
$$

We then introduce

$$
\mu^{(d-1)}\left(d x_{1}, \ldots, d x_{d}\right)=\nu^{(d-1)}\left(d x_{1}, \ldots, d x_{d-1}\right) \gamma_{\sum_{i=1}^{d-1} x_{i}+1}\left(d x_{d}\right)
$$

with Laplace transform on

$$
\begin{gathered}
\Theta\left(\mu^{(d-1)}\right)=\left\{\theta \in \mathbb{R}^{d} ; \sum_{i=1}^{d-1} \exp \left(\theta_{i}\right)+\theta_{d}<0\right\}, \\
L_{\mu^{(d-1)}}(\theta)=\left(-\theta_{d}-\sum_{i=1}^{d-1} \exp \left(\theta_{i}\right)\right)^{-1}
\end{gathered}
$$

The variance function of $F=F\left(\mu^{(d-1)}\right)$ is defined on $M_{F}=(0, \infty)^{d}$ by

$$
V_{F}(m)=m \otimes m+\operatorname{diag}\left(m_{1}, \ldots, m_{d-1}, 0\right)
$$

The powers $F_{p}$ of $F$ are generated by the measures

$$
\mu_{p}^{(d-1)}\left(d x_{1}, \ldots, d x_{d}\right)=\nu_{p}^{(d-1)}\left(d x_{1}, \ldots, d x_{d-1}\right) \gamma_{\sum_{i=1}^{d=1} x_{i}+p}\left(d x_{d}\right)
$$

for all $p>0$. They are composed by the distributions of the random variables ( $X_{1}, \ldots, X_{d}$ ), where ( $X_{1}, \ldots, X_{d-1}$ ) has a negative-multinomial distribution with parameter $p$ and $X_{d}$, conditionally on ( $X_{1}, \ldots, X_{d-1}$ ), has a gamma distribution with parameter $\sum_{i=1}^{d-1} X_{i}+p$.

The $d-1$ other $(\mathrm{NM}-\mathrm{ga})_{k}$ families admit a Gaussian part in addition. Let $k$ be in $\{0,1, \ldots, d-2\}$. We still denote $\nu^{(k)}$ and $\gamma_{p}$ the measures on $\mathbb{R}^{k}$ and $\mathbb{R}$, respectively, given by (2.2) and (2.4). Let $\lambda_{p}^{(d-k-1)}$ be the normal distribution on $\mathbb{R}^{d-k-1}$ with mean 0 and covariance $p I_{d-k-1}$. Then we put, if $k \geq 1$,

$$
\begin{aligned}
\mu^{(k)}\left(d x_{1}, \ldots, d x_{d}\right)= & \nu^{(k)}\left(d x_{1}, \ldots, d x_{k}\right) \gamma_{\sum_{i=1}^{k} x_{i}+1}\left(d x_{k+1}\right) \\
& \times \lambda_{x_{k+1}}^{(d-k-1)}\left(d x_{k+2}, \ldots, d x_{d}\right)
\end{aligned}
$$

and

$$
\mu^{(0)}\left(d x_{1}, \ldots, d x_{d}\right)=\gamma_{1}\left(d x_{1}\right) \lambda_{x_{1}}^{(d-1)}\left(d x_{2}, \ldots, d x_{d}\right) .
$$

Then we have

$$
\begin{aligned}
\Theta\left(\mu^{(k)}\right) & =\left\{\theta \in \mathbb{R}^{d} ; \theta_{k+1}+\frac{1}{2} \sum_{i=k+2}^{d} \theta_{i}^{2}+\sum_{i=1}^{k} \exp \left(\theta_{i}\right)<0\right\}, \\
L_{\mu^{(k)}}(\theta) & =\left(-\theta_{k+1}-\frac{1}{2} \sum_{i=k+2}^{d} \theta_{i}^{2}-\sum_{i=1}^{k} \exp \left(\theta_{i}\right)\right)^{-1}, \\
M_{F\left(\mu^{(k)}\right)} & =(0, \infty)^{k+1} \times \mathbb{R}^{d-k-1}, \\
V_{F\left(\mu^{(k)}\right)}(m) & =m \otimes m+\operatorname{diag}\left(m_{1}, \ldots, m_{k}, 0, m_{k+1}, \ldots, m_{k+1}\right) .
\end{aligned}
$$

(Note that $a \neq 0$ and $C=0$ for these NEF).
Here again, the powers $F_{p}$ of $F\left(\mu^{(k)}\right)$ are generated by

$$
\begin{aligned}
\mu_{p}^{(k)}\left(d x_{1}, \ldots, d x_{n}\right)= & \nu_{p}^{(k)}\left(d x_{1}, \ldots, d x_{k}\right) \gamma_{\sum_{i=1}^{k} x_{i}+p}\left(d x_{k+1}\right) \\
& \times \lambda_{x_{k+1}}^{(d-k-1)}\left(d x_{k+1}, \ldots, d x_{n}\right)
\end{aligned}
$$

for all $p>0$. They are composed by the distributions of ( $X_{1}, \ldots, X_{d}$ ), where $\left(X_{1}, \ldots, X_{k}\right)$ has a negative-multinomial distribution with parameter $p, X_{k+1}$ given $\left(X_{1}, \ldots, X_{k}\right)$ is gamma distributed with parameter $\sum_{i=1}^{k} X_{i}+p$, and $\left(X_{k+2}, \ldots, X_{d}\right)$ given $\left(X_{1}, \ldots, X_{k+1}\right)$ are $d-k-1$ real independent Gaussian variables with mean 0 and variance $X_{k+1}$.

Note that the cases where the three negative-multinomial, gamma and Gaussian families are mixed do not appear in $\mathbb{R}^{2}$. The family $F\left(\mu^{(1)}\right)$ on $\mathbb{R}^{2}$ appears the first time in the paper of Bar-Lev, Bshouty, Enis, Letac, Li Lu and Richards (1994) as one of the NEF whose margins are in two different Morris families.

We now describe two isolated types.
(c) The multinomial type M . We take again the representation of the multinomial distributions from Letac (1989) and refer the reader to Ratnaparkhi (1988) for a bibliography about them.

Let $\left\{e_{1}, \ldots, e_{d}\right\}$ denote the canonical basis of $\mathbb{R}^{d}$ and let $e_{0}$ be the null vector. Then the measure $\mu(d x)=\sum_{i=0}^{d} \delta_{e_{i}}$ on $\mathbb{N}^{d}$ generates a NEF $F$ with variance function on $M_{F}=\left\{m \in \mathbb{R}^{d}, \forall j, m_{j}>0, \sum_{j=1}^{d} m_{j}<1\right\}$ equal to

$$
V_{F}(m)=-m \otimes m+\operatorname{diag}\left(m_{1}, \ldots, m_{d}\right) .
$$

For any $p$ in $\mathbb{N} \backslash\{0\}$, the $p$ th power $F_{p}$ of $F$ is the set of probabilities $P\left(m, F_{p}\right)$ defined by

$$
\begin{align*}
& P\left(m, F_{p}\right)\left(n_{1} e_{1}+\cdots+n_{d} e_{d}\right) \\
& \quad=\binom{p}{n_{0}, n_{1}, \ldots, n_{d}}\left(1-\frac{\sum m_{j}}{p}\right)^{n_{0}} \prod_{j=1}^{n}\left(\frac{m_{j}}{p}\right)^{n_{j}}, \tag{2.5}
\end{align*}
$$

where $n_{0}, n_{1}, \ldots, n_{d}$ are positive integers with sum $p$.
(d) The hyperbolic type H . Similar to the (NM-ga) ${ }_{d-1}$ type, this last case is built from the following mixture of a negative-multinomial family on $\mathbb{R}^{d-1}$
and the Morris family of the hyperbolic cosine distributions on $\mathbb{R}$. Let $\nu^{(d-1)}$ be the measure on $\mathbb{R}^{(d-1)}$ given in (2.2) and for $p>0$, let $\alpha_{p}$ be defined by its Laplace transform on $]-\pi / 2, \pi / 2\left[\right.$ equal to $L_{\alpha_{p}}(\theta)=(\cos \theta)^{-p}$. Now we introduce

$$
\mu\left(d x_{1}, \ldots, d x_{d}\right)=\nu^{(d-1)}\left(d x_{1}, \ldots, d x_{d-1}\right) \alpha_{\left(\sum_{i=1}^{d-1} x_{i}+1\right)}\left(d x_{d}\right)
$$

Then

$$
\begin{aligned}
\Theta(\mu) & =\left\{\theta \in \mathbb{R}^{d} ; \sum_{i=1}^{d-1} \exp \left(\theta_{i}\right)<\cos \theta_{d}\right\} \\
L_{\mu}(\theta) & =\left(\cos \theta_{d}-\exp \left(\theta_{1}\right)-\cdots-\exp \left(\theta_{d-1}\right)\right)^{-1} \\
M_{F} & =(0, \infty)^{d-1} \times \mathbb{R} \\
V_{F}(m) & =m \otimes m+\operatorname{diag}\left(m_{1}, \ldots, m_{d-1}, \sum_{i=1}^{d-1} m_{i}+1\right)
\end{aligned}
$$

The powers $F_{p}$ of $F$ are generated by the measures

$$
\mu_{p}\left(d x_{1}, \ldots, d x_{d}\right)=\nu_{p}^{(d-1)}\left(d x_{1}, \ldots, d x_{d-1}\right) \alpha_{\sum_{i=1}^{d-1} x_{i}+p}\left(d x_{d}\right)
$$

for all $p>0$. Therefore, $F_{p}$ is composed with the distributions of $\left(X_{1}, \ldots, X_{d}\right)$, where $\left(X_{1}, \ldots, X_{d-1}\right)$ has a negative-multinomial distribution and $X_{d}$, conditioned by $\left(X_{1}, \ldots, X_{d-1}\right)$, has the hyperbolic cosine distribution with parameter $\sum_{i=1}^{d-1} X_{i}+p$.

Note that here we have a simple quadratic NEF with $a \neq 0$ and $C \neq 0$. However, let us indicate that there exists an affinity for which $C=0$. This fact will be used in Section 4.

Let $\tau_{v}$ denote the translation of vector $v$; let $g$ be the linear operator such that $g e_{i}=e_{i}+e_{d-1}$ for $i=1, \ldots, d-2, g e_{d-1}=e_{d-1}$ and $g e_{d}=e_{d}$ and let $\varphi$ be the affinity $g \circ \tau_{e_{d-1}}$. Then

$$
V_{\varphi(F)}(m)=m \otimes m+\left(\begin{array}{ccccc}
m_{1} & & & & 0 \\
& \ddots & & & \\
& & m_{d-2} & & \\
& & & -m_{d-1} & -m_{d} \\
0 & & & -m_{d} & m_{d-1}
\end{array}\right)
$$

With the previous notation, $\varphi(F)$ is generated by $\tilde{\mu}$ defined by

$$
\begin{aligned}
& \tilde{\mu}\left(d x_{1}, \ldots, d x_{d}\right) \\
& \quad=\nu^{(d-2)}\left(d x_{1}, \ldots, d x_{d-2}\right) \tau_{\left(\sum_{i=1}^{d-2} x_{i}+1\right)}\left(\nu_{\sum_{i=1}^{d=2} x_{i}+1}^{(1) \alpha}\right)\left(d x_{d-1}\right) \alpha_{\sum_{i=1}^{d-1} x_{i}+1}\left(d x_{d}\right) .
\end{aligned}
$$

An interpretation in terms of random variables is easily gotten from the previous description.

Let us end the section with the following remark about the structure of the simple quadratic NEF. It is easy to check that if $\left(X_{1}, \ldots, X_{d}\right)$ is a random
variable with a negative-multinomial law $P(m, F)$ given by (2.3), then, for any $k=1, \ldots, d-1,\left(X_{1}, \ldots, X_{k}\right)$ still has a negative-multinomial distribution [still given by (2.3) on replacing $d$ by $k$ ], while $X_{k+1}$ conditionally on ( $X_{1}, \ldots, X_{k}$ ) has a negative-binomial distribution with Jorgensen parameter $1+\sum_{i=1}^{k} X_{i}$. The same remark holds true for a multinomial distribution $P\left(m, F_{p}\right)$ given in (2.5): $\left(X_{1}, \ldots, X_{k}\right)$ has the distribution $P\left(\left(m_{1}, \ldots, m_{k}\right), F_{p}\right)$ in $\mathbb{R}^{k}$ [still given by (2.5)], while $X_{k+1}$ conditionally on ( $X_{1}, \ldots, X_{k}$ ) has a binomial distribution with Jorgensen parameter $p-\sum_{i=1}^{k} X_{i}$. Hence, any simple quadratic distribution presented in this section has the following remarkable property: if $\left(X_{1}, \ldots, X_{d}\right)$ is so distributed, then the law of $X_{1}$ belongs to a Morris family and for any $k=2, \ldots, d$, the law of $X_{k}$ conditionally on ( $X_{1}, \ldots, X_{k-1}$ ) is also a Morris distribution with Jorgensen parameter depending on an affinity of ( $X_{1}, \ldots, X_{k-1}$ ). Nevertheless, such mixtures do not always give simple quadratic NEF.

## 3. The classification of the simple quadratic variance functions.

 This section is entirely devoted to the proof of Theorem 2.1 giving all the types of simple quadratic variance functions $V_{F}(m)=a m \otimes m+B(m)+C$ on $\mathbb{R}^{d}$.The case $a=0$ has already been developed by Letac (1989) and yields the $(d+1)$ Poisson-Gaussian types $(\mathrm{PG})_{k}$. Therefore we only consider the case $a \neq 0$. Via the following lemma, whose proof is reported in Appendix A, the problem is reduced to the case where $C=0$.

Lemma 3.1. Let $F$ be a NEF on $\mathbb{R}^{d}$ with variance function $V_{F}(m)=a m \otimes$ $m+B(m)+C$ with $a \neq 0$ and let $\tilde{V}_{F}$ be the polynomial function on $\mathbb{R}^{d}$ defined by $V_{F}$. Then, if $d \geq 2$, there exists $m_{0}$ in $\mathbb{R}^{d}$ such that $\tilde{V}_{F}\left(m_{0}\right)=0$.

Consequently, if $\tau_{-m_{0}}$ denotes the translation of vector $-m_{0}$, then from (2.1), the variance function of $\tau_{-m_{0}}(F)$ clearly is

$$
V_{\tau_{-m_{0}}(F)}(m)=a m \otimes m+\tilde{B}(m)
$$

with

$$
\tilde{B}(m)=a\left(m \otimes m_{0}+m_{0} \otimes m\right)+B(m) .
$$

(In Section 2 we have written the $d+3$ variance functions corresponding to $a \neq 0$ with a $C$ null. For the hyperbolic type, we have done the translation $\tau_{e_{d-1}}$. .

Theorem 2.1 is now reduced to the following statement:

## Proposition 3.2. Let $F$ be a NEF on $E$ with variance function

$$
\begin{equation*}
V_{F}(m)=a m \otimes m+B(m) \quad(a \neq 0) \tag{3.1}
\end{equation*}
$$

Then $F$ belongs to the $M, H$ or (NM-ga) types.
Proof. The proof is divided into several steps. In the first one, we introduce some linear endomorphisms $\left\{Q(\alpha), \alpha \in E^{*}\right\}$ of $\mathscr{L}\left(E^{*}\right)$ in a one-to-
one correspondence with the operators $\{B(m), m \in E\}$ of (3.1), so that knowing $Q: \alpha \mapsto Q(\alpha)$ will be equivalent to knowing $B$ and hence, given the real number $a$, to knowing $V: m \mapsto V(m)=a m \otimes m+B(m)$. We also write the necessary conditions (1.4) satisfied by $V$ in terms of $Q$ and then deduce the different possible forms of the $Q(\alpha)$.

In order to classify the functions $V$ in types, we have to simplify the functions $Q$ as much as possible by some action of affinities on $V$. Hence, in a second step, we translate the action of affinities on the operators $Q(\alpha)$ (Lemma 3.4).

In a third step, we examine each possible form of $Q(\alpha)$ separately, simplify it and finally recognize the corresponding $V$ and hence $F$.

First step. Let $F$ be a NEF with variance function of the form (3.1). Then the three conditions (1.4) satisfied by $V_{F}$ can simply be written
(i) $\langle\alpha, B(m) \beta\rangle=\langle\beta, B(m) \alpha\rangle$,
(ii) $B(B(m) \alpha) \beta=B(B(m) \beta) \alpha$,
(iii) for $m$ in $M_{F}, V_{F}(m)$ is positive-definite.

Let us define the unique linear map $Q: E^{*} \rightarrow \mathscr{L}\left(E^{*}\right)$ such that for $(\alpha, \beta)$ in $\left(E^{*}\right)^{2}$ and $m$ in $E$,

$$
\begin{equation*}
\langle Q(\alpha) \beta, m\rangle=\langle\beta, B(m) \alpha\rangle \tag{3.3}
\end{equation*}
$$

that is, $Q^{t}(\alpha) m=B(m) \alpha$.
For example, the $Q(\alpha)$ corresponding to the $d+3$ simple quadratic NEF with $a \neq 0$ presented in Section 2 are as follows.
(a) For the (NM-ga) ${ }_{k}$ NEF,

$$
\text { if } k=d, \quad Q(\alpha)=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{d}\right)
$$

$$
\text { if } 0 \leq k \leq d-1, \quad Q(\alpha)=\left(\begin{array}{cccccc}
\alpha & & & & & \\
& \ddots & & & & \\
& & \alpha_{k} & & & \\
\\
& & & 0 & & \\
\\
& & & & \alpha_{k+2} & \cdots \\
\\
& & & 0 & \cdots & \alpha_{d} \\
0 & & & & 0 & \cdots \\
. & 0 & \cdots & 0
\end{array}\right) .
$$

(b) For the M.NEF: $Q(\alpha)=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{d}\right)$.
(c) For the H.NEF,

$$
Q(\alpha)=\left(\begin{array}{ccccc}
\alpha_{1} & & & & 0 \\
& \ddots & & & \\
& & \alpha_{d-2} & & \\
& & & -\alpha_{d-1} & \alpha_{d} \\
0 & & & -\alpha_{d} & -\alpha_{d-1}
\end{array}\right)
$$

From (3.2)(iii), we derive the following necessary condition.

Lemma 3.3. Let $V_{F}$ be a variance function such that $V_{F}(m)=a m \otimes m+$ $B(m)$ and let $Q$ be the linear endomorphism of $E^{*}$ defined in (3.3). If $H$ is a subspace of $E^{*}$ such that for all $\alpha$ in $H$, we have $Q(\alpha) \alpha=0$, then $H$ has dimension 0 or 1.

Proof. For any $m$ in $M_{F}$ and $\alpha$ in $H$, we have $\langle Q(\alpha) \alpha, m\rangle=$ $\langle\alpha, B(m) \alpha\rangle=0$, thus $\left\langle\alpha, V_{F}(m) \alpha\right\rangle=\alpha\langle\alpha, m\rangle^{2}$. Let $m^{\perp}$ denote the subspace of $E^{*}$ orthogonal to $m$. Then if the dimension of $H$ is greater than or equal to 2 , the intersection $m^{\perp} \cap H$ is not reduced to $\{0\}$ and for any $\alpha$ in $m^{\perp} \cap H,\left\langle\alpha, V_{F}(m) \alpha\right\rangle=0$. Hence $V_{F}$ is not positive-definite on $M_{F}$, which contradicts (3.2)(iii).

Written with $Q$, (3.2)(i) and (ii) become
(i) $Q(\alpha) \beta=Q(\beta) \alpha$,
(ii) $Q(\alpha) Q(\beta)=Q(\beta) Q(\alpha)$.

Thus, the vector space $Q=\left\{Q(\alpha), \alpha \in E^{*}\right\}$ generates a commutative subalgebra of $\mathscr{L}\left(E^{*}\right)$. Using the theory of nilpotent Lie algebras [Dynkin (1950), Theorem II, page 380], we can split the space $E^{*}$ into a direct sum of $r$ subspaces $E_{i}^{*}$ of dimension $n_{i}, i=1, \ldots, r$, invariant under the endomorphisms $Q(\alpha)$ and for which there exists $r_{0}$ in $\{0,1, \ldots, r\}$ such that the following hold.

1. If $0 \leq i \leq r_{0}$, there exist a basis $e_{i}^{*}=\left(e_{i j}^{*}\right)_{j=1, \ldots, n_{i}}$ of $E_{i}^{*}$ and vectors $d^{i}$ and $w_{j k}^{i}, 1 \leq j<k \leq n_{i}$, of $E$ such that the matrix in $e_{i}^{*}$ of the restriction of $Q(\alpha)$ to $E_{i}^{*}$ is exactly

$$
Q_{i}(\alpha)=\left(\begin{array}{ccc}
\left\langle\alpha, d^{i}\right\rangle & & \left\langle\alpha, w_{j k}^{i}\right\rangle  \tag{3.5}\\
& \ddots & \\
0 & & \left\langle\alpha, d^{i}\right\rangle
\end{array}\right) .
$$

2. If $r_{0}+1 \leq i \leq r$, then $n_{i} / 2=p_{i} \in \mathbb{N}$ and there exist a basis $e_{i}^{*}=$ $\left(e_{i j}^{*}\right)_{j=1, \ldots, n_{i}}$ of $E_{i}^{*}$, and vectors $a^{i}, b^{i}, s_{j k}^{i}, t_{j k}^{i}, 1 \leq j<k<p_{i}$, such that, writing

$$
D^{i}=\left(\begin{array}{cc}
\left\langle\alpha, a^{i}\right\rangle & \left\langle\alpha, b^{i}\right\rangle  \tag{3.6}\\
-\left\langle\alpha, b^{i}\right\rangle & \left\langle\alpha, a^{i}\right\rangle
\end{array}\right) \quad \text { and } \quad W_{j k}^{i}=\left(\begin{array}{cc}
\left\langle\alpha, s_{j k}^{i}\right\rangle & \left\langle\alpha, t_{j k}^{i}\right\rangle \\
-\left\langle\alpha, t_{j k}^{i}\right\rangle & \left\langle\alpha, s_{j k}^{i}\right\rangle
\end{array}\right),
$$

the matrix in $e_{i}^{*}$ of the restriction of $Q(\alpha)$ to $E_{i}^{*}$ is

$$
Q_{i}(\alpha)=\left(\begin{array}{ccc}
D^{i} & & W_{j k}^{i}  \tag{3.7}\\
& \ddots & \\
0 & & D^{i}
\end{array}\right) .
$$

(See also Appendix B.)

Moreover, the relations (3.4) are equivalent to
(i) $Q_{i}(\alpha) \beta=Q_{i}(\beta) \alpha$ for $(\alpha, \beta) \in\left(E_{i}^{*}\right)^{2}$,
(ii) $Q_{i}(\alpha)=0 \quad$ if $\alpha \in \underset{j \neq i}{\bigoplus_{j}^{*}}$,
(iii) $Q_{i}(\alpha) Q_{i}(\beta)=Q_{i}(\beta) Q_{i}(\alpha)$.

The second equality, (3.8)(ii), clearly implies that the vectors $d^{i}, w_{j k}^{i}$ or $a^{i}, b^{i}, s_{j k}^{i}$ and $t_{j k}^{i}$ are vectors of the dual space $E_{i}$ of $E_{i}^{*}$. We note by $e_{i}=\left(e_{i j}\right)_{j=1, \ldots, n_{i}}$ the dual basis of $e_{i}^{*}$.

Second step. To simplify the matrices (3.5), (3.6) and (3.7), we can only work with affinities which preserve the types of NEF. Therefore, we have to know their action on the operator $Q$.

Lemma 3.4. Let $F$ be a NEF on $E$ with variance function given by (3.1). Let $g$ be in $\mathrm{GL}(E)$ and let $\tau_{-m_{0}}$ be the translation of $E$ of vector $-m_{0}$ such that $V_{F}\left(m_{0}\right)=0$. Then the variance functions of $g(F)$ and $\tau_{-m_{0}}(F)$ are also of the form (3.1). Moreover, the associated operators $Q_{g}$ and $Q_{m_{0}}$ satisfy

$$
\begin{aligned}
Q_{g}(\alpha) & =\left(g^{t}\right)^{-1} Q\left(g^{t} \alpha\right) g^{t} \\
Q_{m_{0}}(\alpha) & =Q(\alpha)+\alpha\left\langle\alpha, m_{0}\right\rangle \mathrm{id}+\alpha \alpha \otimes m_{0}
\end{aligned}
$$

Proof. The result follows from an obvious calculation using (2.1) and (3.3).

Therefore, given a NEF $F$ with variance function (3.1) and $Q$ as given in (3.3), the only translations that we are allowed to use to simplify $Q$ are the translations of vectors $-m_{0}$ such that $V_{F}\left(m_{0}\right)=0$. The following lemma describes the set of such vectors.

Lemma 3.5. Let be $V(m)=a m \otimes m+B(m)$ and let $Q$ be as defined in (3.3). Then we have the following statements:
(i) If $V\left(m_{0}\right)=0$, the hyperplane $H_{m_{0}}=\left\{\alpha \in E^{*} ;\left\langle\alpha, m_{0}\right\rangle=0\right\}$ is stable under $Q$.
(ii) Conversely, let $H$ be a hyperplane of $E^{*}$ invariant by the $Q(\alpha)$. Let be $e \in H^{\perp}=\{x \in E ; \forall \alpha \in H\langle\alpha, x\rangle=0\}$ with $e \neq 0$ and $e^{*} \in E^{*}$ such that $\left\langle e^{*}, e\right\rangle=1$. Then we have $V\left(-\left(\left\langle Q\left(e^{*}\right) e^{*}, e\right\rangle / a\right) e\right)=0$.

Proof. Here again, the result comes from the definitions through a simple calculation.

Third step. We will now study and simplify each form of $Q_{i}$ given in (3.5) and (3.7) separately by affinities. Observe that a linear operator acting on a
$E_{i}^{*}$ only (and hence equal to the identity on $\oplus_{j \neq i} E_{j}^{*}$ ) does not change the $Q_{j}$ for $j \neq i$. However, this is no longer true for a translation and the whole matrix $Q$ has to be modified in that case. We thus successively examine the three following cases:

1. $Q_{i}$ has the form (3.7);
2. $Q_{i}$ has the form (3.5) with $d^{i} \in E_{i}$;
3. $Q_{i}$ has the form (3.5) with $d^{i}=0$.

Case 1. We consider the situation where $Q_{i}$ has the form (3.7).
Lemma 3.6. Suppose that $n_{i}=2 p$ is even and that $Q_{i}$ has the form (3.7) in the basis $e_{i}^{*}=\left(f_{1}^{*}, f_{1}^{\prime *}, f_{2}^{*}, f_{2}^{\prime *}, \ldots, f_{p}^{*}, f_{p}^{\prime *}\right)$. Let $\left\{e_{i}=\right.$ $\left.\left(f_{1}, f_{1}^{\prime}, f_{2}, f_{2}^{\prime}, \ldots, f_{p}, f_{p}^{\prime}\right)\right\}_{i}$ be the dual basis of $\left\{e_{i}^{*}\right\}_{i}$. Then $p=1$ and there exists a linear operator $g$ of $E$ acting only on $E_{i}^{*}$ such that

$$
\left(Q_{g}\right)_{i}(\alpha)=\left(\begin{array}{cc}
-\left\langle\alpha, f_{1}\right\rangle & \left\langle\alpha, f_{1}^{\prime}\right\rangle  \tag{3.9}\\
-\left\langle\alpha, f_{1}^{\prime}\right\rangle & -\left\langle\alpha, f_{1}\right\rangle
\end{array}\right) .
$$

Proof. We have only to consider $E_{i}^{*}$. Then, with the notations of (3.6) and (3.7), writing

$$
a^{i}=\sum_{k=1}^{p}\left(a_{k} f_{k}+a_{k}^{\prime} f_{k}^{\prime}\right), \quad s_{j k}^{i}=\sum_{l=1}^{p}\left(s_{j k, l} f_{l}+s_{j k, l}^{\prime} f_{l}^{\prime}\right)
$$

and with similar notation for $b^{i}$ and $t_{j k}^{i}$, we get from (3.8), for $p \geq 2$,

$$
\begin{aligned}
Q\left(f_{1}^{*}\right) f_{2}^{*} & =Q\left(f_{2}^{*}\right) f_{1}^{*} \rightarrow a_{1}=b_{1}=0 \\
Q\left(f_{1}^{\prime *}\right) f_{2}^{\prime *} & =Q\left(f_{2}^{\prime *}\right) f_{1}^{\prime *} \rightarrow a_{1}^{\prime}=b_{1}^{\prime}=0 .
\end{aligned}
$$

Hence, if $H$ is the subspace generated by $f_{1}^{*}$ and $f_{1}^{\prime *}$, we have $Q(\alpha) \beta=0$ for $(\alpha, \beta)$ in $H^{2}$. From Lemma 3.3, $Q$ does not yield a variance function. Hence $p=1$. Now, since $Q(\alpha) \beta=Q(\beta) \alpha$, we also get $a_{1}^{\prime}=b_{1}, b_{1}^{\prime}=-a_{1}$ and $\left(a_{1}, b_{1}\right) \neq(0,0)$. The linear transformation $g$ of matrix

$$
\frac{1}{a_{1}^{2}+b_{1}^{2}}\left(\begin{array}{rr}
-a_{1} & -b_{1} \\
b_{1} & -a_{1}
\end{array}\right)
$$

in the basis $\left(f_{1}, f_{1}^{\prime}\right)$ and equal to the identity on $\oplus_{j \neq i} E_{j}$ simplifies $Q(\alpha)$ into $Q_{g}(\alpha)$ given in (3.9).

Proposition 3.7. Let $F$ be a NEF with variance function (3.1), let $Q$ be the associated operator defined by (3.3) and let $E^{*}=\oplus_{i=1}^{r} E_{i}^{*}$ be the decomposition of $E^{*}$ into invariant subspaces. Then, there exists at most one $E_{i}^{*}$ such that $Q_{i}$ has the form (3.7).

Proof. If it is not the case, suppose that on $E_{1}^{*}$ and $E_{2}^{*}, Q_{1}$ and $Q_{2}$ have the form (3.7). Then $n_{1}=n_{2}=2$ and, after a linear transformation, $Q_{1}$ and $Q_{2}$ can be written as in (3.9) in the basis $\left(f_{1}^{*}, f_{1}^{\prime *}\right)$ and ( $\left.f_{2}^{*}, f_{2}^{\prime *}\right)$. Then the corresponding function $V(m)=\left(V_{i j}(m)\right)=a m \otimes m+B(m)$ satisfies (with obvious notations), for $i=1,2, V_{i i}(m)=a m_{i}^{2}-m_{i}, V_{i i^{\prime}}(m)=a m_{i} m_{i}^{\prime}-m_{i}^{\prime}$, $V_{i^{\prime} i^{\prime}}(m)=a m_{i}^{\prime 2}+m_{i}$ and $V_{12}(m)=a m_{1} m_{2}$, so that the principal minors

$$
\begin{aligned}
& V_{i i}(m)=\left(a m_{i}-1\right) m_{i} \quad(i=1,2), \\
&\left|\begin{array}{cc}
V_{i i} & V_{i i^{\prime}} \\
V_{i i^{\prime}} & V_{i^{\prime} i^{\prime}}
\end{array}\right|=\left(a m_{i}-1\right)\left(m_{i}^{2}+m_{i}^{\prime 2}\right) \quad(i=1,2), \\
&\left|\begin{array}{cc}
V_{11} & V_{12} \\
V_{12} & V_{22}
\end{array}\right|=m_{1} m_{2}\left(1-a m_{1}-a m_{2}\right)
\end{aligned}
$$

are not all positive. So $V$ is positive-definite on no open subset of $E$ and, hence, $V$ is not a variance function.

CASE 2. We now examine the triangular form (3.5).
Let us begin with the following lemma.
Lemma 3.8. Suppose that in the basis $e_{i}^{*}=\left(e_{i j}^{*}\right)_{j=1, \ldots, n_{i}}$, the restriction of $Q$ to $E_{i}^{*}$ is the triangular matrix

$$
Q_{i}(\alpha)=\left(\begin{array}{ccc}
\left\langle\alpha, d^{i}\right\rangle & & \left\langle\alpha, w_{j k}^{i}\right\rangle \\
& \ddots & \\
0 & & \left\langle\alpha, d^{i}\right\rangle
\end{array}\right)
$$

where $d^{i}$ and $w_{j k}^{i}$ are in the dual space $E_{i}$. Then (i) $d^{i}=d_{i} e_{i_{n}}$ and (ii) if $d^{i} \neq 0$, there exist a linear operator $g$ acting on $E_{i}$ (and then equal to the identity on $\oplus_{j \neq i} E_{j}$ ) and vectors $\left(\tilde{w}_{j k}^{i}\right)_{1 \leq j<k \leq n_{i}}$ of $E_{i}$ such that

$$
\left(Q_{g}\right)_{i}(\alpha)=\left(\begin{array}{ccc}
\alpha_{i n_{i}} & & \left\langle\alpha, \tilde{w}_{j k}^{i}\right\rangle \\
& \ddots & \\
0 & & \alpha_{i n_{i}}
\end{array}\right)
$$

Proof. (i) comes from the relation $Q\left(e_{i j}^{*}\right) e_{i k}^{*}=Q\left(e_{i k}^{*}\right) e_{i j}^{*}$ and (ii) is obtained with $g=\operatorname{id}_{\oplus_{j \neq i} E_{j}}+\left(1 / d_{i}\right) \operatorname{id}_{E_{i}}$.

Proposition 3.9. Let F be a NEF with variance function (3.1), let $Q$ be the associated operator defined in (3.3) and let $E^{*}=\oplus_{i} E_{i}^{*}$ be the decomposition of $E$ into invariant subspaces. Then the following hold.
(i) There exists at most one $E_{i}^{*}$ with dimension greater than 1 such that $Q_{i}$ has the triangular form (3.5).
(ii) If there exists such a $E_{i}^{*}$, then for any other $Q_{j}(j \neq i)$ of the form (3.5), $d^{j} \neq 0$.

Proof. (i) If it is not the case, suppose that $E_{1}^{*}$ and $E_{2}^{*}$ are subspaces of dimension greater than 1 such that $Q_{1}$ and $Q_{2}$ have the form (3.5) in the basis $\left(e_{1 j}^{*}\right)_{j=1, \ldots, n_{1}}$ and $\left(e_{2 j}^{*}\right)_{j=1, \ldots, n_{2}}$. Then from Lemma 3.8, for $i=1,2$, $Q_{i}\left(e_{i 1}^{*}\right)=0$. Hence, if $H$ is the subspace generated by $e_{11}^{*}$ and $e_{21}^{*}$, we have $Q(\alpha)=0$ on $H$. From Lemma 3.3, $Q$ does not yield a variance function.
(ii) If $Q_{j}$ has the form (3.5) with $d^{j}=0$, then $Q\left(e_{i 1}^{*}\right)=Q\left(e_{j 1}^{*}\right)=0$ and we conclude by using Lemma 3.3, with $H$ generated by $e_{i 1}^{*}$ and $e_{j 1}^{*}$.

To summarize, if there exists a subspace $E_{i}^{*}$ with dimension $n_{i}>1$ such that $Q_{i}$ has the triangular form (3.5), then, up to a linear transformation, there exist a basis $\left(e_{i j}^{*}\right)$ of $E^{*}$, a scalar $\varepsilon_{r}$ equal to 1 or 0 and vectors $w_{j k}^{r}$ of $E_{r}$ such that the matrix of $Q$ in the basis of $e^{*}=\left(e_{i j}^{*}\right)$ is exactly

$$
[Q(\alpha)]_{e^{*}}=\left(\begin{array}{ccc}
Q_{1}(\alpha) & & 0 \\
& \ddots & \\
0 & & Q_{r}(\alpha)
\end{array}\right)
$$

with

$$
\begin{aligned}
& Q_{1}(\alpha)=\left(\left\langle\alpha, e_{11}\right\rangle\right) \quad \text { or } \quad\left(\begin{array}{rr}
-\left\langle\alpha, e_{11}\right\rangle & \left\langle\alpha, e_{12}\right\rangle \\
-\left\langle\alpha, e_{12}\right\rangle & -\left\langle\alpha, e_{11}\right\rangle
\end{array}\right) \text {, } \\
& Q_{i}(\alpha)=\left(\left\langle\alpha, e_{i 1}\right\rangle\right) \text { for } i=2, \ldots, r-1, \\
& Q_{r}(\alpha)=\left(\begin{array}{ccc}
\varepsilon_{r}\left\langle\alpha, e_{r n_{r}}\right\rangle & & \left\langle\alpha, w_{j k}^{r}\right\rangle \\
0 & \ddots & \\
0 & & \varepsilon_{r}\left\langle\alpha, e_{r n_{r}}\right\rangle
\end{array}\right) .
\end{aligned}
$$

In particular, the hyperplane $H=\left\{\alpha \in E^{*} ;\left\langle\alpha, e_{r n_{r}}\right\rangle=0\right\}$ is invariant under the $Q(\alpha)$. From Lemma 3.5, the vector

$$
m_{0}=-\frac{\left\langle Q\left(e_{r n_{r}}^{*}\right) e_{r n_{r}}^{*}, e_{r n_{r}}\right\rangle}{a} e_{r n_{r}}=-\frac{\varepsilon_{r}}{a} e_{r n_{r}}
$$

satisfies $V\left(m_{0}\right)=0$. If $m_{0} \neq 0$, that is, $\varepsilon_{r}=1$, by the translation $\tau_{-m_{0}}, Q$ is changed into the operator $\tilde{Q}$ defined in Lemma 3.4 by

$$
\tilde{Q}(\alpha)=Q(\alpha)-\alpha_{r n_{r}} \text { id }-\alpha \otimes e_{r n_{r}}
$$

and having the matrix form in the basis $e^{*}$ :

$$
[\tilde{Q}(\alpha)]_{e^{*}}=\left(\begin{array}{ccc}
\tilde{Q}_{1}(\alpha) & & -\left\langle\alpha, e_{11}\right\rangle \\
& \ddots & -\left\langle\alpha, e_{r-1, n_{r-1}}\right\rangle \\
0 & & \tilde{Q}_{r}(\alpha)
\end{array}\right)
$$

where

$$
\tilde{Q}_{i}(\alpha)=Q_{i}(\alpha)-\alpha_{r n_{r}} \operatorname{id}_{E_{i}^{*}} \text { for } i \neq r
$$

and

$$
\begin{aligned}
\tilde{Q}_{r}(\alpha) & =Q_{r}(\alpha)-\alpha_{r n_{r}} \operatorname{id}_{E_{r}^{*}}-{ }^{t}\left(\alpha_{r 1}, \ldots, \alpha_{r n_{r}}\right) \otimes e_{r n_{r}} \\
& =\left(\begin{array}{ccccc}
0 & \left\langle\alpha, w_{j k}^{r}\right\rangle & -\alpha_{r 1}+\left\langle\alpha, w_{1, n_{r}}^{r}\right\rangle \\
0 & & -\alpha_{r 2}+\left\langle\alpha, w_{2, n_{r}}^{r}\right\rangle \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
0 & 0 & \cdot & 0 & -\alpha_{r n_{r-1}}+\left\langle\alpha, w_{n_{r}-1, n_{r}}^{r}\right\rangle \\
0 & 0 & \cdot & 0 & -\alpha_{r n_{r}}
\end{array}\right) .
\end{aligned}
$$

Clearly, $E_{1}^{*}, \ldots, E_{r-1}^{*}$ are still invariant subspaces on which $Q(\alpha)$ has either complex eigenvalues or the simple eigenvalues $\left\langle\alpha, e_{i 1}-e_{r_{r}}\right\rangle$. The other eigenvalues of $Q(\alpha)$ are 0 and $-\left\langle\alpha, e_{r, n_{r}}\right\rangle=-\alpha_{r_{r}}$. From Appendix B, $E^{*}$ can be split as a direct sum $\oplus_{i=1}^{r+1} \tilde{E}_{i}^{*}$ of $(r+1)$ invariant subspaces such that $\tilde{E}_{i}^{*}=E_{i}^{*}$ for $i=1, \ldots, r-1, \tilde{E}_{r}^{*}$ is a real line and on $\tilde{E}_{r+1}^{*}, Q(\alpha)$ has the unique eigenvalue 0 . Therefore, in a suitable basis of $E^{*}$, that is, $e^{*}=$ $\left(e_{1}^{*}, \ldots, e_{r}^{*}, e_{r+1}^{*}, \ldots, e_{n}^{*}\right)$ or $e^{*}=\left(e_{1}^{*}, e_{1}^{\prime *}, e_{2}^{*}, e_{3}^{*}, \ldots, e_{n}^{*}\right)$, we have

$$
[Q(\alpha)]_{e^{*}}=\left(\begin{array}{cc}
\hat{Q}_{1}(\alpha) & 0 \\
0 & \hat{Q}_{r+1}(\alpha)
\end{array}\right)
$$

with

$$
\begin{align*}
& \hat{Q}_{1}(\alpha)=\left(\alpha_{1}\right) \quad \text { or } \quad\left(\begin{array}{cc}
-\alpha_{1} & \alpha_{1}^{\prime} \\
-\alpha_{1}^{\prime} & \alpha_{1}
\end{array}\right), \\
& \hat{Q}_{i}(\alpha)=\left(\alpha_{i}\right)  \tag{3.10}\\
& \text { for } i=2, \ldots, r-1 \\
& \hat{Q}_{r+1}(\alpha)=\left(\begin{array}{cc}
0 & \left(\left\langle\alpha, w_{j k}^{r+1}\right\rangle\right) \\
0 & 0
\end{array}\right) .
\end{align*}
$$

CASE 3. We now restrict our attention to the only subspace $\tilde{E}_{r+1}^{*}$, on which $Q(\alpha)$ is given by the matrix $\hat{Q}_{r+1}(\alpha)$ in (3.10).

To simplify the notation, we write $E^{*}$ and $Q(\alpha)$ for $\tilde{E}_{r+1}^{*}$ and $\hat{Q}_{r+1}(\alpha)$, respectively. We will prove by induction that there exists a linear transformation $g$ of $E$ changing $Q$ into $Q_{g}$, with matrix

$$
\left[Q_{g}(\alpha)\right]_{e^{*}}=\left(\begin{array}{cccc}
0 & \alpha_{2} & \cdots & \alpha_{n}  \tag{3.11}\\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{array}\right)
$$

Write

$$
[Q(\alpha)]_{e^{*}}=\left(\begin{array}{ccc}
0 & & \left\langle\alpha, w_{i j}\right\rangle \\
& \ddots & \\
0 & & 0
\end{array}\right)
$$

with $w_{i j}=\sum_{k=1}^{n} w_{i j, k} e_{k}$. The relations $Q\left(e_{k}^{*}\right) e_{j}^{*}=Q\left(e_{j}^{*}\right) e_{k}^{*}$ imply here that

$$
w_{i j, k}= \begin{cases}w_{i k, j}, &  \tag{3.12}\\ 0, & \text { if } i \geq \inf \{j, k\}\end{cases}
$$

We will kill the $w_{i j, j}$ for $j>1$ successively by induction.
Step 1. $j=2$. Then $w_{12,2} \neq 0$. If not, on the subspace generated by $e_{1}^{*}$ and $e_{2}^{*}, Q(\alpha) \beta=0$, which is impossible from Lemma 3.5. Let us denote $\varepsilon_{1}=$ $\operatorname{sign}\left(w_{12,2}\right)$ and consider the transformation $g_{1}$ such that $g_{1}\left(e_{1}\right)=\varepsilon_{1} e_{1}$,

$$
g_{1} e_{2}=\frac{\varepsilon_{1} e_{2}}{\left|w_{12,2}\right|^{1 / 2}}-\sum_{j=3}^{r} \frac{w_{12, j}}{w_{12,2}} e_{j},
$$

and for $i \geq 3, g_{1}\left(e_{i}\right)=e_{i}$. Then a simple calculation gives

$$
\begin{aligned}
Q_{1}(\alpha) & =\left(g_{1}^{t}\right)^{-1}(\alpha) Q\left(g_{1}^{t} \alpha\right) g_{1}^{t} \\
& =\left(\begin{array}{ccc}
0 & & \left\langle\alpha, w_{i j}^{(1)}\right\rangle \\
& \ddots & \\
0 & & 0
\end{array}\right)
\end{aligned}
$$

with $w_{12}^{(1)}=e_{2}$.
Step 2. Suppose that there exists a linear transformation $g_{(k)}$ of $E$ such that

$$
\begin{align*}
Q_{k}(\alpha) & =\left(g_{(k)}^{t}\right)^{-1} \\
& =\left(\begin{array}{ccc}
0 & & \left.\left\langle\alpha, g_{(k)}^{t} \alpha\right) g_{(k)}^{t}\right\rangle \\
& \ddots & \\
0 & & 0
\end{array}\right) \tag{3.13}
\end{align*}
$$

with $w_{1 j}=e_{j}$ for $j \leq k$ and $w_{i j}=0$ for $i \geq 2$ and $j \leq k$. Then we will prove the following:

1. for $i \geq 2, w_{i k+1}=0$;
2. $w_{1 k+1, k+1} \neq 0$;
3. if $\varepsilon_{k+1}=\operatorname{sign}\left(w_{1 k+1, k+1}\right)$ and $g_{k+1}$ is the transformation such that for $i \leq k, g_{k+1}\left(e_{i}\right)=\varepsilon_{k+1} e_{i}$,

$$
g_{k+1}\left(e_{k+1}\right)=\frac{\varepsilon_{k+1} e_{k+1}}{\left|w_{1 k+1, k+1}\right|^{1 / 2}}-\sum_{j \geq k+2} \frac{w_{1 k+1, j}}{w_{1 k+1, k+1}} e_{j},
$$

and for $j \geq k+2, g_{k+1}\left(e_{j}\right)=e_{j}$, then the property (3.13) for ( $k+1$ ) is obtained with $g_{(k+1)}=g_{k+1} g_{(k)}$.
To prove (1), we only write the equality $Q(\beta) Q\left(e_{i}^{*}\right) e_{k+1}^{*}=Q\left(e_{i}^{*}\right) Q(\beta) e_{k+1}^{*}$, for any $\beta$. For (2), we have $Q\left(e_{k+1}^{*}\right) e_{k+1}^{*}=w_{1 k+1, k+1} e_{1}^{*}$. If $w_{1 k+1, k+1}=0$, then for any $\alpha, \beta$ in the subspace generated by $e_{1}^{*}$ and $e_{k+1}^{*}, Q(\alpha) \beta=0$. From Lemma 3.5 this is impossible. From this, a simple calculation yields the property (3.13) for ( $k+1$ ). Consequently, for $k=n$, we get

$$
Q_{n}(\alpha)=\left(\begin{array}{cccc}
0 & \alpha_{2} & \cdots & \alpha_{n} \\
0 & 0 & \cdots & 0 \\
. & . & \cdots & . \\
0 & 0 & \cdots & 0
\end{array}\right) .
$$

4. Conclusion. Here up to affinities we summarize the only operators $Q$ which yield a symmetric nondegenerate function $V(m)=a m \otimes m+B(m)$ satisfying the relation of symmetry (1.4)(ii). The last property of positivedefiniteness is now used to exclude some cases. Thus we get the following.

Case 1. $Q(\alpha)=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ leads to $V(m)=a m \otimes m+\operatorname{diag}\left(m_{1}\right.$, $\ldots, m_{d}$ ), which is the variance function of a multinomial or negativemultinomial family.

Case 2.

$$
Q(\alpha)=\left(\begin{array}{cccccc}
\alpha_{1} & & & & & \\
& \cdot & & & & \\
& & \alpha_{k} & & & \\
& & & 0 & \alpha_{k+2} & \cdots \\
& 0 & 0 & \cdots & \alpha_{d} \\
& & & 0 & & \\
& & & 0 & & 0
\end{array}\right)
$$

leads to $V(m)=a m \otimes m+\operatorname{diag}\left(m_{1}, \ldots, m_{k}, 0, m_{k+1}, \ldots, m_{k+1}\right)$, which is the variance function of a (NM-ga) ${ }_{k}$ family (with $0 \leq k \leq d-1$ ).

Case 3.

$$
Q(\alpha)=\left(\begin{array}{ccccc}
\alpha_{1} & & & & \\
& \ddots & & 0 & \\
& & \alpha_{n-2} & & \\
0 & & & \begin{array}{c}
-\alpha_{n-1} \\
-\alpha_{n}
\end{array} & \alpha_{n} \\
& & & \alpha_{n-1}
\end{array}\right)
$$

leads to

$$
V(m)=a m \otimes m+\left(\begin{array}{ccccc}
m_{1} & & & & \\
& \ddots & & 0 & \\
& & m_{d-2} & & \\
0 & & & -m_{d-1} & -m_{d} \\
& & & -m_{d} & m_{d-1}
\end{array}\right)
$$

which is the $V_{F}$ of a hyperbolic family.
Case 4.
leads to

$$
V(m)=a m \otimes m+\left(\begin{array}{cccccc}
m_{1} & & & & & \\
& \ddots & & & 0 & \\
& & & m_{d-3} & & \\
& & & & 0 & \\
& & 0 & & & -m_{d-1} \\
& & & -m_{d} & m_{d-1}
\end{array}\right)
$$

Here the principal minors

$$
\left|\begin{array}{cc}
V_{d-2, d-2} & V_{d-2, d-1} \\
V_{d-1, d-2} & V_{d-1, d-1}
\end{array}\right| \text { and }\left|\begin{array}{cc}
V_{d-2, d-2} & V_{d-2, d} \\
V_{d, d-2} & V_{d, d}
\end{array}\right|
$$

have opposite signs and $V$ is not positive-definite. This case has to be excluded.

Case 5.
leads to

$$
\begin{aligned}
V(m)= & a m \otimes m \\
& +\left(\begin{array}{ccccc}
m_{1} & & & & \\
& \ddots & & & \\
& & m_{k} \\
& & & \left(\begin{array}{cc}
-m_{k+1} & -m_{k+2} \\
-m_{k+2} & m_{k+1}
\end{array}\right) & \\
& & & m_{k+3} & \\
& & 0 & & \ddots
\end{array}\right. \\
& \\
&
\end{aligned}
$$

As for Case 4, $V$ is not positive-definite and this case has also to be excluded. This concludes the proof of Proposition 3.2.

Up to Lemma 3.1, the classification of the simple quadratic variancefunctions given in Theorem 2.1 is therefore complete.

## APPENDIX A

This Appendix is devoted to the proof of Lemma 3.1. Let $F$ be a simple quadratic NEF on $E$. Let $m_{0}$ be in $M_{F}$. Then $V_{F}\left(m_{0}\right)$ is positive-definite from $E^{*}$ to $E$ and hence $V_{F}\left(m_{0}\right)^{-1}$ defines a Euclidean structure on $E$ with scalar product $(x, y)=\left\langle V_{F}\left(m_{0}\right)^{-1} x, y\right\rangle$. The variance function of $F$, written as a symmetric operator of $E$, becomes $V_{F}(m) V_{F}\left(m_{0}\right)^{-1}=\tilde{V}_{F}(m)$ and satisfies $\tilde{V}_{F}\left(m_{0}\right)=\operatorname{id}_{E}$. We still denote by $\tilde{V}_{F}(m)$ the extension of $\tilde{V}_{F}$ to $E$. Since $F$ is simple quadratic, $\tilde{V}_{F}(m)=a m \otimes m+\tilde{B}(m)+\tilde{C}$. We now define $V(m)=$ $a \tilde{V}_{F}\left(\left(m+m_{0}\right) / a\right)=m \otimes m+B(m)+\mathrm{id}_{E}$ with $B(m)=\tilde{B}(m)+m \otimes m_{0}+$ $m_{0} \otimes m$. Note that $V$ is not necessarily a variance function on some open subset of $E$. However, Lemma 3.1 can be reformulated in terms of $V$ as follows.

Lemma A. Let $E$ be a Euclidean space with dimension d. Let c be a real number and let $B: E \rightarrow \mathscr{L}_{s}(E)$ be a linear operator such that

$$
\begin{equation*}
\text { (i) } B(u) v=B(v) u \text {, } \tag{A.1}
\end{equation*}
$$

(ii) $[B(u), B(v)]=c\{u \otimes v-v \otimes u\}$.

If $V: E \rightarrow \mathscr{L}_{s}(E)$ is defined by $V(m)=m \otimes m+B(m)+c \operatorname{id}_{E}$ and then if $d>1$, there exists $m_{0}$ in $E$ such that $V\left(m_{0}\right)=0$.
(Of course, $c=1$ gives the function $V$ built from the previous $\tilde{V}_{F}$.) The hard part of Lemma A is the following lemma.

Lemma B. Let $E$ be a Euclidean space with dimension $d \geq 2$ and let $B: E \rightarrow \mathscr{L}_{s}(E)$ be a linear operator satisfying (A.1). Then there exists a nonnull vector $u$ which is a eigenvector of $B(u)$.

Let us accept Lemma B for a while.
Proof of Lemma A. We proceed by induction on the dimension of $E$.
Step 1. Suppose that $d=2$ and $c \neq 0$ (if $c=0, m_{0}=0$ is a solution). From Lemma B, there exists $u$ such that $u$ is a eigenvector of $B(u)$. Then put $e_{1}=u /\|u\|$ and $e_{2}$ such that $e=\left(e_{1}, e_{2}\right)$ is an orthonormal basis of $E$. From (A.1) and the symmetry of $B\left(e_{2}\right)$, we can write

$$
\left[B\left(e_{1}\right)\right]_{e}=\left(\begin{array}{cc}
a_{1} & 0 \\
0 & b
\end{array}\right), \quad\left[B\left(e_{2}\right)\right]_{e}=\left(\begin{array}{cc}
0 & b \\
b & a_{2}
\end{array}\right) .
$$

Moreover, from (A.1)(ii), $\left[B\left(e_{1}\right), B\left(e_{2}\right)\right]=-c e_{2}$ implies that $b^{2}-a_{1} b+c=0$. Since $c \neq 0$, we have also $b \neq 0$ and $B\left(e_{1}\right)=\left(a_{1}-b\right) e_{1} \otimes e_{1}+b \operatorname{id}_{E}$. We then easily check that $V\left(-(c / b) e_{1}\right)=0$.

Step 2. Suppose now Lemma A proved for any $E$ of dimension $k$ with $2 \leq k \leq d$. We will prove it for an $E$ of dimension $d+1$. Let us introduce $e_{0}=u /\|u\|$, where $u$ satisfies the conclusion of Lemma B and let us complete $e_{0}$ in an orthonormal basis $e=\left(e_{i}\right)_{i=0}^{d}$ of $E$ which diagonalizes $B\left(e_{0}\right)$. We write $\left[B\left(e_{0}\right)\right]_{e}=\operatorname{diag}\left(a_{1}, b_{1}, \ldots, b_{d}\right)$. Then, from (A.1), we have successively, for $i, j \geq 1,\left[B\left(e_{0}\right), B\left(e_{i}\right)\right] e_{0}=-c e_{i}$ and $\left[B\left(e_{i}\right), B\left(e_{j}\right)\right] e_{0}=0$, which imply, respectively,

$$
\begin{align*}
b_{i}^{2}-a_{1} b_{i}+c=0 & \text { for } i \geq 1  \tag{A.2}\\
\left(b_{j}-b_{i}\right) B\left(e_{i}\right) e_{j}=0 & \text { for } i, j \geq 1 \tag{A.3}
\end{align*}
$$

Hence, if $b_{i}=b$ for any $i \geq 1$, then $B\left(e_{0}\right)=\left(a_{1}-b\right) e_{0} \otimes e_{0}+b \operatorname{id}_{E}$ and $V\left(-(c / b) e_{0}\right)=0$ comes from (A.2). If the $b_{i}$ are not all equal, up to a permutation of $e_{1}, \ldots, e_{d}$, we can write

$$
\left[B\left(e_{0}\right)\right]_{e}=\left(\begin{array}{ccc}
a_{1} & & 0  \tag{A.4}\\
& b I_{k} & \\
0 & & \left(a_{1}-b\right) I_{d-k}
\end{array}\right)
$$

with $a_{1}-b \neq b$ and $\left|a_{1}-b\right| \leq|b|$. Let $E_{k}$ be the vector space generated by $e_{1}, \ldots, e_{k}$, let $\pi_{k}$ be the orthogonal projection onto $E_{k}$ and, for $m$ in $E_{k}$, define $\tilde{B}(m)=\pi_{k} B(m) \pi_{k}$. It is easy to verify that for $(x, y)$ in $E_{k}^{2}, \tilde{B}(x) y=$ $B(x) y-b\langle x, y\rangle e_{0}$, so that

$$
\begin{aligned}
\tilde{B}(x) y & =\tilde{B}(y) x \\
{[\tilde{B}(x), \tilde{B}(y)] } & =\tilde{c}\{x \otimes y-y \otimes x\} \quad \text { with } \tilde{c}=c-b^{2} .
\end{aligned}
$$

Now, for $\tilde{m}$ in $E_{k}$, let us write $m_{0}=-b e_{0}+\tilde{m}$. Then from (A.2) and (A.3) we get $V\left(m_{0}\right) e_{i}=\tilde{V}(\tilde{m}) e_{i}=\left(\tilde{m} \otimes \tilde{m}+\tilde{B}(\tilde{m})+\tilde{c} \operatorname{id}_{E_{k}}\right) e_{i}$. Therefore, $\left[V\left(m_{0}\right)\right]_{e}$ is reduced to a nonnull $k \times k$ diagonal block,

$$
\left[V\left(m_{0}\right)\right]_{e}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \tilde{V}(\tilde{m}) & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

If $k=1$, the equation $\tilde{V}(\tilde{m})=\tilde{m}^{2}+a_{2} \tilde{m}+\tilde{c}=0$ admits a real root $\tilde{m}_{0}$, since $\tilde{c}=b\left(\left(a_{1}-b\right)-b\right)<0$ from (A.4). Hence there exists $m_{0}=-b e_{0}+\tilde{m}_{0}$ such that $V\left(m_{0}\right)=0$. If $k>1$, we use the induction hypothesis and we conclude as before.

We now prove Lemma B.
Proof of Lemma B. Under (A.1) axioms, we first prove the equivalence between the following two properties.
(i) There exists a nonnull vector $u$ which is an eigenvector of $B(u)$.
(ii) There exist two nonnull orthogonal vectors $u, v$ such that $v$ is an eigenvector of $B(u)$.

We will prove (A.5)(ii) later.
The implication (i) $\Rightarrow$ (ii) is trivial, since $B(u)$, as a symmetric operator, is diagonalizable in a orthonormal basis of $E$. For the converse implication (ii) $\Rightarrow$ (i), let us consider $u$ as given in (A.5)(ii) and note $E=\oplus_{\lambda} \operatorname{ker}(B(u)-$ $\lambda \mathrm{id})$, the orthogonal decomposition of $E$ into the eigenspaces $\operatorname{Ker}(B(u)-\lambda \mathrm{id})$ of $B(u)$.

Note first that if $\operatorname{Ker}(B(u)-\lambda \mathrm{id}) \cap u^{\perp} \neq\{0\}$, then $\operatorname{Ker}(B(u)-\lambda \mathrm{id}) \subset u^{\perp}$. Indeed, if $(v, w) \in(\operatorname{Ker}(B(u)-\lambda \mathrm{id}))^{2}$ and if $v \in u^{\perp}$, then $[B(u), B(v)] w=$ $B(u) B(v) w-\lambda B(v) w=B(u) B(w) v-\lambda B(w) v=[B(u), B(w)] v$. Using (A.1)(ii) and $\langle u, v\rangle=0$, we get $\langle u, w\rangle=0$.

Let now $E_{1}$ and $E_{2}$ denote the sums of the eigenspaces of $B(u)$ which are, respectively, not orthogonal to $u$ and orthogonal to $u$. Under the hypothesis (A.5)(ii), we have $E_{2} \neq\{0\}$. Moreover, $E_{1}$ and $E_{2}$ are stable under the $B(x)$, $x \in E_{1}$. Indeed, for $w$ in $\operatorname{Ker}(B(u)-\lambda \mathrm{id}) \subset E_{2}$ and for $x$ in $E_{1}$, using (A.1)(ii), we have $0=[B(u), B(x)] w=(B(u)-\lambda \mathrm{id}) B(x) w$ so that $B(x) w \in$ $\operatorname{Ker}(B(u)-\lambda \mathrm{id}) \subset E_{2}$. From the symmetry of $B(x), E_{1}$ is also invariant.

Now, from (A.1)(ii), the restriction to $E_{2}$ of the $B(x), x \in E_{1}$, commute. Consequently, there exists an eigenvector $v$ in $E_{2}$ which is common to all $B(x), x \in E_{1}$, and a vector $a$ in $E_{1}$ such that

$$
\begin{equation*}
\forall x \in E_{1}, \quad B(x) v=\langle a, x\rangle v . \tag{A.6}
\end{equation*}
$$

Now, since $B(x) x \in E_{1}$, the relation $[B(x), B(v)] x=-c\langle x, x\rangle v$ given by (A.1)(ii) yields $\langle a, x\rangle^{2}-\langle a, B(x) x\rangle+c\langle x, x\rangle=0$ and this is equivalent to

$$
\begin{equation*}
\left.(a \otimes a-B(a)+c \mathrm{id})\right|_{E_{1}}=0 . \tag{A.6'}
\end{equation*}
$$

Applying (A. $6^{\prime}$ ) to $x=a$, we finally get $B(a) a=(\langle a, a\rangle+c) a$. Thus (ii) $\Rightarrow$ (i) is demonstrated.

We now prove the statement (A.5)(ii). Let us fix any unitary vector $e_{1}$ of $E$ and choose $\left(e_{2}, \ldots, e_{d}\right)$ an orthonormal basis of $e_{1}^{\perp}$ which diagonalizes the
restriction of $B\left(e_{1}\right)$ to $e_{1}^{\perp}$. In such a basis $e=\left(e_{i}\right)_{i=1}^{d}$, we write

$$
\left[B\left(e_{1}\right)\right]_{e}=\left(\begin{array}{cccc}
a_{1} & c_{2} & \cdots & c_{d}  \tag{A.7}\\
c_{2} & b_{2} & & 0 \\
\vdots & & \ddots & \\
c_{d} & 0 & & b_{d}
\end{array}\right)
$$

If one $c_{i}$ is 0 , then $B\left(e_{1}\right) e_{i}=b_{i} e_{i}$ : this is (A.5)(ii) with $u=e_{1}$ and $v=e_{i}$. If one $b_{i}$ is 0 , then $B\left(e_{i}\right) e_{1}=c_{i} e_{1}$, which is (A.5)(ii), again with $u=e_{i}$ and $v=e_{1}$. If there exist $i, j$ such that $i \neq j$ and $b_{i}=b_{j}$, then we still get (A.5)(ii) with $u=e_{1}$ and $v=c_{j} e_{i}-c_{i} e_{j}$. We now suppose that

$$
\begin{equation*}
c_{1}, \ldots, c_{d} \neq 0, \quad b_{1}, \ldots, b_{d} \neq 0 \quad \text { and for } i \neq j, \quad b_{i} \neq b_{j} . \tag{A.8}
\end{equation*}
$$

Let us introduce $P(\lambda)=\operatorname{det}\left(B\left(e_{1}\right)-\lambda \operatorname{id}_{E}\right)$, the characteristic polynomial of $B\left(e_{1}\right)$ and $D(\lambda)$, the matrix of cofactors of $B\left(e_{1}\right)-\lambda \mathrm{id}_{E}$ in the basis $e$. We shall prove that there exists $u=\sum_{i=1}^{d} u_{i} e_{i}$ such that
(i) $B\left(e_{1}\right)-u_{1} \operatorname{id}_{E}$ is invertible.
(ii) $\left(B\left(e_{1}\right)-u_{1} \operatorname{id}_{E}\right) u=c e_{1}$.

In this case, we will have $V(-u) e_{1}=\left(u \otimes u-B(u)+c \operatorname{id}_{E}\right) e_{1}=0$ and from (A.1), for $i \geq 2$,
(A.10) $\left(B\left(e_{1}\right)-u_{1} \operatorname{id}_{E}\right) V(-u) e_{i}=\left(B\left(e_{i}\right)-u_{i} \mathrm{id}_{E}\right) V(-u) e_{1}=0$,
so that $V(-u) e_{i}=0$ from (A.9)(i). Consequently, for any $v, V(-u) v=0$, and this gives (A.5)(i), since $B(u) u=(\langle u, u\rangle+c) u$, as well as (A.5)(ii), since $B(u) v=c v$ for any $v$ orthogonal to $u$.

To get (A.9), consider the equation $\left(B\left(e_{1}\right)-u_{1} \operatorname{id}_{E}\right) u=c e_{1}$ and apply the matrix $D\left(u_{1}\right)$ to each of its members. We get

$$
P\left(u_{1}\right) u=c D\left(u_{1}\right) e_{1} .
$$

Taking the coordinate with respect to $e_{1}$ yields

$$
-P\left(u_{1}\right) u_{1}+c\left\langle D\left(u_{1}\right) e_{1}, e_{1}\right\rangle=0
$$

From (A.7), it is easy to see that

$$
\begin{equation*}
\left\langle D(\lambda) e_{1}, e_{1}\right\rangle=\prod_{i=2}^{d}\left(b_{i}-\lambda\right) \tag{i}
\end{equation*}
$$

$$
\begin{align*}
P(\lambda) & =\left(a_{1}-\lambda\right) \prod_{i=2}^{d}\left(b_{i}-\lambda\right)-\sum_{i=2}^{d} c_{i}^{2} \prod_{k \neq i}\left(b_{k}-\lambda\right)  \tag{A.11}\\
& =\prod_{i=2}^{d}\left(b_{i}-\lambda\right) \cdot\left(a_{1}-\lambda-\sum_{i=2}^{d} \frac{c_{i}^{2}}{b_{i}-\lambda}\right) . \tag{ii}
\end{align*}
$$

Hence, $u_{1}$ is a root of the following polynomial of degree $d+2$ :

$$
Q(\lambda)=-\lambda P(\lambda)+c \prod_{i=2}^{d}\left(b_{i}-\lambda\right)
$$

which can also be written

$$
\begin{equation*}
Q(\lambda)=\prod_{i=2}^{d}\left(b_{i}-\lambda\right)\left(\lambda^{2}-a_{1} \lambda+c-\sum_{i=2}^{d} c_{i}^{2}-\sum_{i=2}^{d} \frac{c_{i}^{2} b_{i}}{\lambda-b_{i}}\right) \tag{A.12}
\end{equation*}
$$

It is now easy to prove that under the hypothesis (A.8) the rational function $\lambda \mapsto \lambda^{2}-a_{1} \lambda+c-\sum_{i=2}^{d} c_{i}^{2}-\sum_{i=2}^{d}\left(c_{i}^{2} b_{i}\right) /\left(\lambda-b_{i}\right)$ has real roots in $\mathbb{R} \backslash$ $\left\{b_{2}, \ldots, b_{d}\right\}$. Let $u_{1}$ be such a root. Then $u_{1}$ is not an eigenvalue of $B\left(e_{1}\right)$. If not, $Q\left(u_{1}\right)=P\left(u_{1}\right)=0$ and from (A.12), $u_{1} \in\left\{b_{2}, \ldots, b_{d}\right\}$, which is impossible from (A.11). Hence, $B\left(e_{1}\right)-u_{1} \mathrm{id}_{E}$ is invertible and $u=c\left(B\left(e_{1}\right)-\right.$ $\left.u_{1} \mathrm{id}_{E}\right)^{-1} e_{1}$, which is well defined, satisfies (A.9). This concludes the proof of Lemma B.

## APPENDIX B

Let $E^{*}$ be a real linear space with dimension $d$, with dual space $E$ and let $Q: E^{*} \rightarrow \mathscr{L}\left(E^{*}\right)$ be a linear operator such that

$$
\begin{align*}
Q(\alpha) \beta & =Q(\beta) \alpha \\
Q(\alpha) Q(\beta) & =Q(\beta) Q(\alpha) \tag{B.1}
\end{align*}
$$

We denote by $\hat{E}, \hat{E}^{*}$ and $\hat{Q}:\left(\hat{E}^{*}\right) \rightarrow \mathscr{L}\left(\hat{E}^{*}\right)$, respectively, the complexified vector spaces of $E, E^{*}$ and the complexified operator of $Q$. Then the set $Q=\left\{\hat{Q}(\alpha) ; \alpha \in E^{*}\right\}$ generates a nilpotent subalgebra of $\mathscr{L}\left(\hat{E}^{*}\right)$. By Theorem II, page 380 of Dynkin (1950), we can decompose $\hat{E}^{*}$ into a direct sum of subspaces $\left(\hat{F}_{k}\right)$ invariant under the $\hat{Q}(\alpha)$ and such that $\hat{Q}(\alpha)$ has only one (complex) eigenvalue on each $\hat{F}_{k}$. Since $\hat{Q}$ is linear in $\alpha$, there exist vectors $d^{j}$ and $w_{s, t}^{j}$ of $\hat{E}$ and a suitable basis of $\hat{E}^{*}$ such that, in this basis, $\hat{Q}(\alpha)$ has the matrix

$$
[\hat{Q}(\alpha)]=\left(\begin{array}{ccc}
\hat{Q}_{1}(\alpha) & & 0 \\
& \ddots & \\
0 & & \hat{Q}_{r}(\alpha)
\end{array}\right)
$$

with

$$
\hat{Q}_{j}(\alpha)=\left(\begin{array}{ccc}
\left\langle\alpha, d^{j}\right\rangle & & \left\langle\alpha, w_{s, t}^{j}\right\rangle \\
0 & \ddots & \\
0 & & \left\langle\alpha, d^{j}\right\rangle
\end{array}\right)
$$

Since $\hat{Q}(\alpha)$ is the complexified operator of $Q(\alpha)$, it is known that if $\left\langle\alpha, d^{k}\right\rangle$ is a real number, $\hat{F}_{k}$ is the complexified characteristic subspace of $F_{k}$. In that case, the restriction of $Q(\alpha)$ to $F_{k}$ can be written

$$
\left(\begin{array}{ccc}
\langle\alpha, d\rangle & & \left\langle\alpha, w_{s t}\right\rangle \\
& \ddots & \\
0 & & \langle\alpha, d\rangle
\end{array}\right)
$$

with $d, w_{s t}$ in $E$ as given in (3.7).
If $\left\langle\alpha, d^{k}\right\rangle$ is not real, the conjugate number $\overline{\left\langle\alpha, d^{k}\right\rangle}=\left\langle\alpha, \overline{d^{k}}\right\rangle$ for $\alpha$ in $E^{*}$ is still an eigenvalue of $\hat{Q}(\alpha)$, say $\left\langle\alpha, d^{j}\right\rangle$. The corresponding characteristic subspaces $\hat{F}_{k}$ and $\hat{F}_{j}$ are conjugate, too, and hence have the same dimension. It is then possible to choose the basis $f_{k}=\left(f_{k s}\right)_{s}$ and $f_{j}=\left(f_{j s}\right)_{s}$ of $\hat{F}_{k}$ and $\hat{F}_{j}$ to get conjugate submatrices $\hat{Q}_{k}(\alpha)$ and $\hat{Q}_{j}(\alpha)$. Choosing $e_{k s}=\frac{1}{2}\left(f_{k s}+f_{j s}\right)$ and $e_{j s}=(1 / 2 i)\left(f_{k s}-f_{j s}\right)$ yields a basis $\left(e_{k 1}, e_{j 1}, e_{k 2}, e_{j 2}, \ldots, e_{k s}, e_{j s}\right)$ of the real subspace $F_{k} \oplus F_{j}$ in which the restriction of $Q(\alpha)$ can be written

$$
\left(\begin{array}{ccc}
D & & W_{s t} \\
& \ddots & \\
0 & & D
\end{array}\right)
$$

for which there exists $a, b, u_{s t}, v_{s t}$ in $E$ such that

$$
D=\left(\begin{array}{cc}
\langle\alpha, a\rangle & \langle\alpha, b\rangle \\
-\langle\alpha, b\rangle & \langle\alpha, a\rangle
\end{array}\right) \quad \text { and } \quad W_{s t}=\left(\begin{array}{cc}
\left\langle\alpha, u_{s t}\right\rangle & \left\langle\alpha, v_{s t}\right\rangle \\
-\left\langle\alpha, v_{s t}\right\rangle & \left\langle\alpha, u_{s t}\right\rangle
\end{array}\right)
$$

as given in (3.8).
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