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GENERALIZATION OF LIKELIHOOD RATIO TESTS
UNDER NONSTANDARD CONDITIONS

BY H. T. V. VU AND S. ZHOU

University of Western Australia

In this paper, we analyze the statistic which is the difference in the
values of an estimating function evaluated at its local maxima on two
different subsets of the parameter space, assuming that the true parame-
ter is in each subset, but possibly on the boundary. Our results extend
known methods by covering a large class of estimation problems which
allow sampling from nonidentically distributed random variables. Specifi-
cally, the existence and consistency of the local maximum estimators and
asymptotic properties of useful hypothesis tests are obtained under cer-
tain law of large number and central limit-type assumptions. Other
models covered include those with general log-likelihoods andror covari-
ates. As an example, the large sample theory of two-way nested random
variance components models with covariates is derived from our main
results.

1. Introduction. The purpose of this paper is to derive large sample
properties of estimators obtained from a certain class of estimating functions.
In order to include models involving covariates in statistics, we allow the
sample to be collected from nonidentically distributed random variables. The
true parameters are allowed to be on the boundary of the parameter space.

Ž .The results are stated in terms of properties of a maximum estimator ME
Ž .which maximizes an estimating function LL u on the intersection betweenn

an open neighborhood of the true parameter and a given subset of the
parameter space. Sufficient conditions are derived for the existence and
consistency of a maximum estimator on a given region, and the large sample

ˆ2 ˆ1 ˆ1w Ž . Ž .xdistribution of the deviance statistic d s 2 LL u y LL u , where u andn n n n n n
ˆ2u are consistent ME’s on two different subsets V and t of the parametern
space, is obtained. Especially, explicit expressions for the asymptotic distribu-
tion of d are given when the parameter spaces are the product of intervals.n

Ž .An ME is called a maximum likelihood estimator MLE if the estimating
function is the log-likelihood. Thorough investigations of consistent MLE’s for

Ž . Ž .a general sample space have been done by Chernoff 1954 , Feder 1968 ,
Ž . Ž .Moran 1971 and Chant 1974 , when the sample is of independent random

Ž . Ž .variables having a common density function f x, u . Crowder 1990 consid-
ered the same setup with Weibull random variables. We refer to ‘‘interior’’
and ‘‘boundary’’ problems according to whether the true parameter is in the
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Ž .interior or on the boundary of the parameter space. Self and Liang 1987
gave a general approach for both problems when the sample is of indepen-
dently and identically distributed random variables.

Ž .More recently, Geyer 1994 provides conditions under which asymptotics
Ž .of global or local maximum estimators of a general estimating function LL un

are obtained for a sequence of observations. Geyer proves that the asymptotic
ˆŽ . Ž .distribution of LL u y LL u is a projection of a normal random vector onn n n 0

ˆ� 4the tangent cone for a consistent sequence u of global maximum estimatorsn
under the Chernoff regularity of a subset of the parameter space, and for a

ˆ' � 4n -consistent sequence u of local maximum estimators under the Clarken
regularity of a subset of the parameter space. The Clarke regularity is not
needed in our formulation since there always exists a global maximizer on a
neighborhood of the true parameter with probability approaching 1 under our

Ž .conditions. Thus the results in Self and Liang 1987 still hold with the
maximum estimators considered in this paper. The local maximum estimator
ˆ Ž .u in Geyer 1994 maximizes the estimating function on the intersectionn

ˆbetween a subset of the parameter space and a neighborhood of u whichn
does not necessarily contain the true parameter.

Ž .Geyer 1994 assumes a sampling model that is essentially a stationary
process. Our model has no such restrictions. In particular, we allow general
nonidentically distributed sampling so that models with covariances can be

'Ž .included. Moreover, Geyer 1994 uses a n scaling, as one would expect
under stationary assumptions, whereas we scale more generally by a square
root of the observed negative Hessian of the objective function. This enables
us to obtain results when the convergence rate is not ny1r2 or when different
components of the parameter vector converge at different rates. This is

Ž .needed for models involving covariates. We do require an extra condition A3
which is shown to be necessary in Remark 3.1. Our results hold in fact under
a generalized version of Chernoff regularity stated in Remark 2.2. For a
stationary process, our generalized Chernoff regularity reduces to the Cher-

Ž .noff regularity stated in Geyer 1994 .
It is revealed in this paper that in order to ensure that the asymptotic

distribution of the deviance d exists, the parameter subsets V and t mustn
settle down to a fixed cone possibly after certain transformations, as n tends

Ž kto infinity. Recall that a subset C of R is a cone with vertex at 0 if x g C
.implies that l x g C for all l ) 0. This requirement is described by condition

Ž . Ž .A3 in Section 2. The effect of A3 is shown by an example in Remark 3.1
Ž .where A3 is violated and the asymptotic distribution of d does not exist.n

Furthermore, our results in Theorem 2.3 show that the existence and the
form of the asymptotic distribution of d depend on the asymptotic behaviorn
of the expected information matrix andror the forms of V and t . Such effects
of the information matrix and the forms of V and t can only be revealed by
the use of the observed negative Hessian of the objective function. For
convenience, the regions V and t in this paper are assumed to coincide with

Ž .a closed cone near the true parameter u , as specified in Assumption A2 in0
Ž .Section 2. However, our results are still valid if A2 is relaxed to requiring
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Ž .only that V andror t can be approximated by a cone with vertex at u in0
the sense described in Remark 2.2.

Ž .Our method is to combine the approach in Self and Liang 1987 for a
general parameter space with the approach in Fahrmeir and Kaufmann
Ž .1985 for a sequence of observations drawn from nonidentically distributed
random variables. It copes, for example, with general log-likelihoods for a
sample of observations drawn from random variables with improper andror

Žcensored distribution functions. In survival analysis, failure time is said to
.be ‘‘censored’’ if it is longer than follow-up time.

In fact one motivation for this work came from a need to fit mixture models
to survival data in which not all individuals are subject to death or failure.
Such data sets occur, for example, in reliability analysis, where failure time
may be the time for a device to malfunction in a certain way, if this occurs, in
recividism studies in criminology, and in medical studies, where there may be
an immune or cured proportion in the population consisting of those who

w Ž .xnever catch the same disease again see Ghitany, Maller and Zhou 1994 . In
other words, ‘‘immune’’ individuals are those who never fail. We allow
improper failure distributions so as to allow for a proportion of immunes in
the model, and a question of great interest in medical or criminological
studies, for example, is whether there is indeed a component of immune
individuals present. This boundary testing problem falls within the scope of
our methods. Furthermore, covariates such as age, race and so on may be
included to account for differences between observations.

This paper concentrates on the properties of hypothesis tests for both
interior and boundary problems for models involving covariates. As a sub-
stantial example, we derive the nonstandard asymptotic distribution of the

Ž .likelihood ratio LR tests for the two-way nested random variance compo-
Ž .nents model. Searle, Casella and McCulloch 1992 gave the exact distribu-

tion of the log-likelihood ratio to test the hypothesis that the variance
component is equal to zero for a one-way random model. However, neither
exact nor asymptotic distributions of the log-likelihood ratio to test the
hypotheses that one or both variance components are equal to zero for the
above two-way nested random model are mentioned by them. Suppose that
we have I classes where each class has J members. We select a randomi
sample of K observations from the jth member of the ith class, i s 1, . . . , I,i
j s 1, . . . , J . Suppose that the kX th observation of the jth member from thei
ith class has the form

1.1 y X s « X q B q A , i s 1, . . . , I , j s 1, . . . , J , kX s 1, . . . , K ,Ž . i jk i jk i j i i i

where

1.2 « X ; N 0, s 2 , B ; N 0, s 2 and A ; N m , s 2 .Ž . Ž . Ž . Ž .i jk i j B i A

2 2 2 Ž .TDefine u s m, u s s , u s s and u s s . Then u s u u u u g Q s1 2 3 B 4 A 1 2 3 4
Ž . w . w .R = 0, ` = 0,` = 0, ` is the parameter to be estimated. Suppose that we

wish to test the hypothesis that the variance components s 2 and s 2 areA B
Ž .Tboth zero. Then we let the true parameter be u s u u u u s0 10 20 30 40
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Ž 2 2 2 .T Ž 2 .Tm s s s s m s 0 0 . Under this hypothesis and other as-0 0 B0 A0 0 0
sumptions set out in Section 3, we will derive the asymptotic distribution of

1.3 d s 2 sup LL u y sup LL uŽ . Ž . Ž .I I I
Ž . Ž .ugN A ugN A , u su s0I I 3 4

Ž . Ž .where LL u is the log-likelihood and N A is a neighborhood of u definedI I 0
Ž .by 2.6 with n s I and k s 4. This distribution is given in Theorem 3.1, and

it is not a chi-squared distribution or even a mixture of chi-squared distribu-
tions. Furthermore, we may drop the normality assumptions on « X , B andi jk i j

Ž . Ž .A in 1.2 and Theorem 3.1 remains valid if we use 3.6 as an estimatingi
function, provided that « X , B and A have bounded fifth moments.i jk i j i

It should be noted that the assumptions required on the estimating
functions in this paper do not involve any specific forms for the sample
distributions, unlike ordinary likelihood methods where the specifications of
the distributions are crucial. In some models such as quasi-likelihood models,
or least squares procedures, the appropriate estimating functions may arise
naturally. In other cases, we may use the log-likelihood from distributions
which are not necessarily the distributions of the observations, such as in the
above example.

In the next section we state the assumptions under which we can derive
Ž .the asymptotic properties of local maxima of LL u and of hypothesis testsn

based on them. In Section 3, we state and discuss the result for the two-way
nested random variance components model mentioned above. All proofs are
relegated to Section 4.

2. The main results. Consider a sample of n observations on random
variables Y , . . . , Y . Suppose that the distribution function of Y is drawn1 n i

Ž . kfrom the family FF y; u , where u g R is the parameter to be estimated. Thei
Ž . Ž .Ttrue distribution function of Y is FF y; u , where u s u ??? u is calledi i 0 0 10 k 0

the true parameter. Consider an estimating function of the form
n

LL u s g Y , u ,Ž . Ž .Ýn i
is1

where g is a function from R kq1 to R. The parameter u will be restricted to
lie in a parameter space Q : R k, which is assumed to be a cone of the form

˜ ˜ ˜2.1 Q s u s u q u u q ??? qu u : u g I , j s 1, . . . , kŽ . ½ 50 1 1 k k j j

where u are k linearly independent unit vectors, j s 1, . . . , k, and I ’s arej j
either closed, half open or open intervals containing 0.

We will need to define derivatives in Q. This is done as follows. Let
˜ ˜ ˜u s u q u u q ??? qu u , u g I , j s 1, . . . , k. For each j s 1, . . . , k, let0 1 1 k k j j

˜Ž . Ž .D LL u be the usual directional derivative of LL u in the direction u if uu n n j jj

˜is in the interior of I . If u is on the boundary of I , definej j j

D g u s lim D g u q hu .Ž . Ž .u u jj j˜hª0, hqu gIj j
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˜ Ž .If u is in the interior of I , denote by D D LL u the usual directionalu uj j nj l

˜Ž .derivative of D LL u in the direction u . If u is on the boundary of I ,u n j j jl

define

D D g u s lim D D g u q hu .Ž . Ž .u u u u jj l j l˜hª0, hqu gIj j

Ž .Basic properties such as one-sided Taylor expansions of g u can be easily
derived using these definitions. We make the following assumptions on the
function LL and the parameter spaces we consider.n

Ž . Ž .A1 For a neighborhood NN of u , the function LL u is continuous on0 n
Ž .Q l NN, and the first and second directional derivatives D LL u andu nj

Ž .D D LL u , j, l s 1, . . . , k, exist, are finite and are continuous on Q l NN.uu nlj

Ž . Ž .A2 A subset V and Q is said to satisfy A2 if there is a closed cone CV

with vertex at u such that0

2.2 C : Q and C l NN s V l NN ,Ž . V V

where NN is a closed neighborhood of u .0

1r2Ž T r2 . ŽFor any positive definite matrix A, let A A be a left the correspond-
. 1r2 T r2ing right square root of A, that is, any matrices satisfying A A s A,

T r2 Ž 1r2 .T y1r2 Ž 1r2 .y1 yT r2 Ž T r2 .y1where A s A . In addition, let A s A and A s A .
Usual versions of the square root are the Cholesky square root and the
symmetric positive definite square root. The left and right Cholesky square
roots A1r2 and AT r2 are defined as the lower and upper triangular matrices

1r2 T r2 T r2 Ž 1r2 .Twith positive diagonal elements satisfying A A s A and A s A .
5 5Denote by ? the sum of the absolute values of the elements of a matrix.1

Ž . Ž .Also denote by l ? and l ? the minimum and the maximum eigenval-min max
ues of a symmetric matrix.

Let
w x2.3 T s u ??? uŽ . 1 k

w Ž .xdenote the k = k matrix of directions defining Q see 2.1 . We now define
Ž .the derivative of LL u with respect to u to be the k-vectorn

TT2.4 S u s T D LL u ??? D LL u ,Ž . Ž . Ž . Ž .n u n u n1 k

where TT denotes the transpose of T. Similarly, we define the negative of the
Ž .second derivative of LL u to be the k = k symmetric matrixn

T2.5 F u s yT D D LL u T.Ž . Ž . Ž .n u u nj l

� Ž . T Ž .4 � Ž .4Define D s E S u S u and G s E F u . For any fixed A ) 0, definen n 0 n 0 n n 0
subsets of R k by

T 22.6 N A s u : u y u G u y u F A , u g Q ,Ž . Ž . Ž . Ž .� 4n 0 n 0

T 22.7 M A s u : u y u G u y u s A , u g Q .Ž . Ž . Ž . Ž .� 4n 0 n 0
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To obtain the existence, consistency and the asymptotic distribution of an ME
for the model, we need the following assumptions on the asymptotic behavior

Žof the first and second derivative matrices and their expectations. Conver-
.gences are as n ª ` unless otherwise stated.

Ž . � Ž .4B1 E S u s 0, and the matrices D and G are finite, where then 0 n n
expectations are taken with respect to the true distributions.

Ž . � 4 Ž Ž .B2 l G ª `. When B2 holds, G is positive definite for n largemin n n
.enough, so we assume it to be so in general.

Ž . 5 y1r2 Ž . yT r2 5B3 sup G F u G y I ª 0.1u g N Ž A. n n n k Pn
Ž . 5 y1r2 yT r2 5B4 For some positive definite matrix V, G D G y V ª 0.1n n n

Ž Ž . Ž .When B2 and B4 hold, D is positive definite for n large enough, so wen
.assume it to be so in general.

Ž . y1r2 Ž . Ž .B5 D S u ª N 0, I .n n 0 D k

< < kDenote by y the modulus of a vector y g R . We say that a sequence of
� 4 Ž . � 4events A occurs with probability approaching 1 WPA1 if P A ª 1 asn n

Ž .n ª `. We wish to define maximum estimates ME’s with respect to a fixed
ˆsubset V of Q. An estimate u of u is called a maximum estimate on V ifn 0

ˆŽ . Ž .LL u is the maximum of LL u on an intersection between V and an openn n n
Ž .possibly depending on n neighborhood of u . Such an estimator will be said0
to be locally unique WPA1 if the event that there exists a unique maximum of

Ž .LL u on this intersection occurs WPA1. Specifically, we will show that then
Ž . w Ž . x Ž .event that there exists a unique maximum of LL u on N A l V _ M An n n

occurs WPA1 for A sufficiently large. For our first theorem, it suffices to
Ž . Ž . Ž .replace A2 , B3 and B4 by the following weaker conditions.

Ž X. Ž X.A2 A subset V of Q is said to satisfy A2 if V contains u , and if the0
intersection between V and a closed neighborhood NN of u is a closed subset0
of R k.

Ž X.B3 There exists a constant c ) 0 such that for each A ) 0,

P inf l Gy1r2 F u GyT r2 F c ª 0, n ª `.Ž .� 4min n n n½ 5
Ž .ugN An

Ž X. y1r2 Ž . � < y1r2 Ž . <B4 G S u is tight, that is, lim lim sup P G S u )n n 0 Aª` nª` n n 0
4A s 0.

Ž X.THEOREM 2.1. Let V be a subset of Q satisfying A2 . If conditions
X X ˆŽ . Ž . Ž . Ž . Ž .A1 , B1 , B2 and B3 , B4 hold, then a ME u of u on V exists, isn 0

locally unique WPA1, and is consistent for u .0

REMARK 2.1. It is possible that there are many maximum estimators.
Theorem 2.1 says that among these maximum estimators there is an ME
which is consistent and locally unique WPA1. This particular ME is in fact a
global maximizer within a neighborhood of u .0



BOUNDARY HYPOTHESIS TESTS 903

Ž .Let V and t be two fixed subsets of Q which satisfy A2 with correspond-
ing C and C . Let T be arbitrary nonstochastic orthogonal matrices andV t n
define

˜ ˜ ˜ T r22.8 C s u : u s T G u y u , u g CŽ . Ž .½ 5V n n 0 Vn

˜and similarly for C . Note that the orthogonal matrix T in the definition oft nn˜ ˜C can be different from that of C . We need one more assumption on theV tn n

behavior of the sets V and t .

˜Ž . Ž .A3 A subset V of Q is said to satisfy A3 if there exists a closed cone CV
˜with vertex at 0, not depending on n, such that the sets C asymptoticallyV n˜coincide with C in the sense that as n ª `,V

2 2< < < <sup inf b y u y inf b y u ª 0.
˜ ˜ugC ugC< <b s1 V Vn

ˆ1 ˆ2 Ž .Let u and u be local maxima of LL u on V and t as obtained inn n n
Theorem 2.1. Define

2 1ˆ ˆ2.9 d s 2 LL u y LL u .Ž . Ž . Ž .n n n n n

Ž .TDenote by N s N ??? N a random vector which has a multivariate nor-1 k
mal distribution with mean zero and covariance matrix V.

Ž . Ž . Ž .THEOREM 2.2. Suppose that A1 holds and A2 and A3 hold for V and
Ž . Ž .t . Suppose also that B1 ] B5 hold. Then the asymptotic distribution of dn

exists and is the same as the distribution of

< < 2 < < 22.10 inf N y u y inf N y u .Ž .
˜ ˜ugC ugCV t

Ž .REMARK 2.2. Although V and t are assumed to satisfy A2 in Theorems
Ž .2.1 and 2.2, the results still hold if A2 is relaxed to the following assump-

tion.

Ž Y . Ž Y .A2 A subset V of Q is said to satisfy A2 if there exists a closed cone
C with vertex at u such thatV 0

< T r2 < < T r2 <inf G x y y F u y G y y uŽ . Ž . Ž .n n 0
xgCV

and
< T r2 < < T r2 <inf G x y y F v x G x y u ,Ž . Ž . Ž .n n 0

ygV

Ž . Ž . Ž .where the real functions u y on V and v x on C satisfy u y ª 0 asV

Ž .y ª u and v x ª 0 as x ª u .0 0

Ž . Ž Y .We omit here the proof that A2 can be replaced by A2 and also the fact
Ž Y .that A2 is equivalent to Chernoff regularity in the sense defined by Geyer

Ž .1994 if
� 4l Gmin n

2.11 lim inf ) 0.Ž . � 4l Gnª` max n
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Thus Chernoff regularity is sufficient for our results, under the assumption
Ž . w Ž .xthat 2.11 holds which is the case in Geyer 1994 . Geyer provides coun-

terexamples which show that Chernoff regularity is not sufficient to guaran-
tee asymptotic results similar to those in Theorem 2.2 for some local maxima.
But these examples do not apply to our case, as Theorem 2.2 only guarantees

ˆ1 ˆ2 Žthe asymptotic results for u and u as obtained in Theorem 2.1 see Remarkn n
.2.1 ; other local maxima are not covered by Theorem 2.2.
Suppose for the remainder of this section that Q s Q = ??? = Q where1 k

the Q ’s are either closed, half open or open intervals. We also assume for thei
remainder of this section that G1r2 is the left Cholesky square root of G andn n

Ž . Ž . Ž . 2that A1 and B1 ] B5 hold. Let x be the chi-squared distribution on rr
degrees of freedom.

In Theorem 2.3, we illustrate how to calculate the asymptotic distribution
of d when two components of u are on the boundary of the intervals Q andn 0 j
G is not diagonal. It will be applied in the next section to the two-way nestedn
random variance components model. Suppose that the components u , j sj0

Ž xk y 1, k, are on the boundaries of Q , which now have the form a , u orj j j0
w x Ž w . w xa , u , say, with a - u for j s k y 1, k the case u , b or u , b withj j0 j j0 j0 j j0 j

.b ) u for j s k y 1 or j s k is similar , while the remaining componentsj j0
u , j s 1, . . . , k y 2, are interior points of Q . Suppose also that the compo-j0 j
nents u , j s k y 1, k, are known while the components u , j s 1, . . . , k y 2,j0j0

ky2 � 4 � 4are to be estimated. In this setup, C s R = u = u and C sV Žky1.0 k 0 r
ky2 Ž x Ž xR = y`, u = y`, u . LetŽky1.0 k 0

U Vn nT r22.12 G s ,Ž . n 0 Wn

Ž . Ž . Ž .where U is a k y 2 = k y 2 upper triangular matrix, V is a k y 2 = 2n n
matrix and

a cn n2.13 W sŽ . n 0 bn

for some a ) 0, b ) 0. Suppose thatn n

w x2.14 c rb ª x g y`, ` , n ª `.Ž . n n 0

Ž .When x g y`, ` let0

f N , N s N 2 q N 2 1Ž . Ž .ky1 k ky1 k �N G 0, x N qN G 04ky 1 0 ky1 k

q N 21k �N - 0, N G 04ky 1 k2.15Ž .
2N y x NŽ .ky1 0 kq 1 .� x N qN - 0, N yx N G 042 0 ky1 k ky1 0 k1 q x0
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When x s ` or x s y` let0 0

N 2 1 q N 2 , if x s `;ky1 �N G 04 k 0ky 12.16Ž . f N , N sŽ .ky1 k 2½ N 1 , if x s y`.k �N G 04 0k

Ž .THEOREM 2.3. Suppose 2.14 holds. The asymptotic distribution of d isn
Ž 2 2 . Ž .the same as the distribution of N q N y f N , N .ky1 k ky1 k

3. Variance component analysis—the two-way nested random
model. Recall from the introduction that we have I classes where each
class has J members. We select a random sample of K observations fromi i
the jth member of the ith class, i s 1, . . . , I, j s 1, . . . , J . Suppose that Ji i
and K are positive integers and that the kX th observation of the jth memberi

Ž . Ž .from the ith class has the form defined by 1.1 and 1.2 . It is assumed that
Ž Ž . Ž . .X Xthe random vectors A , B , « , 1 F i F I, are in-i i j 1F jF J i jk 1F jF J , 1F k F Ki i i

dependent. For each i, conditional on A s a , the random vectorsi i
Ž Ž . .X XB , « , 1 F j F J , are assumed to be independent, and for eachi j i jk 1F k F K ii

Ž . Xpair i, j , conditional on A s a and B s b , the random variables « ,i i i j i j i jk
1 F kX F K , are assumed to be independent. Recall thati

TT 2 2 2u s u u u u s m s s s g R = 0, ` = 0, ` = 0, `Ž . Ž . . .Ž .1 2 3 4 B A

is the parameter to be estimated. The log-likelihood ratio test that either
s 2 s 0 or s 2 s 0 has as asymptotic distribution a 50]50 mixture between aA B
chi-squared distribution on 1 degree of freedom and a point mass at zero. But
suppose that we wish to test the hypothesis that the variance components s 2

A
2 Žand s are both zero. Then let the true parameter be u s u u uB 0 10 20 30

.T Ž 2 2 2 .T Ž 2 .Tu s m s s s s m s 0 0 . Under this hypothesis, we will40 0 0 B0 A0 0 0
derive the asymptotic distribution of the log-likelihood ratio d defined byI
Ž .1.3 .

Under the normality assumptions in Section 1, the observed likelihood is

I

3.1 L s L ,Ž . ŁI i
is1

where

2J Ki i X1 y y y a y bŽ .i jk i i j
L s expŁ ŁH Hi 2½ 5X 'ž /2s2p sjs1 k s1

21 ybi j
= exp dbi j2½ 5' 2s2p s BB

3.2Ž .

21 y a y mŽ .i
= exp da .i2½ 5' 2s2p s AA
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Define

K Ji i

X3.3 y s y K and y s y J .Ž . Ý Ýi j i jk i i i j iž / ž /Xk s1 js1

Then conditional on B s b and A s a , the random variables y X , 1 Fi j i j i i i jk
X Ž 2 .k F K , are distributed as N a q b , s . Conditional on A s a , the ran-i i i j i i

2 2Ž .dom variables y , 1 F j F J , are distributed as N a , s q s rK . Finallyi j i i B i
Žeach of the random variables y , 1 F i F I, has the distribution N m,i

2 2 2 Ž ..s q s rJ q s r J K . DefineA B i i i

K i
2 2 2 2

X3.4 W s y y y , F s s q K sŽ . Ž .Ýi j i jk i j i i B
Xk s1

and

Ji
2 2 2 2 23.5 W s y y y and C s s q K s q J K s .Ž . Ž .Ýi i j i i i B i i A

js1

Then the observed log-likelihood can be written as

JI i1 1
LL u s y J K y 1 log u q WŽ . Ž .Ý ÝI i i 2 i j½2 u2is1 js1

q J y 1 log u q K uŽ . Ž .i 2 i 3

K Wi iq q log u q K u q J K uŽ .2 i 3 i i 4u q K u2 i 3

3.6Ž .

2J K y y uŽ .i i i 1q q const.5u q K u q J K u2 i 3 i i 4

Ž .The derivative of LL u with respect to u is the vectori

I­
S u s LL u s s uŽ . Ž . Ž .ÝI I i­u is1

I
Ts s u s u s u s u ,Ž . Ž . Ž . Ž .Ý i1 i2 i3 i4

is1

3.7Ž .

where

J K y y uŽ .i i i 1
3.8 s u s ,Ž . Ž .i1 2Ci



BOUNDARY HYPOTHESIS TESTS 907

1 yJ K y 1 ÝJ i W J y 1Ž .i i js1 i j i
s u s q yŽ .i2 2 2ž2 u u F2 2 i

3.9Ž .
2K W 1 J K y y uŽ .i i i i i 1q y q ,4 2 4 /F C Ci i i

22 21 y J y 1 K K W K J K y y uŽ . Ž .i i i i i i i i 1
3.10 s u s q y qŽ . Ž .i3 2 4 2 4ž /2 F F C Ci i i i

and

22 21 yJ K J K y y uŽ .i i i i i 1
3.11 s u s q .Ž . Ž .i4 2 4ž /2 C Ci i

Similarly, by differentiating again, one obtains

2 I­ LL uŽ .I r sF u s y s f u ,Ž . Ž .ÝI i2­u is1

w r sŽ .xwhere f u is the negative of the second derivative of the log-likelihood ofi
the ith observation. Then it can be checked directly that

3.12 E S u s 0 and E S u ST u s E F u .� 4 � 4Ž . Ž . Ž . Ž . Ž .� 4I 0 I 0 I 0 I 0

Furthermore, defining F2 s u q K u and C2 s u q K u q J K u , iti0 20 i 30 i0 20 i 30 i i 40
can be seen that

I I
r s3.13 D s E F u s DD s d ,� 4Ž . Ž . Ý ÝI I 0 i i

is1 is1

�w r sŽ .x4where DD s E f u is the following matrix:i i 0

J Ki i
0 0 02Ci0

1 J K y 1 J y 1 1 K J y 1 1 J KŽ .i i i i i i i
0 q q q2 4 4 4 4 4ž /ž /2 2u F C F C 2C20 i0 i0 i0 i0 i0

3.14 .Ž . 2 2K J y 1 1 K J y 1 1 J Ki i i i i i
0 q q4 4 4 4 4ž / ž /2 2F C F C 2Ci0 i0 i0 i0 i0

2 2 2J K J K J Ki i i i i i
0 4 4 42C 2C 2Ci0 i0 i0
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w Ž . Ž . xThis agrees with 104 in Searle, Casella and McCulloch 1992 , page 157.
Now suppose that u s u s 0. Then F2 s C2 s u and the left Cholesky30 40 i0 i0 20
square root of D isI

2u z 0 0 0' 20 I

0 z 0 01r2 I3.15 D s ,Ž . I
0 z a 0I I

0 z c bI I I

Ž I w 2 x.1r2where z s Ý J K r 2u ,I is1 i i 20

1r2IÝ J K y 1 KŽ .is1 i i i
a s c s ,I I 2ž /2u20

3.16Ž .
1r2I 2Ý J y 1 J KŽ .is1 i i i

b s .I 2ž /2u10

Suppose that

1r2IÝ J K y 1 KŽ .is1 i i i w x3.17 lim s x g 0, ` .Ž . 0I 2ž /Ý J y 1 J Knª` Ž .is1 i i i

Ž . � 4 � 4THEOREM 3.1. Suppose that 3.17 holds, J ) 1, K ) 1 and J and Ki i i i
are bounded above. Then the asymptotic distribution of d , as I ª `, isI
Ž 2 2 . Ž . Ž . Ž .N q N y f N , N where f N , N is given by 2.15 with k s 4.3 4 3 4 3 4

The above model corresponds to a design which may be unbalanced if the
Ž .integers J or K are not the same for all classes. Designs like this havei i

been used often in agriculture. For example, one can consider I litters with
J pigs in each litter and K observations on each pig. Then the litters andi i
the pigs in each litter correspond to the classes and members in each class.
Suppose for example that the classes are divided into m groups, and the
classes in each group have the same numbers J and K of members and ofi i

Ž .observations on each member. Then 3.17 holds if, as I tends to infinity, the
limits of the proportions of classes belonging to a group out of the I classes
exist. The test given by Theorem 3.1 is the test of whether there is no
variation among observations of members of each class. The percentage
points of the asymptotic distribution given by Theorem 3.1 are easily approxi-
mated by simulation with either the exact value of x obtained from the0
design or its approximated value obtained from the experiment.

REMARK 3.1. We give an example where the limiting proportions in
classes do not exist. Suppose again that there are I classes with J membersi
in each class and K observations on each member. Also suppose that therei
are two groups of classes with K s 2 if the ith class belongs to the firsti
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group, and K s 3, otherwise, and that J s 2 for 1 F i F I. Let p be thei i I
proportion of the classes belonging to the first group out of the I classes. Then

1r2 1r2IÝ J K y 1 K 2 p q 6 1 y pŽ . Ž .is1 i i i I I
3.18 s .Ž . I 2 ž /ž / 4 p q 9 1 y pÝ J y 1 J K Ž .Ž . I Iis1 i i i

� 4One can easily construct a sequence p with the property that there are twoI
� 4 � 4 � 4 Ž .X Ysubsequences p and p of p such that the right-hand side of 3.18I I I

tends to two different limits xX and xY . Then if the observations are assumed0 0
Ž . Ž .to satisfy 1.1 and 1.2 and the other assumptions given at the beginning of

this section, the deviances d X and d Y tend in distribution to two differentI I
limits as I X ª ` and IY ª ` respectively. Thus the asymptotic distribution of

Ž .d does not exist. Note that A3 does not hold in this case.I

4. Proofs.

Ž . Ž X. Ž . Ž . Ž X. Ž X.PROOF OF THEOREM 2.1. Assume A1 , A2 , B1 , B2 and B3 , B4
Ž . Ž .hold. Under A1 , LL u is continuous on V l NN for a neighborhood NN of u .n 0

Ž . Ž . Ž .Fix A ) 0. By B2 , N A : NN for n large enough, and since V l N A isn n
Ž X . Ž . Ž .closed by A2 , LL u must have a maximum on V l N A . We will proven n

that

4.1 lim lim inf P LL u - LL u for all u g M A s 1.� 4Ž . Ž . Ž . Ž .n n 0 n
nª`Aª`

Ž Ž .. Ž . Ž X. Ž .Since inf l F u ª ` by B2 and B3 , LL u is concave onu g N Ž A. min n P nn
Ž . Ž .Q l N A WPA1. Thus it follows from 4.1 that there exists a uniquen

Ž . w Ž . x Ž . Ž .maximum of LL u on N A l V _ M A WPA1. To prove 4.1 , let u gn n n
Ž . w xM A . It follows from Taylor expansion that there exists some l g 0, 1 ,n

depending on u , such that
T T1 ˜4.2 LL u y LL u s u y u S u y u y u F u u y u ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .n n 0 0 n 0 0 n n 02

1 T˜ ˜Ž . Ž . Ž . Ž .Ž .where u s lu q 1 y l u . Define Q u s u y u F u u y u . Observen 0 0 n n 02

that

P LL u G LL u for some u g M A� 4Ž . Ž . Ž .n n 0 n

T 2F P uyu S u GQ u , Q u )cA r2 for some u g M AŽ . Ž . Ž . Ž . Ž .4.3 � 4Ž . 0 n 0 n

2qP Q u F cA r2 for some u g M A ,Ž . Ž .� 4n

Ž X. Ž . Ž . T r2Ž . Ž .where c is defined in B3 . Denote v u s 1rA G u y u . Then v u isn n 0 n
Ž . Ž .a unit vector for each u g M A . For the first term of 4.3 , it follows fromn

Ž X.B4 that
T 2lim sup P u y u S u G Q u , Q u ) cA r2 for some u g M AŽ . Ž . Ž . Ž . Ž .� 40 n 0 n

nª`

F lim sup P vT u Gy1r2S u ) cAr2 for some u g M AŽ . Ž . Ž .� 4n n n 0 n
nª`

4.4Ž .

< y1r2 <F lim sup P G S u ) cAr2 ª 0, A ª `.Ž .� 4n n 0
nª`
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Ž . Ž X.For the second term of 4.3 , it follows from B3 that

P Q u F cA2r2 for some u g M AŽ . Ž .� 4n

T 1r2 y1r2 yT r2˜s P 'u g M A : u y u G G F u GŽ . Ž . Ž .½ n 0 n n n n n

=GT r2 u y u F cA2Ž . 5n 04.5Ž .
T y1r2 ˜ yT r2s P v u G F u G v u F c for some u g M AŽ . Ž . Ž .Ž .½ 5n n n n n n n

F P inf l Gy1r2 F u GyT r2 F c ª 0, n ª `.Ž .� 4min n n n½ 5
Ž .ugN An

Ž . Ž . Ž .Hence 4.1 follows from 4.3 ] 4.5 . I

Ž . Ž . Ž . Ž .PROOF OF THEOREM 2.2. Suppose that A1 and B1 ] B5 hold and A2
ˆ1 ˆ2Ž .and A3 hold for V and t . Let « ) 0 be given. Recall that u and u are localn n

Ž .maxima of LL u on V and t respectively as obtained in Theorem 2.1. Noten
Ž . Ž X.that B4 implies B4 , because by the Markov inequality,

< 1r2 <lim sup P G S u ) AŽ .� 4n n 0
nª`

1
T y1F lim sup E S u G S uŽ . Ž .� 4n 0 n n 02Anª`

1
y1r2 T yT r2F lim sup E tr G S u S u GŽ . Ž .� 4n n 0 n 0 n2Anª`

1
� 4s tr V ª 0, A ª `.2A

Ž . Ž X. Ž . Ž .Also it is obvious that B3 implies B3 . Therefore, by B4 and B5 and
Theorem 2.1, there exists a constant A, depending on « , such that for n large
enough,

ˆ1 ˆ2 y1r2< <4.6 P u g N A , u g N A , and G S u F Ar2 ) 1 y « .Ž . Ž . Ž . Ž .� 4n n n n n n 0

ˆ1 ˆ2 1r2Ž . < Ž . <Suppose that u and u are in N A and G S u F Ar2. By Taylorn n n n n 0
w xexpansion, there exists l g 0, 1 such that

1ˆ2 LL u y LL uŽ .Ž .n n n 0
4.7Ž .

T T1 1 1ˆ ˆ ˜ ˆs 2 u y u S u y u y u F u u y u ,Ž .Ž . Ž . Ž . Ž .n 0 n 0 n 0 n n n 0

˜ ˆ1Ž . Ž .where u s lu q 1 y l u . The expression 4.7 can be rewritten asn 0 n

1 1 1ˆ ˆ ˆ4.8 2 LL u y LL u s h u q r u ,Ž . Ž .Ž . Ž . Ž .n n n 0 n n n n

where

< y1r2 T r2 < 2 T y1h u s yG S u y G u y u q S u G S uŽ . Ž . Ž . Ž . Ž .n n n 0 n 0 n 0 n n 0
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and
T ˜r u s u y u G y F u u y u .Ž . Ž . Ž .Ž .n 0 n n n 0

˜1 Ž .Denote by u the value that maximizes the quadratic function h u onn n
ˆ1 ˆ1 ˜1Ž . Ž . Ž . Ž . Ž .N A l V. Since u maximizes LL u on N A l V, and h u F h u , itn n n n n n n n

Ž .follows from 4.8 that

1 1 1 1ˆ ˜ ˆ ˜4.9 0 F 2 LL u y LL u F r u y r u .Ž . Ž . Ž . Ž . Ž .n n n n n n n n

˜Ž . Ž . Ž .By B3 , there exists a k = k real symmetric matrix V u s o 1 such thatn n p

˜ 1r2 ˜ T r2F u s G q G V u G .Ž . Ž .n n n n n n n

ˆ1 Ž .Since u g N A ,n n

T1 1 1ˆ ˜ ˆ ˆ< < < <r u F l V u u y u G u y uŽ . Ž . Ž . Ž .½ 5maxn n n n n 0 n n 0

˜ 2< <F l V u A ,Ž .½ 5max n n

< < Ž .where l ? is the maximum absolute eigenvalue of a symmetric matrix.max
ˆ1 ˜1 ˜1Ž . Ž . Ž . Ž . Ž .This implies that r u s o 1 . Similarly, r u s o 1 as u g N A .n n p n n p n n

Ž .Therefore, it follows from 4.9 that

1 1ˆ ˜4.10 2 LL u y LL u s o 1 q 2 LL u y LL u .Ž . Ž . Ž . Ž .Ž . Ž .n n n 0 p n n n 0

w xBy the Taylor expansion, there exists b g 0, 1 such that
T1 1 1 1˜ ˜ ˜ ˘ ˜2 LL u y LL u s h u q u y u G y F u u y u ,Ž .Ž . Ž . Ž . Ž . Ž .n n n 0 n n n 0 n n n n 0

˘ ˜1 ˜1Ž . Ž .where u s bu q 1 y b u . Since u is in N A , it can be easily verifiedn 0 n n n
using the same argument as above that

1 1˜ ˜2 LL u y LL u s h u q o 1Ž . Ž .Ž . Ž .n n n 0 n n p

y1r2 T r2 1˜s y inf G S u y G u y uŽ . Ž .n n 0 n n 0
Ž .ugN A lVn

4.11Ž .

q ST u Gy1S u q o 1 .Ž . Ž . Ž .n 0 n n 0 p

X T r2Ž . w Ž .Transforming from u to u s T G u y u so that u g N A if and only ifn n 0 n
< X < x Ž . Ž .u F A , it follows from A2 and B2 that for all n large enough,

< y1r2 T r2 < 2inf G S u y G u y uŽ . Ž .n n 0 n 0
Ž .ugN A lVn

< y1r2 X < 2s inf T G S u y u .Ž .n n n 0
X X ˜< <u FA , u gCVn

4.12Ž .

< y1r2 Ž . < < y1r2 Ž . <Recall that we assume G S u F Ar2, so T G S u F Ar2. Sincen n 0 n n n 0
C̃ contains the origin, we haveV n

< y1r2 < 2 < y1r2 < 2 24.13 inf T G S u y u F T G S u F A r4.Ž . Ž . Ž .n n n 0 n n n 0
˜ugCVn
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˙ ˜There also exists u g C such thatV n

y1r2 ˙ 2 y1r2 2< < < <4.14 T G S u y u s inf T G S u y u .Ž . Ž . Ž .n n n 0 n n n 0
˜ugCVn

˙Ž . Ž . < <Since 4.13 and 4.14 imply that u F A, we have

< y1r2 < 2 < y1r2 < 24.15 inf T G S u y u s inf T G S u y u .Ž . Ž . Ž .n n n 0 n n n 0
˜ ˜< <u FA , ugC ugCV Vn n

Ž . Ž . Ž . Ž .Thus it is derived from 4.10 ] 4.12 , 4.15 and A3 that
21 y1r2ˆ < <2 LL u y LL u s y inf T G S u y uŽ . Ž .Ž .n n n 0 n n n 0

˜ugCV4.16Ž .
q ST u Gy1S u q o 1 .Ž . Ž . Ž .n 0 n n 0 p

Similarly, we have
22 y1r2ˆ < <2 LL u y LL u s y inf T G S u y uŽ . Ž .Ž .n n n 0 n n n 0

˜ugCt4.17Ž .
q ST u Gy1S u q o 1 .Ž . Ž . Ž .n 0 n n 0 p

Ž . Ž .It follows from 4.16 and 4.17 that on a set whose probability exceeds
1 y 2« ,

22 1 y1r2ˆ ˆ < <2 LL u y LL u s inf T G S u y uŽ .Ž . Ž .n n n n n n n 0
˜ugCV

< 1r2 < 2y inf T G S u y u q o 1 .Ž . Ž .n n n 0 p
˜ugCt

4.18Ž .

y1r2 Ž .Since T G S u is asymptotically normally distributed with mean 0 andn n n 0
Ž . Ž . Ž .covariance matrix V by B4 and B5 , Theorem 2.2 follows from 4.18 and

the continuous mapping theorem. I

REMARK 4.1. If C and C are the approximating cones for V and t in theV t

sense defined in Remark 2.2, our results are proved to be valid by verifying
Ž .that 4.12 still holds in this case.

PROOF OF THEOREM 2.3. Take the matrices T to be identity k-dimen-n
˜ ˜ T r2 ky2Ž . � 4 � 4sional matrices. We have C s C s T G C y u s R = 0 = 0V V n n V 0n˜ T r2 T kŽ . � Ž .and C s T G C y u s u s u ??? u g R : b u y c u F 0, u Ft n n t 0 1 k n ky1 n k kn

4 Ž .0 . Hence A3 holds for V and

< < 2 2 24.19 inf N y u s N q N .Ž . ky1 k
˜ugCV

Ž .Suppose that c rb ª x g y`, ` as n ª `. Then we will prove that then n 0
˜sets C asymptotically coincide witht n

T k˜ xC s u s u ??? u g R : u y x u F 0, u F 0 .Ž .�t 1 k ky1 0 k k

Ž . Ž . Ž .Let a , a g 0, p be such that cot a s c rb and cot a s x . Sincen 0 n n n 0 0
˜ ˜c rb ª x as n ª `, we have a ª a as n ª `. Since C and C containn n 0 n 0 t tn
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the origin, it can be easily verified that as n ª `,

2 2< < < <sup inf b y u y inf b y u
˜ ˜ugC ugC< <b s1 t tn

< <F max sin a y a , 1 y cos a y a ª 0.� 4Ž . Ž .Ž .0 n 0 n

˜ ˜ Ž .Thus the sets C asymptotically coincide with C and A3 holds for t .t tn ˜Now the projection of the set C onto the plane whose coordinates aret

Ž .Tu u is given as Region 4 in Figure 1. In the figure we haveky1 k ¡ 2 2N q N , if N , N is in Region 1,Ž .ky1 k ky1 k

2N , if N , N is in Region 2,Ž .k ky1 k2 ~< <inf N y u s 2 2˜ N y x N r 1 q x , if N , N is in Region 3,ugC Ž . Ž .Ž .t ky1 0 k 0 ky1 k¢0, if N , N is in Region 4,Ž .ky1 k

where
TRegion 1 s u u : u G 0, x u q u G 0 ;Ž .� 4ky1 k ky1 0 ky1 k

TRegion 2 s u u : u - 0, u G 0 ;Ž .� 4ky1 k ky1 k

TRegion 3 s u u : x u q u - 0, u y x u G 0 ;Ž .� 4ky1 k 0 ky1 k ky1 0 k

TRegion 4 s u u : u y x u F 0, u F 0 .Ž .� 4ky1 k ky1 0 k k

Ž .FIG. 1. The distance of N , N to Region 4.ky 1 k
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It can be calculated that

< < 24.20 inf N y u s f N , NŽ . Ž .ky1 k
˜ugCt

Ž . Ž . Ž . Ž .where f N , N is given by 2.15 . Thus it follows from 4.19 and 4.20ky1 k
and Theorem 2.2 that the asymptotic distribution of d is N 2 q N 2 yn ky1 k
Ž .f N , N .ky1 k

˜< <Suppose that c rb ª x as n ª ` with x s `. Then the sets Cn n 0 0 t n

asymptotically coincide with

u g R k : u F 0, u s 0 , if x s `;� 4ky1 k 0
C̃ st k½ u g R : u F 0 , if x s y`.� 4k 0

Ž . < < 2 Ž . Ž .Thus A3 holds and inf N y u s f N , N where f N , N is˜u g C ky1 k ky1 kt

Ž .given by 2.16 . Hence it follows from Theorem 2.2 that the asymptotic
2 2 Ž .distribution of d is again N q N y f N , N . In ky1 k ky1 k

REMARK 4.2. In the above proof, it is assumed that u and u are theŽky1.0 k 0
w . w xright end points of their admissible intervals. If Q s u , b or Q s u , bj j0 j j j0 j

Ž x w .with u - b for some j s k y 1, k, then replace y`, u by u , ` in thej0 j j0 j0
Ž .expression for C and let T s y1.t n j j

Ž . � 4PROOF OF THEOREM 3.1. Suppose that 3.17 holds, J ) 1, K ) 1 and Ji i i
� 4and K are bounded above. Then x must be finite. Thus Theorem 2.3i 0

applies to give the asymptotic distribution for the log-likelihood ratio d ,I
Ž . Ž .defined by 1.3 , with a , b and c given by 3.16 , n s I, k s 4 andI I I

Ž . Ž . Ž . Ž . Ž . Ž .f N , N given by 2.15 , provided that A1 ] A3 and B1 ] B5 are veri-ky1 k
Ž . � 4 � 4 Ž . w . w .fied. Here V s R = 0, ` = 0 = 0 and t s R = 0, ` = 0, ` = 0, ` . So

Ž . Ž . Ž . Ž .A1 ] A3 hold. Since D s G , B4 is trivially satisfied. Since det DD sn n i
4 5Ž .Ž . Ž 7 .J K J y 1 K y 1 r 8u / 0, there exists c ) 0 such thati i i i 20 0

4.21 l DD G c , 1 F i F I.Ž . Ž .min i 0

� 4 Ž . Ž . Ž .Thus l D G c I, and so B1 and B2 hold. It remains to verify B3 andmin I 0
Ž . Ž .B5 . This is done as follows. Let k s 4. Let u g N A and writeI

Dy1r2 F u DyT r2Ž .I I I

s I q Dy1r2 F u y D DyT r2 q Dy1r2 F u y F u DyT r2 .� 4 � 4Ž . Ž . Ž .k I I 0 I I I I I 0 I

5 y1 5 Ž .If A is a k = k matrix such that I A s o 1 as I ª `, then it follows1I I p
Ž .from 4.21 that for any unit vector u,

< T y1r2 yT r2 < < < T y1� 4u D A D u F l A u D umaxI I I I I

< < y1 < < y1� 4 � 4 � 4F l A l D s l A l D� 4max maxI max I I min I4.22Ž .
y1 < < � 4F c I l A s o 1 .Ž . Ž .max0 I p
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Ž .Thus B3 holds if

F u y DŽ .I 0 I
tr s o 1 ,Ž .p½ 5I

F u y F uŽ . Ž .I I 0
sup tr s o 1 .Ž .p½ 5IŽ .ugN AI

4.23Ž .

� 4 � 4 � r sŽ .4Since J and K are bounded above, f u is equicontinuous at u andi i i 0
� �Ž r sŽ . r s.244 Ž .E f u y d is uniformly bounded for r, s s 1, 2. Thus 4.23 holdsi 0 i

Ž .and so does B3 .
k T y1r2 Ž .Let j be any unit vector in R . For 1 F i F I, define Y s j D s uI i I I I i 0

2 � 4 T y1r2 yT r2and s s Var Y s j D DD D j . Then Y , 1 F i F I, are mutuallyi I i I I I i I I i I
� 4 2 2 2independent for each I, E Y s 0, and s s s q ??? qs s 1. Sincei I I 1 I II

� < Ž . < d 4E s u F L with d s 5r2, 1 F i F I, for some constant L, it follows fromi 0
Ž .4.21 that as I ª `,

I I
dr2d T y1r2 T yT r2< <E Y s E j D s u s u D jŽ . Ž .� 4 Ž .Ý Ý ½ 5i I I I i 0 i 0 I

is1 is1

I
dr2d r2 T T y1F E l s u s u j D jŽ . Ž .� 4 Ž .Ý ½ 5max i 0 i 0 I

is1

I
dr2T d r2 y1F E tr s u s u l DŽ . Ž .� 4 � 4Ž .Ý ½ 5i 0 i 0 max I

is1

I d< <E s u LIŽ .� 4i 0s F ª0.Ý dr2 dr2� 4l D c IŽ .min Iis1 0

wŽ . xThus, by Lyapounov’s theorem in Billingsley 1968 , page 44 ,
T y1r2 Ž .j D S u s Y q ??? qY converges in distribution to the standardI I I 0 1 I II

Ž .normal random variable. This verifies B5 . I
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