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TRANSIENCE, RECURRENCE AND LOCAL EXTINCTION

PROPERTIES OF THE SUPPORT FOR SUPERCRITICAL

FINITE MEASURE-VALUED DIFFUSIONS1

BY ROSS G. PINSKY

Technion]Israel Institute of Technology

Ž .We consider the supercritical finite measure-valued diffusion, X t ,

whose log-Laplace equation is associated with the semilinear equation
12 d 2Ž Ž ..u s Lu q b u y a u , where a , b ) 0, and L s Ý a  r  x  xt i, js1 i j i j2

d Ž . Ž . Ž .q Ý b r x . A path X ? is said to survive if X t k 0, for all t G 0.is1 i i

Ž Ž . . Ž d . Ž d .Since b ) 0, P X ? survives ) 0, for all 0 k m g MM R , where MM Rm

denotes the space of finite measures on Rd. We define transience, recur-

rence and local extinction for the support of the supercritical measure-val-

ued diffusion starting from a finite measure as follows. The support is
Ž Ž . Ž . .recurrent if P X t, B ) 0, for some t G 0 N X ? survives s 1, for everym

Ž d . d0 k m g MM R and every open set B ; R . For d G 2, the support is
Ž Ž . Ž . .transient if P X t, B ) 0, for some t G 0 N X ? survives - 1, for everym

d dŽ . Ž .m g MM R and bounded B ; R which satisfy supp m l B s B. A simi-

lar definition taking into account the topology of R1 is given for d s 1.

Ž d .The support exhibits local extinction if for each m g MM R and each

bounded B ; Rd, there exists a P -almost surely finite random time zm B

Ž .such that X t, B s 0, for all t G z . Criteria for transience, recurrenceB

and local extinction are developed in this paper. Also studied is the
t ² Ž .: ² Ž .:asymptotic behavior as t ª ` of E H c , X s ds, and of E g, X t ,m 0 m

Ž d . ² Ž .: Ž . Ž .dfor 0 F g, c g C R , where f, X t ' H f x X t, dx . A number ofc R

examples are given to illustrate the general theory.

1. Statement of results. In this article, we investigate the transience,

recurrence and local extinction properties for the support of supercritical
Ž d . Ž d .MM R -valued diffusions, where MM R denotes the space of finite measures

d Ž d .on R . The MM R -valued diffusion is constructed as follows. Let

d 2 d1  
dL s a q b on R ,Ý Ýi j i

2  x  x  xi j ii , js1 is1

Ž . � Ž .4 dwhere a x s a x is positive definite for each x g R and a , b gi j i j i
a Ž d . Ž xC R , a g 0, 1 . We will always assume that the solution to the martingale

problem for L is well posed; that is, we will assume that there exists a

conservative diffusion on Rd corresponding to the operator L. We will also

always assume that the semigroup corresponding to the diffusion is C -pre-0

Ž d . Ž . Ž Ž .. Ž d .serving; that is, if f g C R , then T f x ' E f Y t g C R , for all0 t x 0
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Ž d . � Ž d . Ž . 4t ) 0, where C R s f g C R : lim f x s 0 and where E denotes0 < x < ª` x

Ž .the expectation for the diffusion process Y t corresponding to L and starting
d wfrom x g R . The C -preserving property can be expressed probabilistically0

Ž .by the following condition: lim P s F t s 0, for all t ) 0, where< x < ª` x D

� Ž . 4 ds s inf t ) 0: Y t g D and D ; R is a bounded domain. When thisD

Ž w xcondition fails, the diffusion is said to explode inward from infinity see 9 ,
. xSection 8.4 . For each positive integer n, consider N particles, each of massn

1rn, starting at points x Žn. g Rd, i s 1, . . . , N , and performing independenti n

branching diffusions according to the operator L, with branching rate cn, c )
� Žn.4̀0, and branching distribution p , wherek ks1

`
Žn.kp s 1 q grn, g ) 0,Ý k

ks0

and
`

2 Žn.k y 1 p s m q o 1 as n ª `, m ) 0.Ž . Ž .Ý k

ks0

Ž .Let N t denote the number of particles alive at time t and denote theirn

� nŽ .4NnŽ t . Ž d . Ž . Ž .positions by x t . Define an MM R -valued process X t by X t si is1 n n

Ž . NnŽ t . Ž . Ž . NnŽn. Žn.1rn Ý d . If X 0 s 1rn Ý d converges weakly to a measureis1 x Ž t . n is1 xi i

Ž d . Ž . Ž d .m g MM R , then X ? converges weakly to an MM R -valued process whichn

can be uniquely characterized as the solution to the following martingale
w x Ž ² Ž .: Ž . Ž .dproblem 1, 10, 12 . In what follows, f , X t s H f x X t, dx , a s cm,R

.b s cg .

Ž . Ž d .MG. The process X t g MM R satisfies:

Ž . Ž .i X 0 s m a.s.

Ž . 2Ž d .ii For all f g C R and for f ' 1,c

t t
² : ² : ² :M t ' f , X t y Lf , X s ds y b f , X s dsŽ . Ž . Ž . Ž .H Hf

0 0

is a martingale with increasing process1.1Ž .

t
2² : ² :M s 2a f , X s ds.Ž .t Hf

0

The probability measure corresponding to the solution of the above martin-
Žgale problem will be denoted by P . The dependence of P on a and b hasm m

been suppressed; we point this out because in the sequel the parameter b
.will be allowed to vary. An alternative method of characterizing the mea-

sure-valued diffusion is via the following log-Laplace equation:

t
² : ² :E exp y g , X t y c , X s dsŽ . Ž .Hm ž /

0

s exp y u x , t m dx for all 0 F g , c g C 2 Rd ,Ž . Ž . Ž .H cž /dR

1.2Ž .
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2, 1Ž d w ..where u g C R = 0, ` is the unique positive solution of the evolution

equation

2 d wu s Lu q b u y a u q c , x , t g R = 0, ` ,Ž . .t

u ?, 0 s g ? ,Ž . Ž .1.3Ž .

u ?, t g C Rd .Ž . Ž .0

Ž . w xThe existence of a classical solution to 1.3 follows from 7 , Chapter 6,
Ž w xTheorems 1.4 and 1.5. Actually, in 7 , the results are proved for the case

Ž d . .c s 0, but the same proof holds with c g C R . For the nonnegativity, onec

w xcan use the type of argument appearing in 5 , page 115. The uniqueness
Ž .follows from the parabolic maximum principle Proposition 4 .

Ž . ² Ž .:Let Z t s 1, X t denote the total mass process. Substituting f ' 1 in
Ž . Ž . w .1.1 , it follows that under P , Z t is a one-dimensional diffusion on 0, `m

Ž Ž 2 2 . Ž ..corresponding to the operator a x  r x q b x r x and satisfying
Ž . Ž d .Z 0 s m R . Standard techniques from the theory of one-dimensional dif-

fusions show that

P Z t ) 0, for all t G 0, and lim Z t s `Ž . Ž .ž /m
tª`

b
ds 1 y exp y m R ,Ž .ž /a1.4Ž .

b
dP Z t s 0, for all large t s exp y m R .Ž . Ž .Ž .m ž /a

Ž . Ž .If Z t ) 0, for all t G 0, we will say that the path X ? survives, while, if
Ž .Z t s 0, for all large t, we will say that it becomes extinct.

REMARK. The critical measure-valued diffusion is obtained by choosing
Ž . Ž .g s 0 in the above construction. In that case, b ' cg s 0 and by 1.4 , X ?

dies out with probability 1.

We can now define transience, recurrence and local extinction for the

support of supercritical measure-valued diffusions.

Ž .DEFINITION. i The support of the process is recurrent if

P X t , B ) 0, for some t G 0 N X ? survives s 1,Ž . Ž .Ž .m

Ž d . dfor every 0 k m g MM R and every open set B ; R .

Ž . Ž .ii a Let d G 2. The support of the process is transient if

P X t , B ) 0, for some t G 0 N X ? survives - 1,Ž . Ž .Ž .m

d dŽ . Ž .for every m g MM R and bounded B ; R which satisfy supp m l B s B.

Ž .b Let d s 1. The support of the process is transient if for each bounded

B ; R,

P X t , B ) 0, for some t G 0 N X ? survives - 1,Ž . Ž .Ž .m
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Ž d . Ž .either for every m g MM R satisfying sup B - inf supp m or for every m g
Ž d . Ž Ž ..MM R satisfying sup supp m - inf B.

REMARK. By the Markov property, it follows that recurrence is equivalent

to

P X t , B ) 0, for arbitrarily large t N X ? survives s 1,Ž . Ž .Ž .m

Ž d . dfor every 0 k m g MM R and every open set B ; R .

DEFINITION. The support of the process exhibits local extinction if for each
Ž d . dm g MM R and each bounded B ; R , there exists a P -almost surely finitem

Ž .random time z such that X t, B s 0, for all t G z .B B

We will prove that the support is necessarily either recurrent or transient

and we will give the following criterion to distinguish between these two

cases: Fix x g Rd and R ) 0 and let f denote the minimal positive solution0
2 d Ž . Ž .to the equation Lu q b u y a u s 0 in R y B x and lim f x s `.R 0 < x < ª R

Ž .The existence of f is proved in Theorem 1. Theorem 2 states that either
Ž . Ž .dinf f x G bra or lim inf f x s 0, and that the support ofx g R yB Ž x . < x < ª`R 0

the measure-valued diffusion is recurrent in the former case and transient in

the latter case.

This result is then used to obtain criteria which depend more explicitly on

the operator L. In Theorem 3, it is proved that if the underlying diffusion

process corresponding to the operator L is recurrent, then the support of the

measure-valued process is also recurrent. In order to handle the case when

the diffusion process corresponding to L is transient, we define the general-

ized principal eigenvalue, l F 0, and the generalized principal eigenvalue atc

infinity, l F l , for the operator L. Theorem 4 treats the one-dimensionalc, ` c

Ž .case and shows that if b - yl resp. b ) yl , then the support of thec, ` c, `

Ž .measure-valued diffusion is transient resp. recurrent . Also, if b s yl sc, `

yl , it is shown that the support of the measure-valued diffusion is tran-c

sient. Theorem 5 treats the multidimensional case and shows that if b -

yl or if b s yl s yl , then the support of the measure-valued diffu-c, ` c, ` c

sion is transient. An example is given to show that in the multidimensional

case it is possible to obtain transience even if b ) yl .c, `

It may come as a surprise that local extinction is not equivalent to

transience; it is, in fact, a stronger condition. In Theorem 6, we show that

local extinction occurs if and only if b F yl . Thus, if l / l and b gc c c, `

Ž .yl ,y l , then the support is transient but does not exhibit local extinc-c c, `
t² Ž .:tion. We also investigate in this paper the behavior of E H c , X s ds andm 0

² Ž .: Ž d . Ž d .E g, X t , as t ª `, where 0 § c , g g C R and 0 / m g MM R hasm c

compact support. A number of examples are presented to illustrate the

general theory.

We now state the results in full.

d Ž . � d < <THEOREM 1. Fix R ) 0 and x g R and let B x s x g R : x y x -0 R 0 0

4 � 4̀R . Let c be a nondecreasing sequence of functions satisfying c gn ns1 n
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Ž d . Ž . < < Ž . < <C R , c x s n, for x y x F R y 1rn, c x s 0, for x y x G R, andc n 0 n 0

Ž . Ž .0 F c F n. Let u x, t denote the solution to 1.3 with g s 0 and c s c .n n n

Then

f x ' lim u x , t exists, for x g Rd ,Ž . Ž .n n
tª`

2, a Ž d .f g C R and f is the minimal positive solution ofn n

1.5 2 dŽ . Lu q b u y a u q c s 0 in R .n

Furthermore,

f x ' lim f x exists on the extended real line, for x g Rd ,Ž . Ž .n
nª`

and satisfies

1.6Ž . < <f x s ` for x y x F R ,Ž . 0

and

y21.7Ž . < < < <f x F C q l x y x y R for x y x ) R ,Ž . Ž .0 0

2, a dŽ Ž ..where C, l are positive constants. Moreover, f g C R y B x and isR 0

the minimal positive solution of

2 dLu q b u y a u s 0 in R y B x ,Ž .R 0

lim u x s `.Ž .
< <xyx ªR0

1.8Ž .

Ž .Substituting g ' 0, c s c and u s u in 1.2 , letting t ª ` and thenn n

n ª `, and using Theorem 1, we obtain the following corollary.

Ž d .COROLLARY 1. For each m g MM R ,

1.9Ž . P X t , B x s 0, for all t G 0 s exp y f x m dx ,Ž . Ž . Ž .Ž .Ž . Hm R 0 ž /dR

Ž . Ž .where f satisfies 1.6 and is the minimal positive solution to 1.8 .

Ž . Ž . Ž .REMARK. The fact that f x s lim u x, t exists and satisfies 1.5n t ª` n
1w xhas been proved in 5 via semigroup techniques in the case that L s D and2

b s 0. The proof does not extend to more general operators or to the super-

critical case. The proof given in this article for the general case is rather

probabilistic.

The next theorem gives necessary and sufficient conditions for transience
Ž . < <or recurrence in terms of the behavior of the solution f x for large x .

Ž .THEOREM 2. Let R ) 0. The minimal positive solution f to 1.8 satisfies

one of the following conditions:

Ž . Ž . Ž .di inf f x G bra , and thus, lim inf f x G bra .x g R yB Ž x . < x < ª`R 0

Ž . Ž . Ž .dii inf f x s lim inf f x s 0.x g R yB Ž x . < x < ª`R 0
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Ž .If i holds, then the support of the supercritical measure-valued diffusion is
Ž .recurrent; if ii holds, then the support of the supercritical measure-valued

diffusion is transient.

The proof that the support of the measure-valued diffusion is transient if
Ž .ii holds above in Theorem 2 utilizes the following useful strong transitivity

result which we will prove.

Ž . Ž .PROPOSITION 1. i Assume that d G 2 and let B x denote the ball ofR
d Ž d .radius R centered at x g R . Let 0 k m g MM R , let R , R ) 0 and let0 1

d Ž . Ž . Ž . Ž .x , x g R . If B x l B x s B and supp m l B x s B, then for0 1 R 0 R 1 R 00 1 0

all t ) 0,

P X t , B x ) 0, X t , Rd y B x s 0,Ž . Ž .Ž . Ž .žm R 1 R 11 1

w xX s, B x s 0, ; s g 0, t ) 0.Ž .Ž . /R 00

Ž . Ž .ii Assume that d s 1 and let I s c , d , i s 0, 1, where y` - c -i i i 0

Ž . Ž . Ž .d - c - d - `. Let 0 k m g MM R satisfy supp m l I s B and supp m0 1 1 0

Ž .l d , ` / B. Then, for all t ) 0,0

w xP X t , I ) 0, X t , R y I s 0, X s, I s 0, ; s g 0, t ) 0.Ž . Ž . Ž .Ž .m 1 1 0

We now use Theorem 2 to obtain more concrete criteria for transience,

recurrence and local extinction. The next theorem shows that if the underly-

ing diffusion process corresponding to L is recurrent, then the support of the

supercritical measure-valued diffusion is also recurrent.

THEOREM 3. Let f be as in Theorem 2. If L corresponds to a recurrent
Ž .diffusion process, then inf f x G bra . Thus, by Theorem 2, the support of

the supercritical measure-valued diffusion is recurrent.

In order to state the rest of the results in this paper, we need several

definitions and results concerning criticality theory for second order elliptic
Ž w x . doperators see 9 , Chapter 4 . Let D : R be a domain and for l g R define

C D s u g C 2 D : L y l u s 0 and u ) 0 in D .� 4Ž . Ž . Ž .Lyl

The operator L y l on D is called subcritical if it possesses a positive
Ž .Green’s function; in this case C D / B. If L y l on D does not possess aLyl

Ž .positive Green’s function, but C D / B, then L y l on D is calledLyl

Ž d . dcritical. If C R s B, then L y l on R is called supercritical. ThereLyl

Ž . Ž xexists a number l D g y`, 0 such that L y l on D is subcritical forc

Ž . Ž .l ) l D , supercritical for l - l D and either subcritical or critical forc c

Ž . Ž .l s l D . The number l D is called the generalized principal eigenvaluec c

for L on D; it is monotone nondecreasing as a function of D. When D s Rd,
Ž d . Ž . � Ž . 4we will write l s l R . Note that l D s inf l g R: C D / B . Wec c c Lyl

mention that if D is bounded with a smooth boundary and the coefficients of
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Ž .L are smooth up to  D, then l D is the classical principal eigenvalue.c

Alternatively, if L is symmetric with respect to a reference density r, then
Ž .l D equals the supremum of the spectrum of the self-adjoint operator onc

2Ž .L D, r dx obtained from L via the Friedrichs extension theorem.

� 4̀If d G 2, let D be an increasing sequence of bounded domainsn ns1

satisfying Rd s D` D and define the generalized principal eigenvalue at `ns1 n

by

dl s lim l R y D .Ž .c , ` c n
nª`

Ž .Since l D is monotone nondecreasing in D, it follows that l is indepen-c c, `

� 4̀dent of D . If d s 1, define the generalized principal eigenvalue at "`n ns1

by

l s lim l n , ` and l s lim l y`,y n .Ž . Ž .Ž . Ž .c ,q` c c ,y` c
nª` nª`

If L is symmetric with respect to a reference density r, then l is equal toc, `

the supremum of the essential spectrum of the self-adjoint operator on
2Ž d . w xL R , r dx obtained from L via the Friedrichs extension theorem 8 . If

d s 1, then L is always symmetric with respect to an appropriate reference
Ž .density r and l l is the supremum of the essential spectrum of thec,q` c,y`

2ŽŽ . . w 2ŽŽ . .xself-adjoint operator on L 0, ` , r dx L y`, 0 , r dx obtained from L

via the Friedrichs extension theorem.

For use in the proofs of the theorems, we note that the above theory holds
a Ž .just as well if the operator L is replaced by L q V, where V g C D and is

Ž .bounded from above. The only difference is that now l D may take positivec

values.

With the above definitions in place, we now turn to the case in which the

underlying diffusion process is transient. The next theorem treats the one-

dimensional case.

1 2 2Ž . Ž .THEOREM 4. Let d s 1 and assume that L s a d rdx q b drdx cor-2

responds to a transient diffusion; that is, assume either that

` x 2b
qI ' exp y y dy dx - `Ž .H Hž /a0 0

or that

x 2b0
yI ' exp y y dy dx - `.Ž .H Hž /ay` 0

Let f be as in Theorem 2, let l denote the generalized principal eigenvaluec,"`

at "` for L and let l denote the generalized principal eigenvalue for L on R.c

Ž . Ž .Then lim f x and lim f x exists. Furthermore, the followingx ª` x ªy`

results hold:

Ž . q q Ž .i If I s ` or if I - ` and b ) yl , then lim f x G bra .c,q` x ªq`
y y Ž .Similarly, if I s `, or if I - ` and b ) yl , then lim f x G bra .c,y` x ªy`

Thus, by Theorem 2, the support of the supercritical measure-valued diffusion
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is recurrent if both of the following conditions hold:
Ž . qa I s ` or b ) yl ;c,q`

Ž . yb I s ` or b ) yl .c,y`

Ž . qii If I - ` and either b - yl or b s yl s yl , thenc,q` c,q` c

Ž . ylim f x s 0. Similarly, if I - ` and either b - yl or b sx ªq` c,y`

Ž .yl s yl , then lim f x s 0. Thus, by Theorem 2, the support ofc,y` c x ªy`

the supercritical measure-valued diffusion is transient if at least one of the

following two conditions holds:
Ž . qa I - ` and either b - yl or b s yl s yl ;c,q` c,q` c

Ž . yb I - ` and either b - yl or b s yl s yl .c,y` c,y` c

REMARK. Theorem 4 completely characterizes transience or recurrence

except in the case that Iq- ` and b s yl - yl , or that Iy- ` andc,q` c

b s yl - yl . The condition l s l will hold, in particular, if L hasc,y` c c,"` c

constant coefficients.

The method used in the proof of Theorem 4 carries over immediately to the

radially symmetric multidimensional case and gives the following corollary.

COROLLARY 2. Let L be radially symmetric on Rd, d G 2, and correspond

to a transient diffusion. Let f be as in Theorem 2, let l denote thec, `

generalized principal eigenvalue at ` for L and let l denote the generalizedc

principal eigenvalue for L on Rd.

Ž . Ž .i If b ) yl , then lim f x G bra . Thus, by Theorem 2, thec, ` < x < ª`

support of the supercritical measure-valued diffusion is recurrent.
Ž . Ž .ii If b - yl or if b s yl s yl , then lim f x s 0. Thus,c, ` c, ` c < x < ª`

by Theorem 2, the support of the supercritical measure-valued diffusion is

transient.

The theorem and proposition which follow show that only one direction of

Theorem 4 carries over to the multidimensional case.

THEOREM 5. Let L correspond to a transient diffusion on Rd, d G 2. Let f

be as in Theorem 2, let l denote the generalized principal eigenvalue at `c, `

for L and let l denote the generalized principal eigenvalue for L on Rd.c

Ž .If b - yl or if b s yl s yl , then lim inf f x s 0. Thus, byc, ` c, ` c < x < ª`

Theorem 2, the support of the supercritical measure-valued diffusion is tran-

sient.

1 Ž . Ž . Ž .PROPOSITION 2. Let L s D q b x ? =, where b x ' 0, for j / 1, b x sj 12

Ž .0, for x - 0, and b x s g ) 0, for x ) 1. Then l s 0, but the support of1 c, `

Ž 2 .the supercritical measure-valued diffusion is transient if b g 0, g r2 .

The next theorem gives necessary and sufficient conditions for local

extinction.
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THEOREM 6. Let l denote the generalized principal eigenvalue for L onc

Rd. The support of the supercritical measure-valued diffusion exhibits local

extinction if and only if b F yl .c

REMARK 1. The measure-valued diffusion may also be defined in the case

that a and b are positive functions instead of constants. In this case,

especially if a and b are not bounded away from zero, most of the results and

proofs in this paper must be modified considerably. However, Theorem 6 and

its proof go through directly after an appropriate reformulation. Let lŽ b .
c

d Ždenote the generalized principal eigenvalue for L q b on R . If b is con-
Ž b . .stant, then l s l q b. Then the proof of Theorem 6 shows that localc c

extinction occurs if and only if lŽ b . F 0.c

REMARK 2. From Theorems 4]6, it follows that if the support exhibits

local extinction, then it is transient. Here is an alternative way to see this

without appealing to any of these theorems. For any bounded set B, it follows

from the Markov property and the definition of local extinction that there
Ž d . Ž Ž . .exists a measure 0 / m g MM R such that P X t, B s 0, for all t G 0 ) 0.m

Thus the support cannot be recurrent. Since by Theorem 2 the support must

be either recurrent or transient, we conclude that it is transient.

Theorems 4]6 show that the support can be transient and yet not exhibit

local extinction. Indeed, for d G 2, this will occur if the diffusion correspond-

ing to L is transient and yl - b - yl and, for d s 1, this will occur ifc c, `

Iq- ` and yl - b - yl or if Iy- ` and yl - b - yl . See Exam-c c,q` c c,y`

ple 2 at the end of this section.

In order to state the next theorem, we need the following additional facts
Ž w x . Ž d .concerning criticality theory see 9 , Chapter 4 . Let 0 § c g C R . Ifc

L y l is subcritical, then there exists a minimal positive solution f toc

1.10 L y l f s yc in Rd .Ž . Ž .

Ž . Ž . Ž . Ž .dThe solution is given by f x s H G x, y c y dy, where G x, y is thec R l l
d Ž .Green’s function for L y l on R . If L y l is not subcritical, then 1.10 has

no positive solution. In fact then, a fortiori, there is no positive function f
Ž d .satisfying Lf F 0 and Lf k 0. If L y l is critical, then C R is onec Lylc

dimensional and its unique element up to constant multiples will be denoted
˜by f and is called the ground state. Let L denote the formal adjoint of L.c

˜ d ˜Then l is also the generalized principal eigenvalue of L on R , and L y lc c

is critical if and only if L y l is critical. In the critical case, the ground statec

˜ ˜ ˜dof L y l will be denoted by f . If H f f dx - `, then L y l is calledc c R c c c1
1 Žproduct L -critical. The definitions and results above hold even if L1 k 0;

however, in this article, L corresponds to a diffusion process and satisfies

L1 s 0. If such an L corresponds to a recurrent diffusion, then l s 0. If suchc

an L satisfies l s 0, then subcriticality, criticality and product L1-criticalityc

for L y l s L are equivalent to transience, recurrence and positive recur-c

.rence.
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Ž d . Ž d .THEOREM 7. Let 0 § c , g g C R and let 0 / m g MM R have compactc

support.

Ž . Ž .a i Assume that l s 0. Then for all b ) 0,c

`
² :E c , X t dt s `.Ž .Hm

0

Ž . Ž .ii Assume that l - 0. If b g 0, yl or if b s yl and L y l isc c c c

subcritical, then

`
² :E c , X t dt s f dm ,Ž .H Hm c

d0 R

Ž . dwhere f is the minimal positive solution to L q b f s yc in R .c

Ž .If b g yl , ` or if b s yl and L y l is critical, thenc c c

`
² :E c , X t dt s `.Ž .Hm

0

Ž .b Let r g R.

Ž . r t ² Ž .: Ž . r t ²i lim e E g, X t s 0, if r - yl y b , and lim e E g,t ª` m c t ª` m

Ž .: Ž .X t s `, if r ) yl y b .c

Ž .ii If L y l is subcritical or if L y l is critical, but not productc c

L1-critical, then

² :lim exp yl y b t E g , X t s 0.Ž . Ž .Ž .c m
tª`

If L y l is product L1-critical, thenc

˜² :lim exp yl y b t E g , X t s f dm f g dx ,Ž . Ž .Ž . H Hc m c cž / ž /d dtª` R R

˜ ˜dwhere f and f , normalized by H f f dx s 1, are the ground states ofc c R c c

˜L y l and L y l .c c

REMARK. Note that if b s yl and L y l is critical, then by Theorem 7,c c
`² Ž .: `² Ž .:E H c , X t dt s `, yet by Theorem 6, H c , X t dt - ` a.s.-P .m 0 0 m

We now give several examples to illustrate the theorems. The claims made

in the examples concerning criticality and generalized principal eigenvalues

are elaborated upon in the Appendix at the end of the paper. In the examples,
Ž d . Ž d .it is assumed that 0 § c , g g C R and that 0 / m g MM R has compactc

support.

1 2 2Ž . Ž .EXAMPLE 1. Let L s d rdx q b drdx on R, where b / 0 is a0 02

constant. Then L corresponds to a transient diffusion, l s l s l sc c,q` c,y`

yb2r2 and L y l is critical, but not product L1-critical. If b - b2r2, then0 c 0
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Ž .the Green’s function for L q b s L y yb is given by

2p 1r22 < <G x , y s exp y b y 2b y y x y b x y y .Ž . Ž .Ž .ž /yb 0 02'b y 2b0

Ž .Therefore, by 1.10 and Theorems 4, 6 and 7, it follows that:

Ž . Ž 2 . Ž .i If b g 0, b r2 , then the support of X ? is transient and exhibits0

local extinction. Also,

` 2p
² :E c , X t dt s m dx c yŽ . Ž . Ž .H H Hm 2d d0 R R 'b y 2b0

=
1r22 < <exp y b y 2b y y x y b x y y dy.Ž .Ž .ž /0 0

Ž . 2 Ž .ii If b s b r2, then the support of X ? is transient and exhibits local0
`² Ž .: Žextinction. Also, E H c , X t dt s ` however, by the local extinction prop-m 0

`² Ž .: .erty, H c , X t dt - ` a.s.-P .0 m

Ž . 2 Ž .iii If b ) b r2, then the support of X ? is recurrent and we have0
` ² Ž .:E H c , X t dt s `.m 0

Furthermore,

0, if r F b2r2 y b ,0r t ² :lim e E g , X t sŽ .m 2½tª` `, if r ) b r2 y b .0

1 dEXAMPLE 2. Let L s D q kx ? = on R , d G 1, where k ) 0. Then L2

corresponds to a transient diffusion, l s y`, if d G 2, and l s y`, ifc, ` c, "`

d s 1, l s ykd and L y l is product L1-critical. The ground states f forc c c

˜ ˜ ˜ Ž .dL y l and f for L y l , normalized by H f f dx s 1, are given by f xc c c R c c c
d r2 2 ˜Ž . Ž < < . Ž .s krp exp yk x and f x s 1. Thus, it follows from Theorems 4]7c

that:

Ž . Ž . Ž .i If b g 0, kd , then the support of X ? is transient and exhibits local

extinction. Also,

`
² :E c , X t dt s m dx G x , y c y dy,Ž . Ž . Ž . Ž .H H Hm yb

0 R R

1 dŽ .where G x, y is the Green’s function for D q kx ? = q b on R .yb 2

Ž . Ž .ii If b s kd, then the support of X ? is transient and exhibits local
` ² Ž .: Žextinction. Also E H c , X t dt s ` however, by the local extinction prop-m 0

` ² Ž .: .erty, H c , X t dt - ` a.s.-P .0 m

Ž . Ž .iii If b ) kd, then the support of X ? is transient but does not exhibit
` ² Ž .:local extinction. Also E H c , X t dt s `.m 0

Furthermore,

² :lim exp kd y b t E g , X tŽ . Ž .Ž . m
tª`

dr2k
2< <s exp yk x m dx g x dx .Ž . Ž .Ž .H Hž /ž /d dž /pR R
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1 dEXAMPLE 3. Let L s D y kx ? = on R , d G 1, where k ) 0. Then L2

corresponds to a recurrent diffusion l s 0 and L y l is product L1-critical.c c

˜ ˜ ˜dThe ground states f for L y l and f for L y l , normalized by H f f dxc c c c R c c

˜ d r2 2Ž . Ž . Ž < < .s 1, are given by f ' 1 and f x s krp exp yk x . Thus, fromc c

Ž .Theorems 3 and 7, it follows that for all b ) 0, the support of X ? is
`² Ž .:recurrent and E H c , X t dt s `. Furthermore,m 0

dr2k
2d² : < <lim exp yb t E g , X t s m R g y exp yk y dy.Ž . Ž . Ž . Ž . Ž .Hm ž /d ptª` R

1 dŽ .EXAMPLE 4 Supercritical super-Brownian motion . Let L s D on R . If2

d s 1 or 2, then L corresponds to a recurrent diffusion, while if d G 3, then

L corresponds to a transient diffusion and l s 0. Also, l s 0 and L y lc, ` c c

is critical, but not product L1-critical, if d F 2, and subcritical if d G 3. Thus,

by Theorem 3, Corollary 2 and Theorem 7, it follows that for all b ) 0, the
Ž . `² Ž .:support of X ? is recurrent and E H c , X t dt s `. Furthermore,m 0

0, if r F yb ,
r t ² :lim e E g , X t sŽ .m ½ `, if r ) yb .tª`

Ž .NOTE ON THE NOTATION. In the sequel, the notation P and X t willm

always refer to the supercritical measure-valued diffusion, while the nota-
Ž .tion P and Y t will refer to the diffusion process corresponding to thex

operator L.

2. Proof of Theorem 1. For the proof of Theorem 1, we will need the

following elliptic maximum principle for the semilinear equation.

PROPOSITION 3. Let D ; Rd be a bounded C 2, a-domain and let v , v g1 2
2, a 2Ž . Ž . ŽC D l C D satisfy v , v ) 0 in D, Lv q b v y a v F min 0, Lv q1 2 1 1 1 2

2 .b v y a v in D and v G v on  D. Then v G v in D.2 2 1 2 1 2

PROOF. Let w s v y v . Then w satisfies1 2

2.1 L q b y a v y a v w F 0 in D , w G 0 on D.Ž . Ž .1 2

Also, the function v satisfies1

2.2 L q b y a v y a v v F ya v v F 0.Ž . Ž .1 2 1 1 2

Ž .Now, if v were strictly positive on D, then 2.2 would allow one to invoke1

Žw x .the generalized maximum principle 9 , Theorem 3.2.2 and conclude from
Ž .2.1 that w G 0 in D. However, we only know that v G 0 on D. Thus, we1

Ž .proceed as follows. Since v v G 0 and v v k 0, it follows from 2.2 that the1 2 1 2

Žw xoperator L q b y a v y a v on D is subcritical 9 , Theorem 4.3.9; recall1 2

Ž .. w xthe two sentences following 1.10 . It then follows from 9 , Theorem 4.3.2,

that the principal eigenvalue of the operator L q b y a v y a v on D with1 2

w xthe Dirichlet boundary condition is negative. However, then, by 9 , Theorem
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3.6.6, it follows that

tD

2.3 E exp b y a v y a v Y t dt - `,Ž . Ž . Ž .Ž .Hx 1 2ž /
0

� Ž . 4 Ž .where t s inf t G 0: Y t f D . By the Feynman]Kac formula and 2.1 , weD

have

tntD
w x G E exp b y a v y a v Y s ds w Y t n t ,Ž . Ž . Ž . Ž .Ž . Ž .Hx 1 2 Dž /2.4Ž . 0

x g D.

Ž . Ž .Letting t ª ` in 2.4 and using 2.3 to invoke the dominated convergence

theorem, we obtain

tD

w x G E exp b y a v y a v Y s ds w Y t .Ž . Ž . Ž . Ž .Ž . Ž .Hx 1 2 Dž /
0

Ž .Thus, from 2.1 it follows that w G 0 in D. I

We will also need the following parabolic maximum principle for the

semilinear equation, which is easier to prove than its elliptic counterpart,

since the zeroth order term need only be bounded from above in order to

invoke the classical parabolic maximum principle.

Ž . dPROPOSITION 4. i Let D ; R be a bounded region and let 0 F v , v g1 2
2, 1 2Ž Ž .. Ž w .. Ž .C D = 0, ` l C D = 0, ` satisfy Lv q b v y a v y v F Lv q1 1 1 1 t 2

2 Ž . Ž . Ž . Ž . Ž .b v y a v y v in D = 0, ` , v x, 0 G v x, 0 , for x g D, and v x, t G2 2 2 t 1 2 1

Ž . w .v x, t , for x g  D and t ) 0. Then v G v in D = 0, ` .2 1 2

Ž . 2, 1Ž d Ž .. Ž d w ..ii Let 0 F v , v g C R = 0, ` l C R = 0, ` satisfy Lv q b v1 2 1 1
2 Ž . 2 Ž . d Ž . Ž . Ž .y a v y v F Lv q b v y a v y v in R = 0, ` , v x, 0 G v x, 0 ,1 1 t 2 2 2 2 t 1 2

d Ž . d w .for x g R , and lim v x, t s 0, for t ) 0. Then v G v in R = 0, ` .< x < ª` 2 1 2

Ž . Ž .PROOF. We will prove i ; the proof of ii is similar. Let w s v y v . Then1 2

Ž . Ž . Ž .L q b y a v y a v w y w F 0 in D = 0, ` , w x, 0 G 0, for x g D, and1 2 t

Ž . Ž .w x, t G 0, for x g  D and t ) 0. Since b y a v q v is bounded from1 2

w xabove, we can invoke the classical parabolic maximum principle 11 and
w .conclude that w G 0 in D = 0, ` . I

We will now prove the various claims of Theorem 1 in the following order.

Ž .We will first prove the existence of a minimal positive solution f to 1.8
Ž .which satisfies the bounds in 1.7 . Then we will prove the existence of a
Ž . Ž .minimal positive solution f to 1.5 . After that, we will prove that f x sn

Ž . d dlim f x , for all x g R , where f has been extended to all of R bynª` n

Ž . Ž . Ž . d1.6 . Finally, we will prove that f x s lim u x, t , for x g R . Forn t ª` n

Ž .convenience, we will assume that x s 0 and we will write B ' B 0 .0 r r



R. G. PINSKY250

Fix m ) R and consider the semilinear elliptic problem

2Lv q b v y a v s 0 in B y B ,m R

v s m on  B ,R2.5Ž .

v s 0 on  B .m

q q q q 2Ž .Recall that a function v satisfying Lv q b v y a v F 0 in B y B ,m R
q q Ž .v G m on B and v G 0 on  B is called an upper solution to 2.5 .R m

Similarly, a function vy satisfying the reverse inequalities is called a lower
Ž . w x q ysolution to 2.5 . By the theory of upper and lower solutions 13 , if v and v

are upper and lower solutions satisfying vyF vq, then there exists a solution
Ž . y q yv to 2.5 satisfying v F v F v . Clearly, the function v ' 0 is a lowerm m

Ž . Ž .solution to 2.5 . We now construct an upper solution to 2.5 which is
dindependent of m. Let g be a smooth function on R y B which satisfiesR

Ž . Ž < <.y2 < < Ž . Ž < <.y2g x s R y x , for R - x - R q 1, 0 F g x F R y x , for R q 1 F
< < Ž . < <x - R q 2, and g x s 0, for x G R q 2. One can check that if C, l ) 0 are

qŽ . Ž . dchosen sufficiently large, then the function v x ' C q lg x , for x g R y
Ž .B , is indeed an upper solution to 2.5 for all m ) R. Thus, there exists aR

Ž .solution v to 2.5 which satisfiesm

y2y q < <2.6 0 s v x F v x F v x F C q l x y R .Ž . Ž . Ž . Ž . Ž .m

By Proposition 3, v is monotone nondecreasing in m. Definem

2.7 f x s lim v x for x g Rd y B .Ž . Ž . Ž .m R
mª`

Ž w x.By standard arguments Sobelev embedding and Schauder estimates 3 it
2 dfollows that f satisfies Lf q bf y af s 0 in R y B . From the mono-R

tonicity of v and the fact that v s m on  B , we conclude thatm m R

Ž . Ž .lim f x s `. This proves that f is a nonnegative solution to 1.8 . The< x < ª R

strict positivity of f follows from the strong maximum principle and the

minimality of f follows from the construction and Proposition 3. The esti-
Ž . Ž . Ž .mate 1.7 follows from 2.6 and 2.7 .

We now turn to the proof of the existence of a minimal positive solution fn

Ž .to 1.5 . Fix m ) 0 and consider the elliptic problem

Lv q b v y a v2 q c s 0 in B ,n m
2.8Ž .

v s 0 on  B .m

y Ž .Then v ' 0 is a lower solution for 2.8 and, for C sufficiently large and
q Ž .independent of m, v ' C is an upper solution to 2.8 . Thus, by the method of

Ž .upper and lower solutions, there exists a solution v to 2.8 which satisfiesm

0 F v F C. By Proposition 3, v is monotone nondecreasing in m. Definem m

f x s lim v x , x g Rd .Ž . Ž .n m
mª`

Ž .By standard arguments Sobelev embedding and Schauder estimates , fn

satisfies Lf q bf y af 2 q c s 0 in Rd. This proves that f is a nonnega-n n n n n

Ž .tive solution to 1.5 . The strict positivity of f follows from the strongn
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maximum principle, and the minimality of f follows from the constructionn

and Proposition 3.

Ž . Ž . dWe now prove that f x s lim f x , for all x g R , where f hasnª` n

Ž .been extended by 1.6 . By Proposition 3, f is monotone nondecreasing in n.n

Define

w x s lim f x , x g Rd .Ž . Ž .n
nª`

By Proposition 3, it also follows that f F f, for all n. Thus, by standardn
2 darguments again, w satisfies Lw q b w y a w s 0 in R y B . Clearly,R

Ž .w G 0. We now show that lim w x s `. Let « , d , l ) 0 and define< x < ª R

y2
< < < <z x s l x y R q 2« for R y « - x - R q d .Ž . Ž .

Ž .One can check that there exists a r ) 0 such that if « , d , l g 0, r , then

2 < <2.9 Lz q b z y a z G 0 for R y « - x - R q d .Ž .

Choose l even smaller, if necessary, so that

< <2.10 z x F f x for x s R q d ,Ž . Ž . Ž .1

Ž .where f is the minimal positive solution to 1.5 with n s 1. Extend z in a1

< < Ž . < <smooth way to x F R y « . Since c x s n, for x F R y 1rn, it is clearn

that for sufficiently large n,

2 < <2.11 Lz q b z y a z q c G 0 for x - R y « .Ž . n

Ž . Ž .From 2.9 and 2.11 , it follows that for sufficiently large n, Lz q b z y
2 < < Ž . Ž . Ž .a z q c G 0, for x - R q d , and from 2.10 , we have z x F f x , forn n

< < Ž . Ž . < <x s R q d and n G 1. Therefore, by Proposition 3, z x F f x , for x Fn

Ž . Ž . < <R q d and n sufficiently large. Thus z x F w x , for x F R q d . Conse-
Ž . 2quently, lim inf w x G lr4« . Since « may be chosen arbitrarily small,< x < ª R

Ž .we conclude that lim w x s `. We have now proved that w is a positive< x < ª R

Ž .solution to 1.8 . By the construction of f and w, and by Proposition 3, itn

Ž .follows that w is the minimal positive solution of 1.8 . Thus, w s f on
dR y B . A proof similar to but simpler than the proof above thatR

Ž . Ž . < <lim w x s ` can be made to show that w x s ` for x - R; this is left< x < ª R

to the reader.

Ž . Ž . Ž . Ž .We now prove that f x s lim u x, t . From 1.2 and 1.3 , it followsn t ª` n

that u is monotone nondecreasing in t. Definen

2.12 w x s lim u x , t for x g Rd .Ž . Ž . Ž .n n
tª`

Ž . Ž . Ž . Ž . Ž .Applying Proposition 4 ii with v x, t s f x and v x, t s u x, t , it1 n 2 n

Ž . Ž .follows that u x, t F f x . Thus,n n

2.13 w x F f x for x g Rd .Ž . Ž . Ž .n n

Ž . 2We will prove that w s f . Since Lu y u s a u y b u y c , it followsn n n n t n n n

Ž Ž . . sŽ 2 .Ž Ž . .that for each t ) 0, u Y s , t y s y H a u y b u y c Y r , t y r drn 0 n n n
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is a local martingale up to time t under P . Let m ) 0 and define t sx m

Ž < Ž . < .inf t G 0: Y t G m . Then

u x , t s E u Y t n t , t y t n tŽ . Ž .Ž .n x n m m

tntm 2y E a u y b u y c Y r , t y r dr .Ž .Ž .Ž .Hx n n n
0

Ž . Ž .Let t ª ` above. Since E t - `, it follows from 2.12 , 2.13 and thex m

dominated convergence theorem that

tm
22.14 w x s E w Y t q E b w y a w q c Y r dr .Ž . Ž . Ž . Ž .Ž .Ž . Ž .Hn x n m x n n n

0

Ž . Ž Ž .. Ž . t mŽ 2 .Ž Ž ..Let f x s E w Y t and let g x s E H b w y a w q c Y r dr,n x n m n x 0 n n n

< <for x F m. Then, as is well known, f is the unique solution to Lf s 0 inn n

< < < <x - m and f s w on x s m, while g is the unique solution to Lg sn n n n

Ž 2 . < < < <y b w y a w q c in x - m and g s 0 on x s m. Since m is arbitrary,n n n n

Ž . 2it follows from this and 2.14 that w satisfies Lw q b w y a w q c s 0n n n n n

in Rd and, by construction, w G 0 on Rd. It then follows by the strongn

maximum principle that w ) 0 on Rd. Thus, w is a positive solution ton n

Ž . Ž . Ž .1.5 . Since f is the minimal positive solution to 1.5 , it follows from 2.13n

that w s f . In n

3. Proofs of Proposition 1, Theorem 2 and Theorem 3.

Ž . Ž .PROOF OF PROPOSITION 1. We will prove i ; the proof of ii is similar. Let

m, R , R , x , and x be as in the statement of the proposition. Choose d ) 00 1 0 1

Ž . Ž . Ž . Ž .such that B x l B x s B and B x l supp m s B. TheR qd 0 R 1 R qd 00 1 0

proposition hinges on the following three claims:

wP X t , B x ) 0, X s, B x s 0, ; s g 0, t ) 0Ž . Ž . .Ž . Ž .ž /m R r2 1 R qd 01 03.1Ž .
for all t ) 0;

H t , n ' P X t , Rd s 0, X s, B x s 0,Ž . Ž . Ž .Ž .ž1 n R 00

3.2Ž .
w; s g 0, t ) 0,. /

for all t ) 0 and all n g MM Rd satisfying supp n ; Rd y B x ;Ž . Ž . Ž .R qd 00

H t , n ' P X t , B x ) 0, X s, Rd y B x s 0,Ž . Ž . Ž .Ž . Ž .ž2 n R 1 R 11 1

w3.3 ; s g 0, t ) 0,Ž . . /
dfor all t ) 0 and all 0 k n g MM R satisfying supp n ; B x .Ž . Ž . Ž .R r2 11

Ž . Ž d . Ž .Recall that X t is a multiplicative process; that is, for m , m g MM R , X ?1 2

Ž .under P is equal in distribution to the independent sum of X ? underm qm1 2

Ž . Ž .P and X ? under P . This follows from 1.2 . Using this fact and them m1 2
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Markov property, we have for t ) 0,

P X t , B x ) 0, X t , Rd y B x s 0,Ž . Ž .Ž . Ž .žm R 1 R 11 1

wX s, B x s 0, ; s g 0,tŽ . .Ž . /R 00

t t
dG E H , X , ? l R y B xŽ .Ž .m 1 R r2 11ž /ž /ž 2 23.4Ž .

t t
=H , X , ? l B x ;Ž .2 R r2 11ž /ž /2 2

t t
X , B x ) 0, X s, B x s 0, ; s g 0, .Ž . Ž .Ž .R r2 1 R qd 01 0ž / /2 2

Ž . Ž .The proposition follows from 3.1 ] 3.4 .

Ž . Ž . Ž . Ž .We will prove 3.1 and 3.2 ; the proof of 3.3 is similar to that of 3.1 and
w Ž .is left to the reader. The proof of 3.1 involves the function f defined in
Ž .Theorem 1. To prove 3.3 one must use instead the minimal positive solution

ˆ ˆ ˆ ˆ2 ˆŽ . Ž . xf to Lf q bf y af s 0 in B x , lim f x s `.R 1 < xyx < ª R1 1 1

Ž .PROOF OF 3.1 . Let c , f and f be as in Theorem 1 with R s R q d .n n 0

Ž d . dLet 0 F g g C R , j s 1, 2, satisfy 0 F g F bra , g s g on R yj c j 1 2

Ž . Ž . Ž .B x and g - g on B x . Let u denote the solution to 1.3 withR r2 1 1 2 R r2 1 n, j1 1

Ž . Ž yb t .y1c s c and g s g . Let v t s 2 2 y e and note thatn j

3.5 b v y b v2 s v .Ž . t

Ž . Ž . Ž .Let f x s f x q bra and note that, from 1.5 , it follows thatn n

3.6 Lf q b f y a f 2 q c F 0.Ž . n n n n

Ž . Ž . Ž . Ž . Ž .Define w x, t s v t f x . Using 3.5 and 3.6 for the first inequality belown n

and using the fact that f G bra and v G 1 for the second one, we haven

3.7 Lw q b w y a w2 y w F v y v2 a f 2 y b f y vc F yc .Ž . Ž . Ž . Ž .n n n n n n n nt

Ž . Ž . Ž . Ž .Since w x, 0 G 2 bra and u x, 0 F bra , it follows from 3.7 andn n, j

Ž . Ž . Ž .Ž Ž . .Proposition 4 that u x, t F w x, t s v t f x q bra . Since f con-n, j n n n

verges monotonically to f, we conclude that

by1yb t3.8 u x , t F 2 2 y e f x q .Ž . Ž . Ž . Ž .n , j ž /a

Ž . Ž .Applying 1.2 and 1.3 with u s u , c s c and g s g , and lettingn, j n j

n ª `, we obtain for t ) 0,

² : w xE exp y g , X t ; X s, B x s 0, ; s g 0, tŽ . Ž .Ž . Ž .ž /m j R qd 00

s lim exp y u x , t dm .Ž .H n , jž /dnª` R

3.9Ž .
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We will now prove that

lim inf u x , t y u x , t ) 0Ž . Ž .Ž .n , 2 n , 1
nª`

dfor all t ) 0 and x g R y B x .Ž .R qd 00

3.10Ž .

Ž . Ž . Ž . d Ž .Then 3.1 follows from 3.9 and 3.10 , since g s g on R y B x and1 2 r r2 11

Ž .g ) g on B x .2 1 R r2 11

Ž .To prove 3.10 , let z s u y u . By Proposition 4,n n, 2 n, 1

3.11 z G 0.Ž . n

We have

3.12 Lz y z s a u q a u y b z .Ž . Ž . Ž .n n n , 1 n , 2 nt

Ž . Ž . Ž . Ž .Let d ) d satisfy B x l B x s B and B x l supp m s B.1 R qd 0 R 1 R qd 00 1 1 0 1

� Ž . Ž .4 Ž .Define t s inf t G 0: Y t g B x . By 3.12 and the Feynman]KacR qd 00 1

Žw x .formula 2 , Theorem 2.2 we have

snt
z x , t s E exp b y a u y a u Y r , t y r drŽ . Ž . Ž .Ž .Hn x n , 1 n , 2ž /

0

=z Y s n t , t y s n tŽ .Ž .n

3.13Ž .

for 0 F s F t .

Ž . Ž . Ž .Substituting s s t in 3.13 , using 3.11 and using the fact that z x, 0 sn

Ž .Ž .g y g x , we obtain2 1

tnt
z x , t G E exp b y a u y a u Y r , t y r drŽ . Ž . Ž .Ž .Hn x n , 1 n , 2ž /ž

0

= g y g Y t ; t ) tŽ . Ž .Ž .2 1 /3.14Ž .

dfor x g R y B x and t ) 0.Ž .R qd 00 1

d Ž . Ž Ž .Recall that g G g on R and g ) g on B x . Also, P Y t g2 1 2 1 R r2 1 x1
dŽ . . Ž . Ž .B x , t ) t ) 0, for all x g R y B x and t ) 0. By 3.8 andR r2 1 R qd 01 0 1

Ž . d Ž .1.7 , u and u are bounded on R y B x , independently of n.n, 1 n, 2 R qd 00 1

Ž . Ž .These facts along with 3.14 prove that lim inf z x, t ) 0, for all t ) 0nª` n
d Ž .and all x g R y B x . Since d may be chosen arbitrarily close to d ,R qd 0 10 1

Ž .this proves 3.10 .

Ž .PROOF OF 3.2 . Let c , f and f be as in Theorem 1 with R s R . Letn n 0

Ž . Ž Ž ..Ž Ž . yb t .y1 Ž .v t s nr n y 1 nr n y 1 y e and note that v 0 s n, v G 1 andn n n
2 Ž . Ž . Ž . Ž . Ž . Ž .b v y b v s v . Let f x s f x q bra and define w x, t s v t f x .n n n t n n n n n

Ž .Analogous to 3.7 , we have

Lw q b w y a w2 y w F v y v2 a f 2 y b f y v cŽ . Ž . Ž .n n n n n n n n n nt
3.15Ž .

F yc .n
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Ž d . Ž . Ž . < < Ž .Let 0 F h g C R satisfy h x s bra n for x F n, h x s 0, forn c n n

< < Ž . Ž . Ž .x G n q 1, and 0 F h F bra n. Let u x, t denote the solution to 1.3n n

Ž . Ž . Ž .with c s c and g s h . By Proposition 4, u x, t F w x, t . As n ª `, v tn n n n n

Ž yb t .y1 Ž . Ž .increases to 1 y e and f x increases to f x q bra . Thus,n

b
yb t3.16 u x , t F 1 y e f x q .Ž . Ž . Ž . Ž .n ž /a

Ž . Ž .Applying 1.2 and 1.3 with u s u , c s c and g s h , and letting n ª `,n n n

we obtain for t ) 0,

d w xP X t , R s 0, X s, B x s 0, ; s g 0, tŽ . Ž .Ž .ž /m R 00

s lim exp y u x , t m dx .Ž . Ž .H nž /dnª` R

3.17Ž .

Ž . Ž . Ž .Now 3.2 follows from 3.16 and 3.17 . I

PROOF OF THEOREM 2. By the strong maximum principle, it follows that if
Ž . Ž .dinf f x s 0, then lim inf f x s 0. Thus, to prove the firstx g R yB Ž x . < x < ª`R 0

Ž . Ž .dpart of the theorem, we will assume that l ' inf f x g 0, bra andx g R yBR
1d Ž . Ž .come to a contradiction. Let x g R satisfy f x - l q bra y l and let0 0 2

1d� Ž . Ž .4A denote the connected component of x g R y B : f x - l q bra y lR 2

� Ž . 4 Ž .which contains x . Let t s inf t G 0: Y t g  A . Note that f x s0 A
1 2Ž .l q bra y l , for x g  A. Since Lf s af y bf in A, we have2

tntA 23.18 f x s E f Y t n t q E bf y af Y s ds.Ž . Ž . Ž . Ž .Ž .Ž . Ž .H0 x A x0 0
0

Ž . 2Since l g 0, bra , bf y af is positive and bounded away from zero on A.

Ž . Ž .Therefore, since 3.18 holds for all t ) 0, it follows that P t - ` s 1.x A

Ž .Thus, letting t ª ` in 3.18 , we obtain

1 b 1 b
l q y l s E f Y t F f x - l q y l ,Ž . Ž .Ž .x A 00ž / ž /2 a 2 a

which is a contradiction.

Ž .Assume now that i holds. We will prove that the support of the supercriti-

cal measure-valued diffusion is recurrent. Let x g Rd and R ) 0. Recall the0

Ž . Ž d .notation Z t ' X t, R and recall that

P lim Z t s ` N X ? survives s 1.Ž . Ž .ž /m
tª`

� Ž . 4 Ž Ž . .Let T s inf t ) 0: Z t G n . Then P T - ` N X ? survives s 1, for n sn m n

Ž . Ž .1, 2,... . Using this along with 1.4 , 1.9 , the strong Markov property applied
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at time T and the fact that f G bra , we have for any n,n

P X t , B x s 0, for all t G 0 N X ? survivesŽ . Ž .Ž .Ž .m R 0

1
s

d1 y exp ybra m RŽ . Ž .Ž .

=P X t , B x s 0, for all t G 0 and X ? survivesŽ . Ž .Ž .Ž .m R 0

1
F sup P X t , B x s 0, for all t G 0Ž .Ž .Ž .m R 0d1 y exp ybra m RŽ . Ž . dŽ . Ž .mgMM R

dŽ .m R Gn

exp y bra nŽ .Ž .
F .

d1 y exp ybra m RŽ . Ž .Ž .

Since n is arbitrary, this proves recurrence.

Ž .Assume now that ii holds. We will prove that the support of the supercrit-

ical measure-valued diffusion is transient. For simplicity of notation, we will

assume that d G 2. The proof for d s 1 is similar. Let x g Rd, let R ) 00 0
d dŽ . Ž . Ž .and let 0 k m g MM R satisfy supp m l B x s B. Choose x g R andr 0 10

1Ž . Ž . Ž . Ž .R ) 0 such that B x l B x s B and such that f x F bra , for1 R 0 R 1 20 1

Ž .x g B x . LetR 11

A s X 1, B x ) 0, X 1, Rd y B x s 0,Ž . Ž .Ž .½ Ž .R 1 R 11 1

w xX s, B x s 0, ; s g 0, 1 .Ž .Ž . 5R 00

By Proposition 1,

3.19 P A ) 0.Ž . Ž .m

1Ž . Ž . Ž . Ž .By the Markov property, 1.9 and the fact that f x F bra on B x ,R 12 1

we have

P X t , B x s 0, for all t G 0 l A N FFŽ .Ž .½ 5ž /m R 0 10

1 b
dG 1 exp y X 1, R ,Ž .A ž /2 a

3.20Ž .

Ž Ž . .where FF s s X s , 0 F s F 1 .1

Ž .By the Markov property and 1.4 , we have

b
d3.21 P X t survives l A N FF s 1 1 y exp y X 1, R .� 4Ž . Ž . Ž .Ž .m 1 A ž /ž /a

Ž . Ž .From 3.19 ] 3.21 , it follows that

P X t , B x s 0, for all t G 0 l AŽ .Ž .½ 5ž /m R 00

q P X ? survives l A ) P A .� 4Ž . Ž .Ž .m m
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Thus,

P X t , B x s 0, for all t G 0 N X ? survives ) 0.Ž . Ž .Ž .ž /m R 00

which proves transience. I

Ž .dPROOF OF THEOREM 3. We will assume that inf f x s 0 andx g R yBR

come to a contradiction. The theorem will then follow from Theorem 2. Let
� d Ž . 4 � Ž . 4A s x g R : f x - bra and let t s inf t G 0: Y t f A . By assump-A

tion, A is not empty. Since Lf s af 2 y bf F 0 on A, we have for x g A,0

Ž Ž .. Ž . Ž . Ž .E f Y t n t F f x - bra . Since Y t is recurrent, P t - ` s 1.x A 0 x A0 0

Ž Ž ..Thus, letting t ª ` above gives bra s E f Y t - bra , which is a contra-x A0

diction. I

4. Proofs of Theorems 4 and 5 and Proposition 2.

Ž .PROOF OF THEOREM 4. In the one-dimensional case, we have B x sR 0

Ž . Ž . 2x y R, x q R and the solution f to 1.8 satisfies Lf q bf y af s 00 0

Ž . Ž . 2 Ž .in x q R, ` , lim f x s `, Lf q bf y af s 0 in y`, x y R and0 x ª x qR 00

Ž .lim f x s `. Without loss of generality, we will consider f on thex ª x yR0

Ž .right half line and let x q R s 0. Thus f x is the minimal positive solution0

of

1 2af0 q bf9 q bf y af s 0 in 0, ` ,Ž .2

lim f x s `.Ž .
qxª0

4.1Ž .

By considering the supercritical measure-valued diffusion as the limit of

rescaled branching diffusions, as outlined at the beginning of the article, and
Žw xby applying the Ikeda]Watanabe comparison theorem 4 , Chapter 6, Theo-

.rem 1.1 to the individual diffusions in the approximating particle system, it
Ž Ž Ž x. w x.follows that for any t ) 0, P X s, y`, 0 s 0, for all s g 0, t is a nonde-d x

Ž .creasing function of x g 0, ` , where d denotes the delta measure at x.x

Ž Ž Ž x. .Letting t ª `, it follows that P X t, y`, 0 s 0 for all t G 0 is a nonde-d x

Ž . Ž . 1creasing function of x g 0, ` . By 1.9 and the topology of R , we have
Ž Ž Ž x. . yf Ž t . Ž .P X t, y`, 0 s 0, for all t G 0 s e . This proves that f x is nonin-d x

Ž . Ž .creasing for x g 0, ` . Thus lim f x exists. By Theorem 2, eitherx ª`

Ž . Ž .lim f x s 0 or lim f x G bra .x ª` x ª`
q Ž . �If I s `, then P t - ` s 1, for x - x , where t s inf t G 0:x x 1 2 x2 1 1

Ž . 4 Žw x . qY t s x 9 , Theorem 5.1.1 . Using this, the proof that if I s `, then1

Ž .lim f x G bra is essentially identical to the proof of Theorem 3; wex ª`

leave this to the reader.

For the rest of the proof, we will assume that Iq- ` and we will utilize the
Ž .comments and results introduced between Theorems 3 and 4. To prove i , it

Ž . Ž .suffices to show that if lim f x s 0, then b F yl . If lim f x sx ª` c,q` x ª`

0, then for each « ) 0, there exists an n such that«

L q b y « f F 0 and L q b y « f k 0 for x ) n .Ž . Ž . «
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It then follows from the discussion between Theorems 3 and 4 that L y
Ž . Ž .yb q « is subcritical on n , ` . Thus, the generalized principal eigenvalue,«

ŽŽ .. Ž .l n , ` , of L on n , ` satisfiesc « «

4.2 l n , ` F yb q « .Ž . Ž .Ž .c «

Ž .Recalling the definition of l , it follows from 4.2 that l F yb q « ;c,q` c,q`

since « ) 0 is arbitrary, we conclude that b F yl .c, `

Ž .We now turn to the proof of ii . First assume that b - yl . Choosec,q`

n ) 0 such that0

4.3 b F yl n , ` .Ž . Ž .Ž .c 0

ŽŽ ..Then C n , ` / f. Let u ) 0 satisfyLqb 0

4.4 Lu q b u s 0 in n , ` .Ž . Ž .0

� Ž . 4 Ž .Let t s inf t G 0: Y t s m . Since Lu s yb u in n , ` , we havem 0

tntn q100 F E u Y t n t s u x y bE u Y s dsŽ . Ž .Ž .Ž .Ž . Hx n q1 x04.5Ž . 0

for x ) n q 1.0

Ž .Letting t ª ` in 4.5 , it follows that

`

4.6 E u Y s ds, t s ` - ` for x ) n q 1.Ž . Ž .Ž .Hx n q1 00ž /
0

q w xSince I - `, it follows from 9 , Theorem 5.1.1, that

4.7 P t s ` and lim Y t s ` ) 0 for x ) n q 1.Ž . Ž .ž /x n q1 00
tª`

Ž . Ž .From 4.6 and 4.7 , we conclude that

4.8 lim inf u x s 0.Ž . Ž .
xª`

Ž . Ž .Since f is a minimal positive solution, it follows that f x s lim w x ,nª` n
2 Žfor x G n q 1, where w solves Lw q b w y a w s 0 in n q 1, n q0 n n n n 0 0

. Ž . Ž . Ž .n q 1 , w n q 1 s f n q 1 and w n q n q 1 s 0. The proof of this isn 0 0 n 0

similar to the existence proof for f appearing in the proof of Theo-
Ž . Ž .rem 1. Normalize the function u above by u n q 1 s f n q 1 . Note that0 0

4.9 Lu q b u y a u2 s ya u2 - 0 in n q 1, ` .Ž . Ž .0

Ž . Ž . Ž . wFrom 4.9 and Proposition 3, it follows that u x G w x , for x g n q 1,n 0

x Ž . Ž . Ž .n q n q 1 . Thus u x G f x , for x G n q 1. Since lim f x exists, it0 0 x ª`

Ž . Ž .follows from 4.8 that lim f x s 0.x ª`

ŽŽ ..We now assume that b s yl s yl . Then b s yl n , ` , for anyc,q` c c 0

Ž . Ž .n ) 0. Thus, 4.3 holds and the proof that lim f x s 0 follows from the0 x ª`

proof in the case b - yl . Ic,q`

PROOF OF THEOREM 5. If b - yl or if b s yl s yl , then forc, ` c, ` c
dŽŽ .. � < < 4sufficiently large n , b F yl R y B , where B s x - n . Thus0 c n n 00 0
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dŽ .C R y B / 0. Let u ) 0 satisfyLqb n0

d4.10 Lu q b u s 0 in R y B .Ž . n0

Ž . Ž .Note that 4.10 is analogous to 4.4 . The proof is now like the proof
Ž . Ž .of Theorem 4 ii starting from 4.4 , except that, in this case, we do

Ž .not know that lim f x exists. Thus we can only conclude that< x < ª`

Ž .lim inf f x s 0. I< x < ª`

Ž .PROOF OF PROPOSITION 2. Let l D denote the generalized principalc
1d� 4eigenvalue of L on D. Let H s x g R : x - yn , for n ) 0. Since L s Dn 1 2

1Ž .on H , l H coincides with the generalized principal eigenvalue of D onn c n 2

H . This latter quantity is zero because a positive Green’s function does notn
1 Ž .exist for D q « on H , if « ) 0. Thus, l H s 0, for all n ) 0. It thenn c n2

follows from the definition of l that l G 0. On the other hand, sincec, ` c, `

Ž . Ž .1 g C D , for any domain D, we have l D F 0, for any domain D, andL c

thus l F 0. We conclude that l s 0.c, ` c, `

The individual components of the diffusion corresponding to L are inde-

pendent. From this and the derivation of the supercritical measure-valued

diffusion as the weak limit of rescaled branching L-diffusions, it follows that
Ž .the d marginal measures obtained from X t constitute independent mea-

sure-valued diffusions. In particular, the first component corresponds to the

one-dimensional supercritical measure-valued diffusion associated with the
1 2 2Ž . Ž .Ž . Ž .operator d rdx q b x drdx and the constants a and b. Since b x s1 12

g for x ) 1, it follows from Example 1 that the support of this one-dimen-
Ž 2 .sional supercritical measure-valued diffusion is transient if b g 0, g r2 .

Thus, clearly, the support of the original supercritical measure-valued diffu-

sion is also transient. I

5. Proof of Theorem 6. We first prove that if b F yl , then thec

support of the measure-valued diffusion exhibits local extinction. Let BR

w xdenote the ball of radius R centered at the origin. The argument given in 6 ,

page 207, shows that

`

5.1 P X s, B ds s 0 s lim exp y v x , t m dx ,Ž . Ž . Ž . Ž .H Hm R nž /ž / dnª`t R

Ž d .where v is the unique positive solution in C R to the evolution equationn 0

2 d wu s Lu q b u y a u , R = 0, ` ,.t
5.2Ž .

u x , 0 s f x , x g Rd ,Ž . Ž .n

Ž .and f is the minimal positive solution to 1.5 with x s 0. Thus, ton 0

Ž .demonstrate local extinction, we must show that lim lim v x, t s 0.t ª` nª` n
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Ž . Ž .Ž yb t .y1 Ž .For d ) 0, the function k x, t ' bra 1 q d y e satisfies k sd d t
2 Ž .Lk q b k y a k and k x, 0 s brad . Thus, it follows by Proposition 4 thatd d d d

b y1yb t d5.3 v x , t F 1 y e for x g R , t ) 0 and all n.Ž . Ž . Ž .n
a

Ž .By Proposition 4, v is monotone nondecreasing in n. Let v x, t 'n

Ž . Ž . Ž . dlim v x, t . By 5.3 , v x, t - `, for x g R and t ) 0.nª` n

Ž .We will now show that v satisfies 5.2 with f replaced by f, wheren

Ž . Ž . 2f s lim f is as in 1.6 and 1.8 with x s 0. Since Lf q bf y af snª` n 0 n n n

Ž . Ž .yc F 0, it follows that v x, 0 F 0. Using this along with Proposition 4n n t

Ž . Ž .and the uniqueness of the solution to 5.1 , it follows directly that v x, t isn

Ž .nonincreasing in t for all t G 0. From this, it follows that lim v x, t st ª 0

Ž . Ž .f x . Let « g 0, t . Equating expectations at time s s 0 and at time s s t y «
Ž Ž . . sŽ 2 .Ž Ž . .for the local martingale v Y s , t y s y H a v y b v Y r , t y r dr, s gn 0 n n

w x0, t , and letting n ª `, gives

ty«
2v x , t s E v Y t y « , « y E a v y b v Y r , t y r dr .Ž . Ž . Ž .Ž . Ž .Ž .Hx x

0

This shows that v satisfies v s Lv q b v y a v2. We conclude that v satisfiest

Ž .5.2 with f replaced by f.n

Ž . Ž . Ž . Ž .By 5.1 , v x, t is monotone nonincreasing in t. Let w x ' lim v x, t .t ª`

Ž .Since v x, 0 s f, we have

5.4 w F f .Ž .

Ž . Ž .The same proof as the one given to show that f x s lim u x, t inn t ª` n

Theorem 1, shows that w satisfies

Lw q b w y a w2 s 0 in Rd .

By the strong maximum principle, either w ) 0 or w ' 0. We will show that

w ' 0.

To prove that w ' 0, we utilize several results concerning subcritical

operators. The reader should recall the basic facts noted following the state-
Ž dment of Theorem 3. Fix n ) R q 1. If b - yl or if b s yl , but l R y0 c c c

d.B - l , then clearly, L q b on R y B is subcritical. If b s yl sn c n c0 0
d dŽ . Ž .yl R y B , then L q b on R y B is subcritical by Theorem 4.4.1 iiic n n0 0

w xor Corollary 4.4.2 in 9 . Thus, the assumption that b F yl guarantees thatc
d dL q b is subcritical on R y B . From the subcriticality of L q b on R yn0

B , it follows thatn0

5.5 E exp bs ; s - ` - ` for all x g Rd y B ,Ž . Ž .Ž .x n n n0 0 0

� < Ž . < 4 Ž w x Ž ..where s s inf t G 0: Y t F n see 9 , Lemma 7.3.4 i . Since L q b isn 00

also subcritical on the smaller domain B y B , for m ) n , it follows fromm n 00

w x9 , Theorems 3.6.6 and 4.3.2, that

5.6 E exp b s n t - ` for x g B y B , m ) n .Ž . Ž .Ž .x n m m n 00 0

� < Ž . < 4where t s inf t G 0: Y t G m .m
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Ž . Ž .Recall from the proof of Theorem 1 that f x s lim v x , where vn mª` m m

Ž .satisfies 2.8 . Applying the Feynman]Kac formula to the operator L q b y
Ž . Ž .a v and using 5.6 and the fact that c in 2.8 is supported in B , it followsm n R

that

sn0

v x s E exp b y a v Y t dt v Y s ; s - t ,Ž . Ž . Ž . Ž .Ž . Ž .Hm x m m n n m0 0ž /ž /
0

x g B y B .m n0

Ž .Letting m ª ` and using 5.5 we obtain from the dominated convergence

theorem that

sn0

f x s E exp b y af Y t dt f Y s ; s - `Ž . Ž . Ž . Ž .Ž . Ž .Hn x n n n n0 0ž /ž /
0

for x g Rd y B .n0

Ž .Letting n ª ` and again appealing to 5.5 and the dominated convergence

theorem gives

sn0

f x s E exp b y af Y t dt f Y s ; s - `Ž . Ž . Ž . Ž .Ž . Ž .Hx n n0 0ž /ž /
05.7Ž .

for x g Rd y B .n0

dThe same argument that showed that L q b on R y B is subcritical, ofn0
d Ž .course, also shows that L q b is subcritical on R y B . Let G x, yn y1 byaf0
ddenote the Green’s function for L q b y af on R y B . The representa-n y10

Ž .tion for f given in 5.7 shows that f is a so-called positive solution of
Ž w xminimal growth at infinity for the operator L q b y af see 9 , Theorems

. Ž .7.3.5 and 7.3.6 . For each fixed y, the Green’s function G ?, y is also ab - af

positive solution of minimal growth at infinity for the operator L q b y af
Žw x .9 , Theorem 7.3.7 and thus, by the maximum principle for such solutions
Žw x .9 , Theorem 7.3.6 , it follows that for any fixed y g B y B , there0 n n y10 0

exists a constant c ) 0 such that

5.8 f x F cG x , y for x g Rd y B .Ž . Ž . Ž .byaf 0 n0

We now assume that w ) 0 and come to a contradiction. Since b F yl ,c

the operator L q b on Rd is either critical or subcritical. It then follows from
w x d Ž .Theorem 4.6.3 in 9 that L q b y a w on R is subcritical. Let G x, ybya w

d ddenote its Green’s function. Since b y af F b y a w and R y B ; R , itn y10

follows that

d5.9 G x , y F G x , y for x , y g R y BŽ . Ž . Ž .byaf bya w n y10

Ž w x . Ž . Ž . Ž .see 9 , pages 129]130 . From 5.4 , 5.8 and 5.9 , we conclude that

5.10 w x F cG x , y for x g Rd y B .Ž . Ž . Ž .bya w 0 n0

Ž d . dNote that w g C R , the cone of positive harmonic functions on RLqbya w

w xfor the operator L q b y a w. By 9 , Theorem 7.3.9, a function u g
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Ž d . Ž . Ž .C R cannot satisfy u x F cG x, y , for all x in a neighbor-Lqbya w bya w 0

Ž .hood of infinity. Thus, 5.10 constitutes a contradiction and we conclude that

w ' 0.

We now assume that b ) yl . Choose a bounded domain D ; Rd with ac

Ž . � 4̀smooth boundary such that b ) yl D . This is possible because if D isc n ns1

an increasing sequence of domains such that D` D s Rd, then l 'ns1 n c
d ˆŽ . Ž . Žw x Ž .. Ž .l R s lim l D 9 , Theorem 4.4.1 i . Let Y t denote the diffusionc nª` n

process on D which corresponds to the operator L and which is killed upon
ˆŽ .exiting D. Let X t denote the measure-valued diffusion with values in

ˆŽ . Ž .MM D , constructed from the diffusion process Y t and with the same branch-
Ž .ing parameters a and b as for the original measure-valued process X t .

ˆ ˆŽ . Ž .Denote the measures corresponding to X t by P , m g MM D . Note, of course,m

ˆ ˆŽ . Ž .that a path X ? becomes extinct if and only if X t, D s 0, for some t G 0.
ˆ ˆ ˆŽ .Let T denote the extinction time for X t . By considering P and P as them m

weak limits of rescaled branching diffusions, and running those branching
dˆŽ . Ž .diffusions with processes Y t and Y t which coincide until reaching R y D,

Ž .it is clear that, for 0 F t - t - ` and m g MM D ,1 2

ˆ ˆ ˆ ˆw xP X t , D s 0, for all t g t , t F P X t , D s 0 s P T F t .Ž . Ž .Ž . Ž . Ž .m 1 2 m 1 m 1

Thus,

ˆ ˆw x5.11 lim lim P X t , D s 0, t g t , t F P T - ` .Ž . Ž . Ž .Ž .m 1 2 m
t ª` t ª`1 2

Ž .If the left-hand side of 5.11 is not equal to 1, then local extinction does not
ˆ ˆŽ .occur. Thus, to complete the proof, it suffices to show that P T - ` - 1.m

Ž .Since D is bounded with a smooth boundary, it follows that l D is thec

classical principal eigenvalue for the operator L on D with the Dirichlet
Žw x .boundary condition 9 , Theorem 4.3.2 . Let f ) 0 denote the corresponding0

principal eigenfunction. Let

l q bc
M s sup f x and « s ) 0.Ž .0 0

a MMxgD

yŽ . Ž .Then the function v x ' « f x satisfies0 0

2y y yLv q b v y a v G 0 in D.Ž .
qŽ . 1r2Ž .Now define v x s Nf x , where N ) 0 will be fixed later. We have0

2 2q q q q q qLv q b v y a v s L y l D v q b q l D v y a vŽ . Ž . Ž . Ž .Ž . Ž .c c

11r2 y3r2s Nf L y l D f y Nf =f a =fŽ . Ž .Ž .0 c 0 0 0 04
5.12Ž .

q N b q l D f1r2 y aN 2fŽ .Ž .c 0 0

1 y3r2 1r2s N y f =f a =f q b q l D f y aNf .Ž . Ž .Ž .0 0 0 c 0 04

Ž .By the Hopf maximum principle, =f x / 0, for x g  D. Thus0

Ž 3r2 .Ž .lim =f a =f rf x s `. From this it follows that the right-handx ª  D 0 0 0

Ž .side of 5.12 is negative for all x g D, if N is chosen sufficiently large.
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Ž .Choose N sufficiently large so that the right-hand side of 5.12 is negative
qŽ . yŽ .and so that v x G v x , for x g D.

By the method of upper and lower solutions, it now follows that there

exists a function v which satisfies vyF v F vq and solves Lv q b v y a v2 s 0

in D. Since v G vy, it follows that v k 0, and since v F vq, it follows that
w x Ž .v s 0 on  D. Thus, by the theory of evolution equations 7 , v x is the

unique positive solution to

u s Lu q b u y a u2 in D = 0, ` ,Ž .t

u x , t s 0, x g D , t ) 0,Ž .

u x , 0 s v x , x g D.Ž . Ž .

ˆŽ . Ž . Ž . Ž .By the log-Laplace equation for X t analogous to 1.2 and 1.3 for X t , we
Ž .then have for 0 k m g MM D ,

ˆ ˆ² :5.13 E exp y v , X t s exp y v x m dx .Ž . Ž . Ž . Ž .Ž . Hm ž /dR

ˆ ˆŽ . Ž .Now, if P T - ` s 1, then the left-hand side of 5.13 converges to 1 asm

Ž .t ª `. This is impossible since the right-hand side of 5.13 is independent of
ˆ ˆŽ .t and is smaller than 1. Thus, we conclude that P T - ` - 1, for 0 k m gm

Ž .MM D . I

6. Proof of Theorem 7. Throughout the proof, it is assumed that c and
Ž d .g satisfy 0 § c , g g C R , as in the statement of the theorem.c

Ž . Ž d .Let u x, t denote the unique positive solution in C R tol 0

u s Lu q b u y a u2 q lc , x , t g Rd = 0, ` ,Ž . Ž .t

u x , 0 s 0, x g Rd .Ž .

w xThe proof of existence for u in 7 , Chapter 6, Theorems 1.4 and 1.5, showsl

that u may be obtained by the method of successive iterations. This methodl

Ž . d w .shows easily that u x, t is continuous in l, for each x g R and t g 0, ` .l

Ž .Ž .Define u s 1rh u y u , for h ) 0. Then u satisfies the linearˆ ˆl, h lqh l l, h

equation

u s Lu q b y a u y a u u q c s 0 in Rd = 0, ` ,Ž . Ž .t l lqh

u x , 0 s 0, x g Rd ,Ž .

u ?, t g C Rd .Ž . Ž .0

Let u denote the solution to the linear equationˆl

u s Lu q b y 2a u u q c s 0 in Rd = 0, ` ,Ž . Ž .t l

u x , 0 s 0, x g Rd ,Ž .

u ?, t g C Rd .Ž . Ž .0
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By the Feynman]Kac formula,

u x , tŽ .ˆl, h

t t
s E c Y s exp b y a u y a u Y r , t y r dr dsŽ . Ž . Ž .Ž . Ž .H Hx l lqhž /

0 0

6.1Ž .

and

t t
6.2 u x , t s E c Y s exp b y 2a u Y r , t y r dr ds.Ž . Ž . Ž . Ž . Ž .Ž . Ž .ˆ H Hl x lž /

0 0

Ž . Ž . Ž .Since u x, t is continuous in l, it follows from 6.1 and 6.2 thatl

6.3 lim u x , t s u x , t .Ž . Ž . Ž .ˆ ˆl, h l
hª0

Ž . Ž .Applying 1.2 and 1.3 with u, c and g replaced by u , lc and 0, thenl

Ž . Ž .differentiating 1.2 in l and using 6.3 and then setting l s 0 and noting

that u ' 0, we obtain0

t
² :6.4 E c , X s ds s u x , t m dx ,Ž . Ž . Ž . Ž .ˆH Hm 0

d0 R

where u satisfiesˆ0

u s Lu q b u q c in Rd = 0, ` ,Ž .t
6.5Ž .

u x , 0 s 0.Ž .

Ž .The solution to 6.5 is given by

t
6.6 u x , t s dy p s, x , y c y ds,Ž . Ž . Ž . Ž .ˆ H H0 yb

dR 0

Ž . Ž .where p t, x, y is the transition density for L q b ; that is, p t, x, y isyb yb

Ž . b t Ž Ž . .the density of the measure p t, x, ? s e P Y t g ? .yb x

w x dThe facts used in the sequel can be found in 9 , Chapter 4. If L q b on R
` Ž . Ž . Ž .is subcritical, then H p t, x, y dt s G x, y , where G x, y is the0 yb yb yb

Green’s function for L q b on Rd. In this case then,

f x ' lim u x , t s G x , y c y dy.Ž . Ž . Ž . Ž .ˆ H0 yb
tª`

Ž . dThus f is the minimal positive solution to L q b f s yc in R . On the
d t Ž .other hand, if L q b on R is not subcritical, then lim H p s, x, y dst ª` 0 yb

d Ž . Ž .s `, for all x, y g R . In this case then, lim u x, t s `. Part a nowˆt ª` 0

Ž .follows using these facts and 6.4 and recalling that L q b is subcritical if

b - l and supercritical if b ) yl .c c

Ž .For part b , let v denote the solution tol

v s Lv q b v y a v2 s 0 in Rd = 0, ` ,Ž .t

v x , 0 s lg x , x g Rd ,Ž . Ž .

v ?, t g C Rd .Ž . Ž .0
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Ž .Ž .Define v s 1rh v y v , for h ) 0. Then v satisfies the linear equa-ˆ ˆl, h lqh l l, h

tion

v s Lv q b y a v y a v v s 0 in Rd = 0, `Ž . Ž .t l lqh

v x , 0 s g , x g Rd .Ž .

Let v denote the solution to the linear equationl̂

v s Lv q b y 2a v v s 0 in Rd = 0, ` ,Ž . Ž .t l

v x , 0 s g , x g Rd .Ž .

Ž .A proof similar to the proof of 6.3 shows that

6.7 v x , t s lim v x , t .Ž . Ž . Ž .ˆ ˆl l , h
hª0

Ž . Ž .Applying 1.2 and 1.3 with u, c and g replaced by v , 0 and lg, thenl

Ž . Ž .differentiating 1.2 in l and using 6.7 and then setting l s 0 and noting

that v ' 0, we obtain0

² :6.8 E g , X t s v x , t m dx ,Ž . Ž . Ž . Ž .ˆHm 0
dR

where v satisfiesˆ0

6.9 v s Lv q b v in Rd = 0, ` , v x , 0 s g x , x g Rd .Ž . Ž . Ž . Ž .t

Ž .The solution to 6.9 is given by

6.10 v x , t s p t , x , y g y dy.Ž . Ž . Ž . Ž .ˆ H0 yb
dR

Ž .Note that the transition density p t, x, y for L y l satisfiesl cc

6.11 p t , x , y s exp yl y b t p t , x , y .Ž . Ž . Ž . Ž .Ž .l c ybc

Ž . Ž . Ž . Ž . Žw xPart b now follows from 6.8 , 6.10 , 6.11 and the following result 9 ,
.Theorem 4.9.9 :

Ž . di If L y l on R is subcritical or if it is critical but not productc
1 Ž . Ž .L -critical, then lim Hp t, x, y g y dy s 0.t ª` lc

Ž . d 1ii If L y l on R is product L -critical, thenc

˜lim p t , x , y g y dy s f x f y g y dy,Ž . Ž . Ž . Ž . Ž .H Hl c ccd dtª` R R

˜ ˜where f and f are the ground states for L y l and L y l , normalized byc c c c

H d f f dx s 1. IR c c

APPENDIX

We elaborate concerning the claims made in the four examples appearing

at the end of Section 1. Recall that if h ) 0, then the h-transform of an
h Ž . Ž .operator L is defined by L f s 1rh L fh . Equivalently,

Lh s L q a =hrh ? = q Lhrh .Ž .
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Subcriticality, criticality, l , l` and product L1-criticality are all invariantc c

under h-transforms. Also, in the subcritical case, the Green’s functions
Ž . hŽ . h hŽ .G x, y and G x, y for L and L are related by G x, y s

Ž Ž Ž ... Ž . Ž . Ž w x .1r h x G x, y h y see 9 , Chapter 4 .

1 2 2Ž . Ž . Ž .EXAMPLE 1. Let L s d rdx q b drdx , b / 0. Let h x s0 02
1 1h 2 2 2 2 2Ž . Ž . Ž .exp yb x . Then L s d rdx y b r2. The operator d rdx on R is0 02 2

critical since it corresponds to a recurrent diffusion. Thus, by h-transform

invariance, it follows that l s yb2r2 for L and that L y l is critical. Onec 0 c

Ž . Ž .can check that the ground state for L y l is given by f x s h x and thatc c

˜ ˜ Ž . Ž .the ground state for L y l is given by f x s exp b x . Thus L y l is notc c 0 c

product L1-critical.
1 2 2Ž . Ž .The Green’s function for d rdx q « on m, ` exists if and only if2

« F 0. Thus, by h-transform invariance, l s yb2r2 and, by symmetry,c, q` 0

l s yb2r2.c, y` 0
1 2 2Ž .For l ) 0, the Green’s function G for d rdx y l is given byl 2

< < 2` exp y x y y r2 tŽ .
G x , y s exp ylt dt .Ž . Ž .Hl 1r2

0 2p tŽ .

By applying a Fourier transform before integration and an inverse Fourier
'Ž . Ž .transform after integration, one can calculate that G x, y s 2pr 2ll

1h 2 2 2'Ž < <. Ž . Ž . Ž .=exp y 2l y y x . Since L q b s d rdx y b r2 y b , it follows02

Ž . Ž .that the Green’s function G x, y , for L q b, is given by G x, y syb yb
2Ž Ž Ž ... Ž . Ž .1r h y G x, y h x , with l s b r2 y b ; that isl 0

2p
2 < <'G x , y s exp y b y 2b y y x y b x y y .Ž . Ž .ž /yb 0 02'b y 2b0

1 d Ž .EXAMPLE 2. Let L s D q kx ? = on R , d G 1, k ) 0. Let h x s2
2 1 1hŽ < < .exp yk x . Then L s D y kx ? = y kd. The operator D y kx ? = is critical2 2

since it corresponds to a recurrent diffusion. Thus, by h-transform invariance,

l s ykd for L, and L y l is critical. One can check that the ground state ofc c
1˜Ž . Ž .L y l is given by f x s h x . Since L y l s D y kx ? =, it follows thatc c c 2

˜ 1Ž .f x s 1. Thus, L y l is product L -critical.c c

ŽWe now show that l s y`, if d G 2. The same proof with slightlyc, `

. Ž .different notation shows that l s l s y`, if d s 1. Let h x sc,q` c,y`
2 1 2h 2Ž < < . < <exp yk x r2 . Then L s D y k x r2 y kdr2. Fix l g R. Let B s0 n2

2d 2 d� < < 4 < <x g R : x - n . Choose n so that k x r2 q kdr2 q l G 0 on R y B .0 0 n0
1 dSince the Green’s function for D y l on R y B exists for all l G 0, itn2 0

follows by comparison and the definition of the Green’s function that the
h dGreen’s function for L y l exists on R y B . Thus, by h-transform invari-0 n0

dŽ .ance, l R y B F l for the operator L. Since l is arbitrary, it followsc n 0 00

that l s y`.c, `

The claims in Examples 3 and 4 are easy to verify.
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