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The Wills functional from the theory of lattice point enumeration can be adapted to produce the following exponential inequality for zero-mean Gaussian processes:

$$
E \exp \left[\sup _{t}\left(X_{t}-(1 / 2) \sigma_{t}^{2}\right)\right] \leq \exp \left(E \sup _{t} X_{t}\right) .
$$

An application is a new proof of the deviation inequality for the supremum of a Gaussian process above its mean:

$$
P\left(\sup _{t} X_{t}-E \sup _{t} X_{t} \geq a\right) \leq \exp \left(-\frac{(1 / 2) \alpha^{2}}{\sigma^{2}}\right)
$$

where $a>0$ and $\sigma^{2}=\sup _{t} \sigma_{t}^{2}$.

1. Introduction. The use of geometric methods in the study of Gaussian processes is by now well established. Our purpose here is to identify a surprising, and apparently deep, connection in the form of the Wills functional. Originally introduced for bounding lattice point enumeration (see [23]), the Wills functional is built up from the classical quermassintegrals ("projection-measure integrals") of Minkowski, which have effectively been applied before to Gaussian processes under the name mixed volumes (or mixed widths) (e.g., [1], [3], [4], [12], [14], [16], [17], [18], [19] and [21]). Placed in our setting, the Wills functional leads naturally to an exponential moment inequality for Gaussian processes and, as a corollary, a deviation inequality for the supremum of a Gaussian process above its mean. The latter is sharp in the sense of having the best possible constant in the exponent.

In the next section, we discuss two representations for the Wills functional. Then we turn to the exponential inequality and the deviation inequality. Section 4 carries some finite-dimensional complements, leading to a second proof of the deviation inequality. We conclude with some remarks in the last section.

For Gaussian processes and bounds in particular, see [6] and [9].

[^0]2. The Wills functional. Suppose that $K$ is a convex body in $\mathbb{R}^{d}$ (compact, convex subset) and that $\delta(x, K)$ is the distance between $x \in \mathbb{R}^{d}$ and $K$. The Wills functional can be expressed as
\[

$$
\begin{equation*}
W(K)=\int_{\mathbb{R}^{d}} \exp \left[-\pi \delta^{2}(x, K)\right] d x, \quad d x=\text { Lebesgue measure } \tag{1}
\end{equation*}
$$

\]

It was observed by Hadwiger [8] that (1) coincides with the original definition of Wills [23] in terms of quermassintegrals:

$$
\begin{equation*}
W(K)=\sum_{j=0}^{d}\binom{d}{j} \frac{1}{\omega_{j}} W_{j}(K) \tag{2}
\end{equation*}
$$

Here $\omega_{j}=\pi^{j / 2} / \Gamma(j / 2+1)$ is the volume of the unit ball $B_{j}$ in $\mathbb{R}^{j}$, and the $j$ th quermassintegral $W_{j}(K)$ is equal to $\left(\omega_{d} / \omega_{d-j}\right) E \operatorname{vol}_{d-j}\left(\Pi_{d-j} K\right)$, where the expectation is of the $(d-j)$-volume of the projection of $K$ onto a random ( $d-j$ )-dimensional subspace. It is of interest to consider

$$
V_{j}(K)=\binom{d}{j} \frac{1}{\omega_{d-j}} W_{d-j}(K), \quad 0 \leq j \leq d
$$

which are normalized versions of the quermassintegrals that do not depend on the dimension of the ambient space $\mathbb{R}^{d}$ (e.g., [3] and [10]). Following McMullen [10], they are known in the geometry literature as the intrinsic volumes of $K$ [in the probability literature, they have been written $h_{j}(K)$ ].

Here is a sketch of the equivalence of (1) and (2) which has a probabilistic flavor. We start with the classical Steiner formula for the volume of a parallel body (which itself can be established using a stochastic argument, [22]; for the general theory, see [15]):

$$
\operatorname{vol}\left(K+\Lambda B_{d}\right)=\sum_{j=0}^{d}\binom{d}{j} \Lambda^{j} W_{j}(K),
$$

where $\Lambda \geq 0$, or, equivalently,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} 1(\delta(x, K) \leq \Lambda) d x=\sum_{j=0}^{d}\binom{d}{j} \Lambda^{j} W_{j}(K) . \tag{3}
\end{equation*}
$$

We then regard $\Lambda$ as a random variable with density

$$
\begin{equation*}
f(\lambda)=1(\lambda \geq 0) 2 \pi \lambda \exp \left(-\pi \lambda^{2}\right) \tag{4}
\end{equation*}
$$

and take expectations on both sides of (3) with the use of Fubini's theorem and the moments $E \Lambda^{j}=\omega_{j}^{-1}, j=1,2, \ldots$.

We also recall the following bound (see [11]), which is a consequence of the deep Alexandrov-Fenchel inequality (see [15]):

$$
\begin{equation*}
W(K) \leq \exp V_{1}(K) . \tag{5}
\end{equation*}
$$

3. Bounds. Our main result is as follows.

Theorem 1. Suppose that $\left\{X_{t}, t \in T\right\}$ is a bounded, zero-mean Gaussian process. Then

$$
\begin{equation*}
E \exp \left[\sup _{t}\left\{X_{t}-(1 / 2) \sigma_{t}^{2}\right\}\right] \leq \exp \left[E \sup _{t} X_{t}\right], \tag{6}
\end{equation*}
$$

where $\sigma_{t}^{2}=E X_{t}^{2}$.
Note. Since the process is bounded, it is continuous in probability with respect to the pseudometric $d_{X}\left(t_{1}, t_{2}\right)=\sqrt{E\left(X_{t_{1}}-X_{t_{2}}\right)^{2}}$. We regard $\sup _{t} X_{t}$ as over a countable, dense (under $d_{X}$ ) subset of $T$. Any other countable, dense subset of $T$ gives the same value for $\sup _{t} X_{t}$ almost surely.

Proof of Theorem 1. It is enough to show (6) for $T=\{1,2, \ldots, n\}$, a finite set, since the general case follows by approximation. By the Gram-Schmidt procedure, there is a collection $Z_{1}, Z_{2}, \ldots, Z_{d}, d \leq n$, of independent, standard Gaussian variables, such that, for $1 \leq k \leq n$ and appropriate vectors $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{R}^{d}$,

$$
\begin{equation*}
X_{k}=\left\langle a_{k}, Z\right\rangle, \tag{7}
\end{equation*}
$$

where $Z=\left(Z_{1}, Z_{2}, \ldots, Z_{d}\right)^{T} \in \mathbb{R}^{d}$ and $\langle\cdot, \cdot\rangle$ signifies inner product. Note that $E X_{k}^{2}=\left\|a_{k}\right\|^{2}$ and $E X_{k} X_{l}=\left\langle a_{k}, a_{l}\right\rangle$. Let $K \subset \mathbb{R}^{d}$ be the convex hull of $A=\left\{a_{k} / \sqrt{2 \pi}\right\}_{1}^{n}$. Employing the natural definition of $W(A)$ ( $A$ nonconvex) and making a change of variables at one point, we have

$$
\begin{aligned}
W(A) & =\int_{\mathbb{R}^{d}} \exp \left[-\pi \delta^{2}(x, A)\right] d x \\
& =\int_{\mathbb{R}^{d}} \exp \left[-\pi \inf _{k}\left\|x-a_{k} / \sqrt{2 \pi}\right\|^{2}\right] d x \\
& =\int_{\mathbb{R}^{d}} \exp \left[\sup _{k}\left(\sqrt{2 \pi}\left\langle a_{k}, x\right\rangle-(1 / 2)\left\|a_{k}\right\|^{2}\right)\right] \exp \left[-\pi\|x\|^{2}\right] d x \\
& =E \exp \left[\sup _{k}\left(\left\langle a_{k}, Z\right\rangle-(1 / 2)\left\|a_{k}\right\|^{2}\right)\right] \\
& =E \exp \left[\sup _{k}\left(X_{k}-(1 / 2) \sigma_{k}^{2}\right)\right] .
\end{aligned}
$$

Now $A \subseteq K$ implies $W(A) \leq W(K)$, and, together with (5), we only have to recall that $V_{1}(K)=E \sup _{k} X_{k}$ [e.g., [16], Proposition 14, where it is written $\left.h_{1}(K)\right]$.

As a consequence, we have the sharp deviation inequality.
Corollary 1. Under the conditions of Theorem 1, for any a>0,

$$
\begin{equation*}
P\left(\sup _{t} X_{t}-E \sup _{t} X_{t} \geq a\right) \leq \exp \left[-(1 / 2)\left(a^{2} / \sigma^{2}\right)\right] \tag{8}
\end{equation*}
$$

where $\sigma^{2}=\sup _{t} \sigma_{t}^{2}$.

The literature contains a variety of applications and results related to (8) (see, e.g., [6] and [9]), often associated with Maurey and Pisier (13). See also the antecedent [4].

Proof. We use the inhomogeneity of (6) in a variational argument. Consider the process $\left\{r X_{t}\right\}$ for fixed $r>0$. Then (6) provides

$$
E \exp \left[\sup _{t}\left(r X_{t}-(1 / 2) r^{2} \sigma_{t}^{2}\right)\right] \leq \exp \left[E \sup _{t} r X_{t}\right] .
$$

Since $\sigma_{t}^{2} \leq \sigma^{2}$ for all $t$, some rearrangement gives

$$
E \exp \left[r \sup _{t}\left(X_{t}-E \sup _{t} X_{t}\right)\right] \leq \exp \left[(1 / 2) r^{2} \sigma^{2}\right] .
$$

Using Markov's inequality, we have

$$
\begin{aligned}
P\left(\sup _{t} X_{t}-E \sup _{t} X_{t} \geq a\right) & =P\left(r\left[\sup _{t} X_{t}-E \sup _{t} X_{t}\right] \geq r a\right) \\
& =P\left(\exp \left[\sup _{t} r X_{t}-E \sup _{t} r X_{t}\right] \geq \exp (r a)\right) \\
& \leq \exp \left[(1 / 2) r^{2} \sigma^{2}-r a\right] .
\end{aligned}
$$

Minimizing the last expression over $r$ then yields $\exp \left[-a^{2}\left(2 \sigma^{2}\right)^{-1}\right]$ at $r=$ $a / \sigma^{2}$.
4. Finite-dimensional bounds. In general, bounds which are independent of dimension are the most useful. Still, we elaborate a dimensional one here since it leads to a second proof of the deviation inequality. In addition, it illustrates a different use of the Wills functional, here allied with Urysohn's inequality (e.g., [2]; in a probabilistic format, [20]), which we state as follows.

Proposition 1. Suppose that $K$ is a convex body in $\mathbb{R}^{d}$. Then

$$
\begin{equation*}
\operatorname{vol}(K) \leq \omega_{d}\left(\frac{V_{1}(K)}{V_{1}\left(B_{d}\right)}\right)^{d} . \tag{9}
\end{equation*}
$$

As before, $B_{d}$ is the unit ball in $\mathbb{R}^{d}$ with volume $\omega_{d}$. There is equality in (9) if and only if $K$ is a ball.

The bound is as follows.
Theorem 2. Suppose that $\left\{X_{t}, t \in T\right\}$ is a bounded Gaussian process that can be identified with $A \subset \mathbb{R}^{d}$ via (7). That is, for each $t, X_{t}=\left\langle a_{t}, Z\right\rangle$ for some $a_{t} \in \sqrt{2 \pi} A$. Then

$$
\begin{equation*}
E \exp \left[\sup _{t}\left\{X_{t}-(1 / 2) \sigma_{t}^{2}\right\}\right] \leq \omega_{d} E\left(\frac{E \sup _{t} X_{t}}{V_{1}\left(B_{d}\right)}+\Lambda\right)^{d} . \tag{10}
\end{equation*}
$$

Here $\Lambda$ has the density (4), and there is equality if and only if the closed convex hull of $A$ is a ball.

Proof. Let $K$ be the closed convex hull of $A$. By Urysohn's inequality.

$$
\operatorname{vol}\left(K+\Lambda B_{d}\right) \leq \omega_{d}\left(\frac{V_{1}(K)}{V_{1}\left(B_{d}\right)}+\Lambda\right)^{d}
$$

We then take expectations with respect to $\Lambda$ and express the left-hand side as in the proof of Theorem 1.

Corollary 2. For each $a>0$ and $c \geq 1$,

$$
\begin{equation*}
P\left[\sup _{t} X_{t}-E \sup _{t} X_{t} \geq a\right] \leq c^{d} \exp \left[-\frac{1}{2 \sigma^{2}}\left\{a+\left(1-\frac{1}{c}\right) E \sup _{t} X_{t}\right\}^{2}\right] \tag{11}
\end{equation*}
$$

For the proof, we use the following estimate. It bounds a polynomial with an exponential, but that is sharp enough for our purpose.

## Lemma 1.

$$
\psi_{d}(\theta)=\omega_{d} E\left(\frac{\theta}{V_{1}\left(B_{d}\right)}+\Lambda\right)^{d} \leq c^{d} e^{\theta / c}
$$

for all $\theta \geq 0, c \geq 1$ and $d=1,2, \ldots$.
Proof. Fix $c \geq 1$. We verify the property for each $\psi_{d}(\cdot)$ by induction on $d$. For $d=1, \psi_{1}(\theta)=1+\theta \leq c e^{\theta / c}$. Given that the claim has been shown for $\psi_{d-1}$ and noting that $\psi_{d}(0) \leq c e^{0 / c}=c$, it is enough to compare derivatives. Using the facts that $V_{1}\left(B_{d-1}\right) \leq V_{1}\left(B_{d}\right)$ and $\omega_{d} d=V_{1}\left(B_{d}\right) \omega_{d-1}$, we have

$$
\begin{aligned}
\psi_{d}^{\prime}(\theta) & =\frac{\omega_{d} d}{V_{1}\left(B_{d}\right)} E\left(\frac{\theta}{V_{1}\left(B_{d}\right)}+\Lambda\right)^{d-1} \\
& \leq \omega_{d-1} E\left(\frac{\theta}{V_{1}\left(B_{d-1}\right)}+\Lambda\right)^{d-1} \\
& \leq c^{d-1} e^{\theta / c}=\frac{d}{d \theta} c^{d} e^{\theta / c},
\end{aligned}
$$

which completes the proof.
Proof of Corollary 2. Consider the process $\left\{r X_{t}\right\}$. Using the lemma and a variational argument similar to that for Corollary 1 leads to the assertion.

Setting $c=1$ gives a second proof of the deviation inequality (Corollary 1 ). Finally, we can tailor (11) a bit as follows: let $c=1+1 / d$ and using the
(possibly more accessible) quantity diam $(X)=\sup _{t, t^{\prime}} d_{X}\left(t, t^{\prime}\right) \leq \sqrt{2 \pi} E \sup _{t} X_{t}$ leads to the variant

$$
P\left[\sup _{t} X_{t}-E \sup _{t} X_{t} \geq a\right] \leq \exp \left[1-\frac{1}{2 \sigma^{2}}\left\{a+\left(\frac{1}{d+1}\right) \frac{1}{\sqrt{2 \pi}} \operatorname{diam}(X)\right\}^{2}\right]
$$

## 5. Remarks.

Remark 1. The connection we have drawn between Gaussian processes and the Wills functional, which can be thought of as a measure of size for convex bodies, is in the spirit of [5], which has motivated much work. For further references on the Wills functional, see the survey [7].

Remark 2. Derived independently, the bound (6) is formally equivalent to Corollary 1 of Tsirel'son [18], which is proved by other means. The context there is different, an infinite-dimensional maximum likelihood problem, and it is presented with no reference to the bounds for Gaussian processes. In any case, the interested reader should consult this important paper together with the others in its series, [17] and [19].

Remark 3. The corresponding left-tail bound to (8),

$$
P\left(\sup _{t} X_{t}-E \sup _{t} X_{t} \leq a\right) \leq \exp \left(L-\frac{(1 / 2) a^{2}}{\sigma^{2}}\right)
$$

does not seem to be accessible by the approach described here.
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